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Abstract

We present Legal Argument Reasoning (LAR),
a novel task designed to evaluate the legal rea-
soning capabilities of Large Language Mod-
els (LLMs). The task requires selecting the
correct next statement (from multiple choice
options) in a chain of legal arguments from
court proceedings, given the facts of the case.
We constructed a dataset (LAR-ECHR) for this
task using cases from the European Court of
Human Rights (ECHR). We evaluated seven
general-purpose LLMs on LAR-ECHR and
found that (a) the ranking of the models is
aligned with that of LegalBench, an estab-
lished US-based legal reasoning benchmark,
even though LAR-ECHR is based on EU law,
(b) LAR-ECHR distinguishes top models more
clearly, compared to LegalBench, (c) even the
best model (GPT-4o) obtains 75.8% accuracy
on LAR-ECHR, indicating significant potential
for further model improvement. The process
followed to construct LAR-ECHR can be repli-
cated with cases from other legal systems.

1 Introduction

The rise of Large Language Models (LLMs) has im-
pacted several sectors, including the legal one. In
the United States, LLMs are being integrated into
legal research and writing tools designed for both
professionals and laypeople.1 These advances are
largely due to the effort of legal experts who con-
tributed significantly in dataset development and
manual evaluation (Guha et al., 2023; Magesh et al.,
2024). Their involvement, however, is extremely
costly, hence methods to construct and evaluate
legal benchmarks semi-automatically are required.

LegalBench (Guha et al., 2023) is an example
of a widely used legal reasoning benchmark. It
consists of data for 162 tasks, hand-crafted by legal
experts, that evaluate six types of legal reasoning

1https://www.americanbar.org/groups/
law_practice/resources/tech-report/2023/
2023-artificial-intelligence-ai-techreport/

Facts:
Applicant married B, had daughter C.
B abused applicant due to psychiatric disorders.
B arrested, released; applicant moved to shelter.
Marriage dissolved; B continued harassment.
Preceding arguments:
Government claimed it has established legal protections
for domestic violence victims. The court noted B’s
repeated violence. All incidents concerned the same
perpetrator and occurred in a continual manner, so the
Court will examine them as a continuous situation.
Continuation Options:
(A) Psychiatric reports indicating mental disorders,
tendency towards violence ... ✓

(B) Applicant’s confinement in mental hospital ... p

(C) Police collected information about applicant ... p

(D) Complaint about psychiatric examination, ... p

Table 1: A cropped instance from LAR-ECHR.

of the US legal system, making it the most reli-
able dataset of this kind. MMLU-Law, a subset
of MMLU (Hendrycks et al., 2021) that contains
three US legal tasks only, is also commonly used.
Similarly, LawBench (Fei et al., 2023) and IL-TUR
(Joshi et al., 2024) were created for the Chinese
and Indian regions; they comprise 20 and 8 tasks,
respectively. For other legal systems, at least two
other large multi-task legal benchmarks have been
made available (Chalkidis et al., 2022; Niklaus
et al., 2023). However, they include mostly text
classification tasks that do not require understand-
ing or generating chains of legal arguments (e.g.,
court arguments explaining the decisions of judges)
and can be solved reasonably well using smaller
BERT-based models (Chalkidis et al., 2020) or even
linear classifiers (Aletras et al., 2016). Hence, it is
questionable if they test legal reasoning abilities.

Motivated by the observations above, we intro-
duce a novel task (§2), Legal Argument Reasoning
(LAR), designed to evaluate the legal reasoning
skills of LLMs. The task requires selecting the cor-
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rect next statement (from multiple choice options)
in a chain of legal arguments from court proceed-
ings, given the facts of the case. We have prepared
a LAR dataset for EU law, LAR-ECHR (§3), us-
ing court arguments from the European Court of
Human Rights (ECHR). It contains 403 instances;
Table 1 shows a cropped example. Notably, the
same process could be applied to construct LAR
datasets for other legal systems as well.

We evaluate two closed-weight and 5 open-
weight LLMs on LAR-ECHR (§4), comparing their
performance and rankings against two legal bench-
marks: LegalBench and MMLU-Law. For com-
pleteness, we also report scores on two general
reasoning benchmarks: the entire MMLU (MMLU-
Full) and HellaSwag (Zellers et al., 2019). We
find that: (a) the ranking of the models on LAR-
ECHR is aligned with that of LegalBench, even
though the two benchmarks are from different le-
gal systems (US, EU); (b) LAR-ECHR provides
clearer distinctions among top models, compared
to LegalBench; (c) even the best model (GPT-4o)
obtains only 75.8% accuracy on LAR-ECHR, sim-
ilar to the top accuracy on LegalBench (73.3%),
indicating significant potential for further model
improvement.

Our contributions are three-fold: (i) we intro-
duce a novel task, Legal Argument Reasoning
(LAR), to evaluate the legal reasoning abilities of
state-of-the-art LLMs; (ii) we create and publicly
release LAR-ECHR, a challenging EU-specific
LAR dataset; (iii) we present a method to create
LAR datasets for any other legal system using court
proceedings with annotated arguments.

2 The LAR task

We introduce Legal Argument Reasoning (LAR), a
novel task to evaluate the legal reasoning abilities
of LLMs. The LLM is fed with the facts of the
case (a list of sentences summarizing the events
considered, see Table 1), a sequence of preceding
arguments (statements) from the court proceedings,
and continuation options (the correct next state-
ment and distractors). The LLM has to select the
correct next statement. (In court proceedings, ‘ar-
guments’ are numbered statements documenting
the legal reasoning of the court.)

LAR requires various types of legal and com-
monsense reasoning that extend beyond simple pat-
tern recognition or memorization. As demonstrated
by HellaSwag (Zellers et al., 2019), even predicting

the next sentence in a generic corpus can be chal-
lenging and requires reasoning skills. In the legal
domain, the complex terminology and inferences
make the task of predicting a legal professional’s
next argument significantly harder (§4). The ar-
guments embody the court’s legal reasoning for
its decisions. As Medvedeva and Mcbride (2023)
state: “[J]udges usually offer explanations which
serve to justify their decisions with reference to
the facts found to be established and the relevant
law. [These explanations] involve the exercise of
legal reasoning”. Merely understanding the legal
terminology is insufficient, as the the facts and the
relevant law must also be considered.

3 The LAR-ECHR dataset

The LAR-ECHR dataset contains arguments from
the proceedings of the European Court of Human
Rights (ECHR). An ECHR court decision typi-
cally begins with the facts of the case, followed
by the ‘Law’ section, where the arguments of the
parties and the court are presented, followed by the
court’s conclusion (e.g., verdict, fines). To create
the dataset, we used statements from ‘Law’.

To ensure that LAR-ECHR is challenging and
effectively evaluates legal reasoning, we select
appropriate arguments based on criteria derived
from the annotations of the Legal Argument Min-
ing ECHR (LAM:ECHR) dataset (Habernal et al.,
2024) (§3.1). The criteria we use are described in
§3.2 below. Instead of generating the distractors
using a language model, as in HellaSwag (Zellers
et al., 2019) and LegalLens (Bernsohn et al., 2024),
we draw them from similar ECHR cases using an
algorithm we developed (§3.3), to avoid introduc-
ing language model biases and hallucinations.

LAR-ECHR is based on 191 ECHR court cases.
From the 191 cases, we derive 403 samples (like
the example of Table 1), which we split randomly
into three sets: 5 samples for few-shot prompts, 98
samples for development, 300 samples for testing.
In our experiments, we use only the test set, but we
release the full dataset for future research.2 Below
we describe in detail how the dataset was created.

3.1 The previous LAM:ECHR dataset

In the aforementioned LAM:ECHR dataset, the
arguments of 373 ECHR court decisions were an-
notated for legal argument mining purposes. The

2https://huggingface.co/datasets/AUEB-NLP/
lar-echr
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cases pertain to alleged violations of Article 8 (‘Re-
spect for private and family life’) and, to a lesser
extent, Article 7 (‘No punishment without law’) of
the European Convention on Human Rights. The
arguments were annotated for the actors stating
them (‘ECHR’, ‘Applicant’, ‘State’, ‘Third Parties’,
‘Commission/Chamber’) and the type of argument
(16 types). The argument types are: ‘Procedural’,
‘Interpretation’ (five variations), ‘Principle of pro-
portionality’ (four variations), ‘Institutional’ (three
variations), ‘Precedents’, ‘Decision’, ‘Application
to the concrete case’. The latter type is the most
common (57%), and we use only arguments of this
type in the new LAR-ECHR dataset (§3.2).

There are 9,950 arguments (65%) labeled with
the ‘ECHR’ actor in LAM:ECHR, 2,471 (16%)
arguments labeled with ‘Applicant’, 2,399 (16%)
labeled with ‘State’. Only the remaining 385 (3%)
arguments are associated with the last two actors;
for simplicity, we discard these 385 statements.

The facts of each case are not included in
LAM:ECHR, but they are included in the ECtHR B
dataset (Chalkidis et al., 2021), which does not pro-
vide arguments. We unified the two datasets using
regular expressions. A further complication is that
LAM:ECHR was published after ECtHR B. The
373 cases of LAM:ECHR include 94 cases that are
not covered by ECtHR B. Consequently, we used
only the 279 cases covered by both datasets. Re-
cently, a new dataset, ECtHR-PCR (T.y.s.s. et al.,
2024), which contains both facts and arguments of
ECHR cases (even the most recent ones), was re-
leased. Using this dataset, the missing cases will be
included in an update of LAR-ECHR in the future.

From the remaining 279 cases, we selected the
most appropriate target arguments (correct next
statements) according to criteria described in §3.2
below. Some cases included multiple arguments
that satisfied the criteria, while others none (88
cases). Consequently, we selected target arguments
from the remaining 191 cases. The distractor ar-
guments (incorrect next statements) were also se-
lected from the 191 cases (§3.3). This process led
to 403 instances, like the one of Table 1.

3.2 Selection of target arguments
Here we describe the process used to select the
target arguments (correct next statements) of the
new dataset from the 191 cases of §3.1.

As already noted, the ‘Law’ section of each case
contains the arguments of the parties and the court.
Actually, a case usually examines multiple issues

and the ‘Law’ section contains the arguments of
the parties, followed by the arguments of the court,
separately per issue. For each issue, the arguments
of the parties (in the court proceedings) are actually
also written by the judges, in a way that supports
the reasoning of the judges. Therefore, for each
issue, the arguments (statements) of both the parties
and the court actually form a reasoning chain. From
that chain, we wish to focus on the arguments of the
judges, especially those annotated as ‘Application
to the concrete case’ in LAM:ECHR, which are
the most demanding in terms of reasoning, as they
consider and combine the arguments of the parties,
the law, and the facts of the particular case. Those
arguments are “concerned with determining the
relation between the concrete case and the abstract
legal norm by the subsumption of the facts of a
case under a legal norm” (Habernal et al., 2024).
In other words, they are parts of the reasoning that
the judges follow to connect the law to the facts by
‘subsumption’, i.e., checking if the facts meet the
conditions specified by the law.

Furthermore, in our experience, among the ar-
guments of the judges, the first one (per issue) is
the most difficult to predict; we leave an experi-
mental validation of this claim for future work (§7).
Therefore, we select as target arguments those that
satisfy the following criteria: (i) the argument must
be annotated as ‘ECHR’ (argument of the judges),
(ii) the argument must be annotated as ‘Application
to the concrete case’, and (iii) it must be the first
one (per issue) after the arguments of the parties.

Due to the limited context length of LLMs, in
LAR-ECHR the facts of each case are summarized
(using GPT-4o) and only the last three of the argu-
ments preceding the target one are retained.

3.3 Selection of distractors
Distractors are incorrect next statements, as op-
posed to the target argument, which is the correct
one. Some studies use synthetic distractors gener-
ated by LLMs, e.g., HellaSwag (Zellers et al., 2019)
and Legalens (Bernsohn et al., 2024). We opt to
use arguments from the same dataset as distractors,
following the approach in EntailmentBank (Dalvi
et al., 2021). This approach avoids the introduction
of biases and hallucinations of LLM generators, as
reported in the work of HellaSwag.

The most suitable distractors are algorithmically
selected. The algorithm adheres to the following
desiderata. (a) The distractors must be similar to
the target argument, i.e., they must have roughly
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Text Score
Target argument
The Court notes that this complaint
is not manifestly ill-founded within 1.00
the meaning of Article 35 §3 ...
Candidate distractors
The Court notes that the application
is not manifestly ill-founded within 0.95
the meaning of Article 35 §3 ...
The Court, having examined those
complaints under Articles 5 §1 0.85
and 6 §1 of the Convention ...
The Court considers that this part
of the application raises questions 0.79
of law which are important ...
The Court notes that the Government
put forward reasons for this complaint 0.73
to be declared inadmissible ...

Table 2: Exploring the effect of the cosine similarity
threshold τ on the candidate distractors.

the same style, length, and vocabulary. As seen in
the example in Table 1, the target (correct) argu-
ment refers to an event about ‘psychiatric reports’,
‘mental disorder’, and ‘tendency towards violence’;
each one of the distractors mentions relevant terms
(‘mental hospital’, ‘police’, ‘psychiatric examina-
tion’). However, (b) the distractors should not be
near-duplicates or paraphrases of the target argu-
ment or another distractor. With these desiderata,
we developed the following algorithm.

Distractor selection algorithm: For each target
argument, the candidate distractors are the target
arguments of the other cases (of all the issues of
the other 190 cases, §3.1). For each candidate dis-
tractor, its embedding is computed using an LLM.3

The candidate distractors are then ranked based
on their cosine similarity to the embedding of the
target argument (desideratum (a)), from highest to
lowest. While the top-3 ranked candidates could
present the greatest challenge, they may also be
paraphrases of the target argument or another dis-
tractor (desideratum (b)). Hence, before selecting
the top-3 ranked candidate distractors, we discard
candidate distractors whose similarity to the tar-
get argument or a more highly ranked candidate
distractor exceeds a threshold τ .

Cosine similarity threshold: To select the τ
threshold, we conducted the following experiment:
for each one of a few target arguments of the de-

3We use openai-embed-small (https://openai.com/
index/introducing-text-and-code-embeddings/) (Nee-
lakantan et al., 2022).

velopment subset (§4.1), we ranked the candidate
distractors as above, and manually inspected the
texts of the target and the distractors and their sim-
ilarity scores (see Table 2 for an example). We
observed that for similarity scores above 0.9, the
two texts were almost identical. For scores between
0.9 and 0.85, they shared several words. For lower
similarity scores, no such issues were visible, so
we set τ = 0.8.

4 Experiments

4.1 Experimental setup

We evaluate the reasoning skills of seven general-
purpose LLMs using the respective web APIs and
three random seeds. We employed closed-weight
OpenAI models (GPT family), namely gpt-4o (L),
gpt-4o-mini (S) (OpenAI et al., 2024)4; open-
weight models by Mistral (Mistral family), namely
open-mixtral-8x22b (L), open-mixtral-8x7b
(M), open-mistral-7b (S) (Jiang et al., 2024)5;
and open-weight models by Meta (Llama fam-
ily), namely llama-3.1-70b (L), llama-3.1-8b
(S) (Dubey et al., 2024)6 .

We report the average classification accuracy
(over the three random seeds) and the standard
deviation for each LLM on the test subset of LAR-
ECHR. We also show results on two previous legal
benchmarks (LegalBench, MMLU-Law) and two
general benchmarks (MMLU-full, HellaSwag), as
previously reported (Liang et al., 2023).

MMLU (Hendrycks et al., 2021) is the most
widely used benchmark for evaluating the knowl-
edge and reasoning abilities of instruction follow-
ing LLMs (Liang et al., 2023). MMLU-Law is a
subset of MMLU that contains three legal tasks (‘In-
ternational Law’, ‘Jurisprudence’, ‘Professional
Law’). LegalBench is the largest (in terms of
tasks) benchmark for the evaluation of legal rea-
soning (Magesh et al., 2024). It includes 162
tasks that assess 6 different reasoning types. Hel-
laSwag (Zellers et al., 2019) is a dataset created
automatically that only contains the next statement
prediction task, similar to LAR-ECHR. However,
in HellaSwag the texts are collected from online
articles and not chains of legal arguments, as in
LAR-ECHR. In the three previous benchmarks that
have multiple tasks (MMLU, MMLU-Law, Legal-
Bench), we report macro-average over their tasks.

4https://openai.com/index/hello-gpt-4o/
5https://mistral.ai/news/mixtral-8x22b/
6https://ai.meta.com/blog/meta-llama-3-1/
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Models LAR-ECHR Legal MMLU MMLU Hella
(Ours) Bench* Law* Full* Swag

GPT-4o (L) 75.8 ± 1.8 [1] 73.3 [1] 85.2 [1] 74.8 [1] 89.1 [1]
GPT-4o-mini (S) 61.6 ± 2.2 [4] 65.3 [4] 79.6 [2] 66.8 [4] 83.4 [3]
Mistral-8x22B (L) 69.8 ± 1.3 [2] 70.8 [2] 79.1 [3] 70.1 [3] 79.6 [4]
Mistral-8x7B (M) 57.2 ± 1.6 [5] 63.0 [5] 74.3 [4] 64.9 [5] 70.5 [5]
Mistral-7B (S) 49.6 ± 1.9 [7] 33.1 [7] 63.2 [6] 58.4 [6] 60.7 [7]
Llama-3.1-70B (L) 67.2 ± 2.6 [3] 68.7 [3] 67.4 [5] 70.9 [2] 86.2 [2]
Llama-3.1-8B (S) 54.1 ± 1.6 [6] 34.2 [6] 57.3 [7] 50.0 [7] 68.0 [6]

Table 3: Comparison of LLMs from three families on LAR-ECHR, LegalBench, MMLU-Law, MMLU-Full. L, M,
S denote the largest, medium, smallest models per family, respectively. Accuracy in %. Rankings in square brackets.
LAR-ECHR results averaged over three random seeds. HellaSwag results on a subset of 1000 samples and one
random seed. *Results from Liang et al. (2023).

4.2 Zero-shot prompting

All experiments are performed in a zero-shot set-
ting with a Chain-of-Thought (CoT) prompt (Wei
et al., 2023) we designed for LAR-ECHR (Table
4). The prompt explains the provided input (facts,
preceding arguments, continuation options) and the
task, asking the LLM to generate an output in three
steps. In the first step (‘Analysis’), the LLM re-
flects on the plausibility of each option (candidate
next argument). In the second step (‘Explanation’),
the LLM explains its choice. In the last step (‘An-
swer’), the LLM outputs only the letter (A, B, C,
D) of its choice (to facilitate answer collection).

4.3 Experimental results

Table 3 presents the accuracy of the models on the
five datasets (LAR-ECHR, LegalBench, MMLU-
Law, MMLU-Full, HellaSwag). The large version
of GPT-4o (L) achieves the best performance on
all datasets, with accuracy 75.8% on LAR-ECHR,
showing that there is room for model improvement
on our dataset. The rankings (in square brackets)
of all models on LAR-ECHR are identical to those
of LegalBench, even though the two datasets are
based on different legal systems (US, EU). Within
each family of models, the largest model is the best
on all datasets, as expected.
Mistral (L) is the second best model on LAR-

ECHR and LegalBench, with a larger performance
gap from the best model (6 pp), compared to
the corresponding gap on LegalBench (2.5 pp),
showing that LAR-ECHR distinguishes better than
LegalBench the legal reasoning abilities of the top
two models. When comparing models of the same
family, LAR-ECHR also distinguishes better be-
tween GPT-4o (L) and GPT-4o (S), as shown in

Prompt:
You will be provided with the introductory Facts
in a European Court of Human Rights (ECHR)
case, an excerpt of arguments from that case and
several possible continuations of these arguments.
Your task is to determine which continuation
accurately extends the original argument.
Output format:
- Analysis: Provide an in-depth evaluation
of how each option relates to the initial argument.
- Explanation: Articulate why your chosen
option is the correct continuation.
- Answer: State the letter of your selected answer.
Facts: . . .
Preceding arguments: . . .
Continuation options: . . .
LLM response:
Analysis:
(A): Reinforces B’s mental health issues
and need for treatment.
(B): Discusses mental hospital confinement,
unrelated to specific case facts.
(C): Introduces irrelevant information
about police actions and examinations.
(D): Diverges to complaints about forced
evaluations, not B’s violence.
Explanation:
Option (A) criticizes Croatian authorities
for not acting on B’s known psychiatric
issues and violent tendencies, aligning
with the Court’s view of ongoing abuse.
Answer: (A)

Table 4: Our CoT prompt for LAR-ECHR, a sample
input (facts, preceding arguments, continuation options),
and the response (analysis, explanation, answer) from
GPT-4o. The ‘...’ are as in Table 1. The full version of
this table can be found in Appendix A.

Fig. 1, and the same applies between Mistral (L)
and Mistral (M). By contrast, LegalBench distin-
guishes substantially better between Mistral (L)
and Mistral (S) (Fig. 1), as well as between Llama
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(L) and Llama (S); this is due to the much lower
scores the smaller Mistral (S) and Llama (S) ob-
tain on LegalBench compared to LAR-ECHR.

Table 5 presents the performance of GPT and
Llama models on LAR-ECHR when provided with
the original, complete facts of the proceedings,
for models with large enough context length. As
expected, all models exhibit greater performance
when using the complete facts. Notably, Llama
models benefit more than GPT models. Differences
between models within the same family are rel-
atively small. These findings suggest that while
summaries offer an effective workaround for mod-
els with limited context lengths, they can introduce
bias, potentially favoring certain models.

5 Related work

The LAR task was inspired by the continuation
task introduced by SWAG (Zellers et al., 2018) and
later improved by HellaSwag (Zellers et al., 2019).
It is a multiple-choice task where the model has
to select the most likely continuation of an event
description, such as “A woman sits at a piano” is
followed by “She sets her fingers on the keys”. The
corpus is collected from various online sources
such as wikiHow7. Similarly to LAR, HellaSwag
is constructed automatically, via a technique called
Adversarial Filtering (AF) which selects the most
persuasive LLM-generated continuations as incor-
rect options. It is shown empirically that accurately
predicting the correct continuation of an event in
HellaSwag requires skills that are closely related to
commonsense reasoning. The primary differences
with our work, aside from our focus on the legal
domain, are: (a) we employ official content from
court proceedings instead of events from online arti-
cles of varying credibility, (b) we use (based on the
respective annotations) the most appropriate chain
of arguments, and (c) we utilize human-generated
challenging distractors.

Our dataset builds on top of two previous works:
LAM:ECHR (Habernal et al., 2024) and ECtHR B
(Chalkidis et al., 2021). LAM:ECHR annotated,
with the help of legal experts, the arguments of
373 ECHR decisions with actor and argument type
labels, and trained and evaluated their RoBERTa-
based models on both tasks. In ECtHR B the goal is
to predict the articles of ECHR that were allegedly
violated, given the facts of the case. To create
LAR-ECHR we aligned the common instances of

7https://www.wikihow.com/

0 10 20 30

Llama (L) - (S)

Mistral (L) - (S)

Mistral (L) - (M)

GPT-4o (L) - (S) LAR-ECHR
LegalBench
MMLU-Law

Figure 1: Performance gap within the same LLM family.

Models LAR-ECHR
(complete facts)

GPT-4o 77.9 (+2.1)
GPT-4o-mini 64.3 (+2.7)
Llama-70B 73.3 (+6.1)
Llama-8B 58.0 (+3.9)

Table 5: Results on LAR-ECHR with complete facts.
The difference in performance from the summarized
version is shown in parentheses.

these datasets to combine the annotated arguments
of LAM:ECHR with the facts of the cases from
ECtHR B.

One of the most widely known benchmarks in
legal NLP is LexGLUE (Chalkidis et al., 2022).
It was one of the first large-scale collection of
datasets dedicated to the legal domain. Its cre-
ation was inspired by the success of GLUE, a multi-
task benchmark dataset (Wang et al., 2018), and
the subsequent and more challening SuperGLUE
(Wang et al., 2019). LexGLUE includes a variety
of (English-only) classification tasks from both US
and EU legal systems, however it does not con-
tain any reasoning-specific tasks. LEXTREME
(Niklaus et al., 2023) followed with a collection
of 11 datasets, featuring tasks similar to those in
LexGLUE, to establish a multilingual legal NLP
benchmark. LegalLens (Bernsohn et al., 2024) in-
troduced two classification tasks: detecting legal
violations and identifying potentially affected indi-
viduals. The tasks were created using LLMs and
then validated by human experts. The aforemen-
tioned benchmarks focus on specific classification
tasks. They do not directly measure in-context
learning capabilities or the understanding of legal
reasoning explanations.

In the broader NLP landscape, several datasets
have recently emerged for evaluating the few-shot
learning capabilities and advanced reasoning skills
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of LLMs, replacing GLUE and SuperGLUE as the
most widely used benchmarks. These new bench-
marks are more aligned with the skills required
by chatbot assistants designed to solve a wide
range of tasks by following instructions, primar-
ily through generating text rather than predefined
labels. The most prominent of these is the Mas-
sive Multitask Language Understanding (MMLU)
benchmark (Hendrycks et al., 2021), which is pre-
ferred for evaluating the knowledge and general
capabilities of LLMs (Liang et al., 2023). It is a
multiple-choice dataset that covers 57 tasks across
diverse academic subjects, three of them being
law-specific. ARC (Clark et al., 2018) is another
multiple-choice question-answering dataset that in-
cludes science questions requiring various types
of reasoning. Big Bench (Srivastava et al., 2023)
is a challenging dataset of 204 tasks that focuses
on various topics among them arithmetic, logical,
common-sense and algorithmic reasoning as well
as language understanding and world knowledge.

Inspired by the success of these benchmarks,
several benchmarks for the legal domain, with the
same orientation, were also made available. For
example, the largest legal reasoning benchmark (in
terms of number of tasks) is LegalBench (Guha
et al., 2023), comprising 162 tasks that cover six
different types of legal reasoning and focus on the
US legal system. Bongard et al. (2022) created
a challenging legal reasoning dataset by adapting
questions from a textbook on US civil procedure
which however is cast as a binary classification task
and does not focus on continuations such as LAR-
ECHR. A few datasets that are focused on other
legal systems than the US were also made avail-
able. For example, LawBench (Fei et al., 2023)
consists of 20 tasks on Chinese law that evaluate
legal knowledge understanding of LLMs. IL-TUR
(Joshi et al., 2024) covers a wide range of mul-
tilingual legal text understanding and reasoning
tasks for English and 9 Indian languages. Our
dataset, LAR-ECHR, differs from the datasets in
these benchmarks in that (a) it uses the legal rea-
soning chain of the arguments of the judges, (b)
it refers to EU law and (c) instances are collected
semi-automatically from court proceedings using
annotations, not handcrafted by legal experts.

6 Conclusion

In this study, we introduced LAR, a legal reasoning
NLP task that requires selecting the correct next ar-

gument made by judges in a case. We constructed
a dataset for this task, called LAR-ECHR, using
cases from ECHR. We evaluated seven general-
purpose LLMs from three families on this dataset.
The best model obtained 75.8% accuracy, indicat-
ing significant potential for further model improve-
ment. Model rankings were identical with those of
LegalBench, even though the datasets are based on
different legal systems. Despite that weak models
obtained a substantially lower score in LegalBench,
LAR-ECHR distinguished the top models more
clearly. The process followed to construct LAR-
ECHR can be replicated with cases from any court
proceedings, even from different legal systems.

7 Future work

The semi-automatic creation of a LAR dataset re-
quires a few design decisions, two of which we
believe are most worth investigating further: (a)
the impact of not selecting only the first arguments
of the judges (per issue) as target arguments (which
in our experience are the most difficult to predict)
and (b) the impact of the similarity threshold τ in
selecting candidate distractors.

Additionally, we plan to extend the dataset in
various directions: (a) collect and align the missing
ECHR cases that are annotated from LAM:ECHR,
but they do not exist in ECtHR B, (b) include
the rest of the articles of ECHR, apart from ar-
ticles 7 and 8, to cover other domains of legal ex-
pertise, (c) annotate more cases to increase the
dataset size. These extensions could lead to the
inclusion of a training set for fine-tuning LLMs.
These LLMs would be either open-source LLMs
or smaller BERT-based models that have shown
promise in legal reasoning tasks, such as (Chalkidis
et al., 2020). Even though these legal-specific mod-
els do not exhibit few-shot learning capabilities,
they would be ideal baseline models.

Independently of this extension, we plan to eval-
uate more general-purpose, but also legal-specific
LLMs, and update the leaderboard of the dataset.
It would be insightful to measure the impact of pre-
training on the same or other legal systems. To our
knowledge, there is currently only one publicly re-
leased family of legal LLMs that can follow instruc-
tions, Saul-7B (Colombo et al., 2024b), Saul-54B
and Saul-141B (Colombo et al., 2024a).

Finally, the process followed to construct LAR-
ECHR could be replicated with cases from other
court proceedings to create new LAR datasets that
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are focused on other legal systems and/or lan-
guages.

Limitations

One limitation of our work has to do with the pro-
cess followed to create the dataset. While the data
were originally created by humans, the next state-
ment prediction task is artificial. We employed
semi-automatic techniques, based on legal expert
annotations and embedding similarity of the argu-
ments, to compile a challenging dataset. We also
summarized the facts to fit in the context length
of all the models. This process might have intro-
duced biases and/or mistakes, as we have already
discussed for the summaries of the facts (§ 4.3).
The impact of these biases could only be measured
by careful examination from legal experts and ex-
tensive comparisons with different variations (e.g.
summaries from other models).

Furthermore, it should be noted that, as in many
other legal NLP datasets, we are using the ‘facts’
of ECHR court decisions as if they are the factual
information available prior to the final decision.
However, due to the details of the legal process and
the way that court proceedings are written, this is
unrealistic (Medvedeva and Mcbride, 2023). The
judges actually publish only the information that
is supporting their final decision as the ‘facts’ of
the case; not the original record that they had to
consider in that process. To make the task realistic
for a real-world application we should include the
actual information that the parties had access to
before the final judgement took place, but access to
this information is very hard to get for most cases.

Ethics Statement

The primary objective of this research is to ad-
vance legal NLP and more specifically the use of
LLMs as tools that assist–without replacing–legal
professionals. A diverse set of communities can
be benefited from our research: (a) the NLP com-
munity can challenge existing and future LLMs
on an advanced legal reasoning dataset and even
build new datasets for other courts, (b) legal practi-
tioners can improve their understanding of the way
these models make decisions and (c) the legal tech
community can gain useful insights into LLM ca-
pabilities across different courts and legal systems,
enabling them to design appropriate use cases and
develop more accurate tools.

Most previous work in legal NLP, including

both benchmarks and models, (Guha et al., 2023;
Niklaus et al., 2023; Chalkidis et al., 2020), ad-
vocate that they do not aim to replace judges, but
instead to assist them in reaching more informed
decisions. However, most of them are trying to
predict the outcome of legal decisions, without pro-
viding or evaluating legal reasoning explanations.
In contrast, our work evaluates the ability of LLMs
to identify the correct next statement in a judge’s
chain of legal arguments, which is closely linked
to their capacity to produce valid legal reasoning.

When introducing a new legal NLP task, it is
vital to consider the intended use cases for potential
models designed for it (Medvedeva and Mcbride,
2023; Tsarapatsanis and Aletras, 2021). In our
case, we advocate that such models be used solely
as supporting tools to review the reasoning of legal
professionals, rather than to produce their own legal
reasoning (let alone predict the outcome of a case).

For example, we propose developing a legal ver-
ification tool, i.e. a tool that can verify the validity
of the legal reasoning of an argument chain. This
tool could be used by judges to validate the ‘Law’
section of the proceedings (after the final decision
is taken) before publishing them. If a potential
reasoning weakness is located by the model, then
it could provide its own CoT explanation to pin-
point the root cause of the problem. The judges
would then evaluate if they agree with the model or
not, and if their reasoning requires revision. In this
example ethical risks are almost completely miti-
gated, because the decision is already taken. This
tool would help the judges prepare the proceedings
faster and it could decrease oversights.

We recognize the ethical importance of data
privacy and confidentiality. All data is obtained
from publicly accessible online sources, without
infringing any proprietary rights, and in accordance
with the licenses under which they were released.
The data from LAM:ECHR were released under
the ‘Apache 2.0’ license along with the respec-
tive software.8 The data from ECtHR B were re-
leased under the ‘Creative Commons Attribution-
NonCommercial-ShareAlike 4.0’ (‘CC BY-NC-SA
4.0’) license.9 In accordance to ‘CC BY-NC-SA
4.0’, we released our dataset under the same li-
cense as well.10

8https://github.com/trusthlt/
mining-legal-arguments/blob/main/LICENSE

9https://huggingface.co/datasets/AUEB-NLP/
ecthr_cases

10https://creativecommons.org/licenses/
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A Prompt

The following is the complete version of the
prompt presented in Table 4, that we designed for
LAR-ECHR.

You will be provided with the
introductory Facts in a European Court
of Human Rights (ECHR) case, an excerpt
of arguments of that case and several
possible continuations of these
arguments. Your task is to determine
which continuation accurately extends
the original argument from the case. To
complete this task successfully:

1. Thoroughly analyze each provided
option to identify its connection to the
initial argument presented.

2. Choose the option that not only
maintains the theme and context of the
initial argument but also follows
logically and seamlessly from it.
3. After selecting the most appropriate
continuation, provide a detailed
rationale for your choice.
4. Clearly state your answer by
specifying the letter corresponding to
the correct option.

Output format:
- Analysis: Provide an in-depth
evaluation of how each option relates to
the initial argument.

- Explanation: Articulate why your
chosen option is the correct
continuation.
- Answer: State the letter of your
selected answer.

B Complete Example

The following is the complete version of the
instance presented in Table 1. The facts of the case
are presented first, then the examples as they were
given to the LLMs for evaluation. After the input
of the example, the complete CoT response of
GPT-4o follows to help the reader understand the
reasoning of the LLM. The explanations should
not be considered an accurate representation of the
inner thinking of the LLM, but still can help us
understand its reasoning and can help non-experts
understand the legal terms.

Facts:

The applicant, born in 1979, married B
in April 2001, giving birth to a
daughter, C, shortly after. B, who
suffered from psychiatric disorders due
to his traumatic experiences during the
Homeland War, subjected the applicant to
verbal and physical abuse between 2003
and 2005. He was arrested in November
2005 and indicted for violent behavior
but released in December 2005. The
applicant moved to a women's shelter
with C in January 2006 for safety. B
continued his abusive behavior, leading
to further legal proceedings, including
charges of making death threats against
the applicant and a police officer, for
which he was found guilty and sentenced
to imprisonment in 2006. A restraining
order was issued, and subsequent appeals
by B and the State Attorney's Office
were dismissed in 2007, though the
sentence was not enforced. Multiple
other criminal and minor offenses cases
were initiated against B over the years
for domestic violence and threatening
behavior. Meanwhile, the marriage of the
applicant and B was dissolved in
November 2006. The applicant faced
difficulties in securing safe
accommodation due to B's continued
harassment, including hiring a private
detective to locate her. The legal
proceedings against B were ongoing, with
several hearings adjourned due to B's
absence, and no psychiatric treatment
had been ensured despite recommendations
. Overall, the applicant struggled with
legal enforcement and protective
measures against B's continued threat
and harassment, affecting her and her
daughter's safety and stability.

Arguments:

The Government argued that in Croatia
the protection of victims of domestic
violence was ensured through the
mechanisms of criminal law, and in
particular the Protection against
Domestic Violence Act. In the present
case the relevant authorities had

277



reacted to the incidents of violence
against the applicant by B, had
instituted several sets of both criminal
and minor offences proceedings and had

applied such criminal sanctions and
protective measures against B as they
had considered proper and suitable in
the circumstances. The Government
submitted that the prison term imposed
on B for not paying in full the fine
imposed in the decision of the Z. Minor
Offences Court of 2 October 2006 had not
been enforced because Z. Prison had

been full to capacity. Likewise, the
measure of compulsory psycho-social
treatment imposed on B in the same
decision had not been implemented owing
to the lack of licensed individuals or
agencies able to execute such a
protective measure (see paragraphs 31
and 34 above).
In addition, the Government had adopted
two national strategies for protection
against domestic violence (the first one
covering the period between 2005 and

2007 and the second covering the period
between 2008 and 2010) which included,
inter alia, the education of all those
involved in cases of domestic violence
and cooperation with the non-
governmental organisations working in
that field as well as financial and
other support for them. Thus, in 2008
only sixteen new shelters with a total
of 329 places for the victims of
violence had been established, of which
six were State-funded.
The Court takes note of B's repeated
violent behaviour towards the applicant.
The facts in issue concern frequent

episodes of violence in the period
between November 2003 and June 2006,
amounting to some two years and seven
months. The violence was both verbal,
including serious death threats, and
physical, including hitting and kicking
the applicant in the head, face and body
, causing her injuries. In view of the
fact that all the incidents of domestic
violence in the present case concerned
the same perpetrator and occurred in a
continual manner, the Court will examine

them as a continuous situation.

Continuation options:

(A) The Court takes further note of the
psychiatric reports concerning B which
indicated that he suffered from several
mental disorders, including a severe
form of PTSD, emphasised his tendency
towards violence and his reduced ability
to control his impulses, and reiterated
the recommendation for continuing
compulsory psychiatric treatment (see
paragraphs 6, 12 and 13 above).

(B) Insofar as the applicant's complaint
under Article 5 - 1 of the Convention
is concerned, his confinement in the
mental hospital can be divided into two
periods: between 9 and 20 December 2002,
and after 20 December 2002, when the
hospital became his guardian.

(C) The Court notes, and this is not in
dispute, that in August and October 2009
the police collected information about
the applicant's character from his
neighbours and relatives, pursuant to
the instruction of the President of the
Krasnogvardiyskyy Court (see paragraphs
13-15 and 20 above). That information
was apparently used by the psychiatric
hospital's specialists in the context of
the forensic psychiatric examination of
the applicant.

(D) The applicant firstly complained
that (i) the decisions to order her to
undergo a psychiatric examination and to
arrest her and (ii) her detention for a
total period of eighty-three days were
in breach of Article 8 of the Convention
. However, the Court considers that
these complaints do not raise any
separate issue which is not covered by
the finding of a violation of Article 5
- 1 of the Convention.

GPT-4o Response:

Analysis:
To find the correct continuation of
the initial argument, we need to focus
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on both the factual context and legal
analysis provided.
- Option (A) aligns closely with the
initial arguments by addressing the
psychiatric reports about B, reinforcing
the situation’s consistency with his
diagnosed mental disorders. It maintains
the theme of continuous violence and the
need for psychiatric treatment, linking
back to the facts concerning B’s mental
health.
- Option (B) discusses periods of
confinement in a mental hospital, but
this appears unrelated to the specific
facts of the case involving B’s violent
behavior toward the applicant and does
not further the argument regarding
domestic violence or its handling by
Croatian authorities.
- Option (C) mentions the police
collecting information about the
applicant’s character and a forensic
psychiatric examination, which appears
out of context, as there is no mention
of such actions linked to either the
applicant or B in the provided facts.
- Option (D) pertains to complaints
about forced psychiatric evaluations
and unrelated detention, diverging from
the continuity of violence by B and
responses by Croatian authorities, and
thus, it does not logically follow the
given argument.

Explanation:
Option (A) is the most logical
continuation as it directly ties into
and extends the argument concerning
the failure of the Croatian authorities
to implement appropriate protective
measures and treatment for B despite
his documented psychiatric issues and
violent tendencies. This reflects the
Court’s approach of understanding the
situation as a "continuous situation"
of abuse, emphasizing the importance
of ongoing psychiatric intervention,
which was previously recommended and not
enacted.

Answer: A ✓

279


