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Abstract

The Canadian air travel sector has seen a sig-
nificant increase in flight delays, cancellations,
and other issues concerning passenger rights.
Recognizing this demand, we present a chatbot
to assist passengers and educate them about
their rights. Our system breaks a complex user
input into simple queries which are used to
retrieve information from a collection of docu-
ments detailing air travel regulations. The most
relevant passages from these documents are
presented along with links to the original docu-
ments and the generated queries, enabling users
to dissect and leverage the information for their
unique circumstances. The system successfully
overcomes two predominant challenges: under-
standing complex user inputs, and delivering
accurate answers, free of hallucinations, that
passengers can rely on for making informed
decisions. A user study comparing the chatbot
to a Google search demonstrated the chatbot’s
usefulness and ease of use. Beyond the primary
goal of providing accurate and timely infor-
mation to air passengers regarding their rights,
we hope that this system will also enable fur-
ther research exploring the tradeoff between the
user-friendly conversational interface of chat-
bots and the accuracy of retrieval systems.1

1 Introduction

Air travel in Canada has seen many challenges
when it comes to passenger rights. Canada’s defi-
cient regulations lag behind the standards adopted
by other Western countries such as members of
the European Union (Air Passenger Rights, 2022).
Canada also lacks meaningful enforcement of pas-
sengers’ existing rights by the federal regulator,
whose cozy relationship with the airline industry
and impartiality has been questioned by a Parlia-
mentary committee (Badawey, 2021) and by the

1The code is available at https://github.com/mak
sym-taranukhin/apr_chatbot

Figure 1: User interface of the Air Passenger Rights
chatbot.

judiciary (Federal Court of Appeal, 2021). This sit-
uation has led to a high number of questions from
passengers trying to understand their rights and
find solutions. A group of dedicated volunteers2 is
handling these questions, providing information on
the rights and options available to affected passen-
gers. However, the growing number of inquiries
calls for a more efficient, automated solution to
ensure quick and accurate responses.

To address this issue, we propose a chatbot (Fig-
ure 1) that can adeptly understand narratives de-
tailing air travel concerns and extract pertinent in-
formation from relevant sources. Our goal is to
streamline the process of informing and educat-
ing passengers about their rights and options, ulti-
mately empowering them to make informed deci-
sions. This will reduce the workload of the human
volunteers, allowing them to focus on the more

2https://airpassengerrights.ca
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complex questions from users.
Crucially, this application has a very low tol-

erance for errors and hallucinations, which may
cost passengers time and money. Tellingly, in a
recent incident, a chatbot developed by Air Canada
provided incorrect information, leading to nega-
tive consequences for both the passenger and the
airline.3 Our chatbot is designed to mitigate such
risks via retrieval from a reliable collection of doc-
uments.

Our approach simplifies complex questions, en-
sures systematic coverage of different aspects, and
enhances search efficiency. Furthermore, to prevent
hallucinations, we do not generate a response to the
user based on the extracted information, as in the
traditional RAG approach. Instead, we present the
generated queries and the relevant passages from
the source documents to the user. This method
allows users to directly view the authoritative in-
formation that is relevant to their input, which they
can then apply to their specific circumstances.

We conducted an extensive user study to eval-
uate the chatbot’s performance across several di-
mensions: usefulness, user satisfaction, ease of
use, and ease of learning. The results indicated
that the chatbot was highly effective at providing
pertinent information quickly and efficiently. The
participants also reported that the chatbot’s inter-
face was more convenient than a manual Google
search. Also, we compared our system to a stan-
dard RAG-based system and found that the latter
had a hallucination rate of 27.5%, which exceeds
the acceptable threshold. In contrast, our chatbot
produced zero hallucinations, highlighting its relia-
bility in delivering accurate information.

In terms of the application itself, the proposed
chatbot is first a prototype. Given the users’ pref-
erence for the chatbot over a Google search, we
are encouraged to develop future versions of the
chatbot that are more conversational and that fur-
ther contextualize the answers, while maintaining
a strict zero-hallucination policy. The importance
of this research goes beyond assisting air passen-
gers; it introduces a way of using recent advances
in NLP to provide legal information with greater
accessibility and accuracy, especially in areas with
complex regulations such as law and medicine.4

3https://bc.ctvnews.ca/air-canada-s-c
hatbot-gave-a-b-c-man-the-wrong-informa
tion-now-the-airline-has-to-pay-for-the
-mistake-1.6769454

4Video demo is available here.

2 Chatbot Architecture

Our chatbot architecture, which is depicted in Fig-
ure 2, is composed of 2 main components. The
query understanding component (Sec 2.1) is re-
sponsible for interpreting the user input and gener-
ating a series of simpler queries. These queries go
into the document retrieval component (Sec 2.2)
which is tasked with extracting relevant informa-
tion from the knowledge base. Finally, the ex-
tracted information is formatted and the answer
is presented to the user (Sec 2.3).

2.1 Input Understanding

The query understanding component is specifically
designed to handle complex and multi-part ques-
tions that require a nuanced understanding of con-
text, intent, and the relationships between different
pieces of information. In our chatbot, this compo-
nent is built upon the GPT-4 model (OpenAI, 2023)
and in-context learning to perform the following
two key tasks.

Decontextualization. Given a dialogue history
and the current user input, the contextual query iso-
lation component rephrases the current user input
into a standalone text. For example, if the user
input contains coreferences, such as referring to
the previously mentioned airline using the pronoun
“they”, the contextual query isolation component
will resolve these coreferences by replacing “they”
with “the airline”. This task can be considered a
form of decontextualization in a dialogue context
(Choi et al., 2021) and is crucial for ensuring that
the user input can be understood and processed
independently of its preceding conversation. See
Appendix A for the prompt.

Decompositional Query Generation. Once iso-
lated, the user input undergoes decompositional
query generation where the goal is to dissect the
standalone complex query into simpler, more man-
ageable sub-questions. Consider the example in
Figure 2, where the user asks a question related to
two distinct issues, namely, flight cancellation and
damaged luggage. Decompositional query gener-
ation would parse this complex question into two
simpler sub-questions focusing on each of the is-
sues separately. Therefore, such division into dis-
crete, more precise inquiries targets specific aspects
of the original query, allowing for a more focused
and efficient information retrieval process (Perez
et al., 2020). See Appendix A for the prompt.
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Hi, I need help with a canceled flight and damaged luggage. Can I get on 
another flight without paying more, and what should I do about the luggage? 
Thanks.

Input

Understanding

Retrieval

Knowledge 
Base

https://airpassengerrights.ca/en/practical-guides

1⃣Flight Cancellation: Departing from the EU or EEA 
Your Options: Continue or Cancel Trip 
The airline must offer you the choice between continuing or cancelling your trip. 
If you choose to continue your travel, the airline must offer you the choice 
between: 
transportation to your destination at the earliest opportunity; or 
transportation to your destination at a later date, subject to availability of seats. 
If you choose to cancel your trip, the airline must transport you to the first point 
of departure at the earliest opportunity, and refund your ticket. 

 
2⃣Damaged Baggage: Step by Step Guide 
Inspect your baggage 
As soon as you take it off the carousel, inspect your baggage. 
Document any and all damage to your baggage 
Take photos. 
Record a video with your phone. 
Report the damage at the airport 

Queries: 
1⃣What are the policies for getting 
on another flight after a flight 
cancellation? 
2⃣What steps should be taken when 
luggage is damaged during a flight? 

Figure 2: Overall Architecture of the Air Passenger Chatbot exemplified on an input query from the user: We use a
LLM to decontextualize and decompose a given query, and provide a response by retrieving the relevant passages to
answer the simplified queries.

2.2 Document Retrieval

The document retrieval component is responsible
for extracting relevant information from the knowl-
edge base using the queries generated by the com-
plex query understanding component. The docu-
ment retrieval component employs a dense retrieval
approach (Karpukhin et al., 2020) to find the most
relevant passages from the knowledge base for each
generated query. Our dense retrieval approach uses
OpenAI embeddings to encode both the queries
and the documents into a high-dimensional space,
and then uses cosine similarity to identify the top 5
relevant documents with scores greater than 0.7 for
each query. We remove queries from the results if
no relevant documents are found for them.

2.3 Answer Presentation

Once the relevant information is retrieved, the chat-
bot presents the information to the user in a struc-
tured manner as shown in Figure 1. For each gen-
erated query, the chatbot provides the query and
the corresponding passages from the source doc-
uments. This approach allows users to view the
authoritative information that is relevant to their
query, which they can then apply to their specific
circumstances. By presenting the information in
this way, the chatbot ensures that users receive ac-
curate and reliable information, reducing the risk of

model hallucinations that could occur if the system
were to generate synthesized responses as in the
traditional RAG architecture.

3 Implementation Details

3.1 Data Collection

Our chatbot utilizes a specialized knowledge base
(KB), tailored specifically for addressing a variety
of passenger issues in the Canadian air travel sector.
This KB consists of domain-specific documents
that extensively cover air travel regulations, with
an emphasis on practical solutions for common
problems such as flight delays, baggage mishan-
dling, and boarding difficulties.

To construct this KB, we collected data from
88 web pages with regulatory details, step-by-step
guidelines for resolving travel issues, a glossary of
legal terminology, and other pertinent information.
The documents were sourced primarily from two
sections: the Practical Guides on the Air Passenger
Rights website5 and the Know Your Rights sec-
tion from the Canadian Air Passenger Protection
website.6 We split all the documents (except step-
by-step guides) by HTML headers to improve the

5https://airpassengerrights.ca/en/pra
ctical-guides

6https://rppa-appr.ca/eng/know-your-r
ights
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precision of the retriever and to reduce information
overload when the document is presented to the
user.

3.2 Web Application
The chatbot is implemented as a web application
with a backend built using Python and FastAPI, and
a dynamic frontend created with Next.js, a popular
React framework for developing web-based user
interfaces.

Backend. The backend is responsible for the core
functionalities of the chatbot, including processing
user queries, extracting relevant information, and
generating responses. The backend of our system
leverages the GPT-4 model and OpenAI embed-
dings, accessed via the OpenAI API for the user
input understanding and document retrieval compo-
nents.7 We set the generation temperature to 0 and
the maximum sequence length to 300 tokens for
GPT-4. The orchestration of all the backend com-
ponents is managed using the LangChain library.8

Frontend. The frontend is a web-based interface
that can be accessed from any device with an in-
ternet connection (Figure 1). It is designed to be
intuitive and user-friendly, allowing passengers to
interact with the system easily. The interface in-
cludes a chat window where the user can type their
queries and view the chatbot’s responses. Each
response from the chatbot contains the query text,
relevant passages from the KB, and links to the
source documents for users who want to explore
the information in more detail.

4 Evaluation

Usability dimension Chatbot Google Search

Usefulness 1.75 1.46
Ease of use 1.06 1.23
Ease of learning 2.18 2.27
Satisfaction 2.46 1.51

Table 1: Usability test results. Takeaways: Users rated
the chatbot as more useful and satisfying, while its ease
of use and learnability were on par with Google Search.

4.1 User Study
To evaluate the chatbot, we conducted a compar-
ative usability study against a manual web search

7https://platform.openai.com/docs/api
-reference

8https://python.langchain.com

using Google. The test aimed to assess the chat-
bot’s usefulness, user satisfaction as well as its ease
of use and learning.

Methodology. We recruited 15 participants who
had no prior experience or familiarity with NLP
technologies to ensure that the study outcomes
were not influenced by the participants’ technical
background. Each participant was asked to find
information about 4 air travel-related issues ran-
domly sampled from a pool of 40 issues covering
a range of common passenger concerns, such as
flight delays, cancellations, baggage issues and oth-
ers. Each participant was asked to answer two
questions using the chatbot and two others using
Google search, with a random order of system used
to control for any order effects.

Each session lasted approximately 30 minutes,
during which participants interacted with each sys-
tem to find answers for the assigned scenarios. To
understand the user experience with each system,
participants were asked to fill out a post-interaction
survey immediately after using each system. The
survey included both 7-point Likert scale ques-
tions (ranging from -3 for totally disagree to +3
for totally agree) measuring 4 usability dimensions
based on the USE Questionnaire (Lund, 2001), as
well as open-ended questions to collect free-form
feedback such as opinions and suggestions. The
questionnaire is available in Appendix B.

Quantitative Results. Table 1 shows the average
score for each usability dimension and each system.
The chatbot scored notably high in terms of user
satisfaction and usefulness. Out of a maximum
of 3 points, the chatbot received an average score
of 1.75 points for usefulness and 2.46 points for
user satisfaction, with substantial gaps from the
respective scores for Google search, especially for
satisfaction. These findings suggest that the chatbot
was more adept at providing targeted information
quickly and effectively, leading to a more posi-
tive user experience. The chatbot scored close to
Google search in terms of ease of use (-0.17 points
difference) and ease of learning (-0.09 points differ-
ence). Given that participants are likely very well
accustomed to searching Google, this suggests that
the chatbot was intuitive to use.

Qualitative Results. The participants’ free-form
feedback revealed that they appreciated the chat-
bot’s conversational interface, which allowed for
a more natural interaction. Some participants re-
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User Input Chatbot Google Search

My flight was cancelled and
they lost my bag. What are
my compensation options?

Query: What are the compensation policies
for flight cancellation?

Query: flight cancellations compensation

Docs:
1. "Compensation for flight delays and can-
cellations"
2. "Flight Cancellation General Principles"

Docs:
1. "Compensation for flight delays and can-
cellations" (5th place in search results)

Query: What are the compensation policies
for lost luggage?

Query: lost luggage compensation

Docs:
1. "Lost, damaged or delayed baggage"
2. "Delayed Baggage: FAQ"

Docs:
1. "Delayed or Damaged Baggage (Air
Canada)" (4th place in search results)

Is there a time limit on filing
a luggage claim?

Query: Is there a deadline for filing a claim
for lost luggage with an airline?

Query: lost luggage claim deadline

Docs:
1. "Filing a baggage claim with the airline"
2. "Lost Baggage | General Principles"

Docs:
1. "Lost, damaged or delayed baggage" (2th
place in search results)

Table 2: Comparative case study: Chatbot vs. Google Search for a compound travel issue. The retrieved documents
are represented by their titles.

P@5 R@5 F1@5 MAP@5

Chatbot 0.78 0.83 0.8 0.88

Table 3: Chatbot retrieval performance at top 5 docu-
ments.

ported that they found the chatbot’s direct answers
to be more convenient than sifting through multiple
search results on Google. On the downside, a few
participants mentioned that the chatbot sometimes
did not understand their queries or provided generic
responses, which required rephrasing queries or
formulating follow-up queries to get the desired
information.

4.2 Hallucination Analysis: Chatbot vs. RAG
Approach

Recent studies have shown that LLMs, such as
GPT-4, are prone to generating responses that are
inconsistent with legal facts in at least 58% of cases
for certain NLP tasks (Dahl et al., 2024). To as-
sess how effectively the chatbot approach mitigates
this issue, we conducted a quantitative compari-
son between the chatbot and the traditional RAG
approach, focusing on answer hallucination. To
this end, we manually evaluated the accuracy of
the RAG system’s response generation component
using 40 examples from the user study, along with
their corresponding ground truth documents, ex-
cluding the document retrieval component to avoid
confounding factors. We measured the hallucina-
tion rate, defined as the percentage of responses
containing information either not supported by the

retrieved documents or factually incorrect.
The results showed that the RAG approach had

a hallucination rate of 27.5% (11 examples). Of
these, 10% (4 examples) were factually incorrect,
while 22.5% (9 examples) included information not
present in the documents. These findings align with
other studies in legal nlp, which reported hallucina-
tion rates between 17% and 33% for RAG-based
systems (Magesh et al., 2024). In contrast, the
chatbot produces zero hallucinations, as it does not
generate responses but instead presents the relevant
passages from the source documents to the user.

Hallucinations can have serious consequences,
particularly in high-stakes contexts where users
rely on accurate information to make critical de-
cisions. In the context of air travel regulations,
even a minor hallucination could lead to a trav-
eler misunderstanding the rules and facing delays
or penalties. Hallucinations in the RAG approach
can severely undermine user trust and lead to poor
decision-making. Unlike the RAG approach, the
chatbot’s ability to completely avoid hallucinations
makes it a more reliable tool for providing accurate
information to users.

4.3 Case Study

We present a detailed case study to demonstrate
the capability of the chatbot in handling complex
air travel-related queries in comparison with man-
ual Google searches, focusing on document rel-
evance, interactivity, and efficiency. In Table 2,
the dialogue showcases a scenario where a user
seeks information on compensation for both a can-

330



celled flight and lost luggage, followed by an in-
quiry about the time limit for filing a lost luggage
claim.

Document Retrieval. The example highlights
the chatbot’s ability to directly retrieve top docu-
ments relevant to the user’s queries. In contrast, the
first relevant document for both flight cancellations
and lost luggage appeared lower in Google search
results (5th and 4th place, respectively). This high-
lights the chatbot’s efficiency in swiftly providing
relevant information to the user. Additionally, Ta-
ble 3 provides quantitative results of the chatbot’s
performance in document retrieval at the top 5 doc-
uments as evaluated on 40 examples used in user-
study, further confirming the chatbot’s ability to
prioritize the most relevant documents effectively.

Interactivity. The chatbot demonstrated supe-
rior interactivity by correctly interpreting a "lug-
gage claim" as a claim for lost luggage in the user’s
second turn. This ability to parse and respond
to complex and context-dependent, multifaceted
questions conversationally is a key advantage of
dialogue systems over traditional search engines,
which require users to input precise queries for
each specific concern.

The effectiveness of the chatbot was evident in
its ability to reduce the time and effort required
from the user to obtain actionable information. In-
stead of navigating through multiple search results
and possibly encountering irrelevant information
(e.g., laws from other countries, news), the user
received a tailored response that directly addressed
their concerns.

5 Related Work

In recent years, research has focused on AI sys-
tems designed to aid individuals, especially those
without legal expertise, in navigating complex le-
gal procedures, bridging the gap between legal in-
formation and laypeople. The proposed chatbot
operates within the domain of document-grounded
dialogue systems (DGDS) that enable more trust-
worthy and informed user interactions. In this sec-
tion, we overview the evolution of access to justice
tools alongside the datasets and methods relevant
to DGDS.

5.1 Access to Justice Systems

A variety of AI-driven systems have been devel-
oped to assist individuals without legal training
in navigating legal processes, with a strong focus

on addressing access to justice. Early systems
used rule-based approaches to help litigants un-
derstand procedural requirements for specific legal
domains, such as protection orders or housing is-
sues (Branting, 2001; Paquin et al., 1991). Later
systems expanded this by leveraging web-based,
expert-guided platforms that further provided cus-
tomized legal advice in areas like family law and
consumer disputes (Thompson, 2015; Bickel et al.,
2015). More recent efforts have concentrated on
hybrid systems that integrate rule-based reasoning
with case-based analysis, enabling users to receive
guidance based on both codified law and prior le-
gal decisions (Westermann and Benyekhlef, 2023;
Westermann et al., 2019). Recent advancements
in LLMs allow legal systems to scale across dif-
ferent domains without requiring extensive model
training on vast amounts of data (Tan et al., 2023).
However, these models are prone to hallucination,
generating plausible but factually incorrect legal
advice, which could mislead users. To address
this, we introduce a novel system that presents an
answer to a user consisting of a set of extracted
legal passages from a legal corpus, rather than gen-
erating a single response therefore improving the
reliability of legal information and eliminating the
risk of hallucination.

5.2 Datasets for DGDS

Incorporating documents into dialogue systems
gained momentum with the rise of deep neural
networks and large-scale datasets. One promi-
nent dataset is the MultiWOZ (Budzianowski
et al., 2018), which comprises dialogues from a
restaurant-search domain where the dialogue state
is grounded in a set of documents containing infor-
mation about hotels, restaurants, and other entities.
Similarly, Zhou et al. (2018) created a dataset with
conversations based on Wikipedia articles about
popular movies. In information-seeking DGDS,
Doc2dial (Feng et al., 2020) and Multidoc2Dial
(Feng et al., 2021) serve as realistic benchmarks to
model goal-oriented information-seeking dialogues
that are grounded on single or multiple documents.
An interesting data collection paradigm was inves-
tigated in QuAC (Choi et al., 2018), a Question
Answering in Context dataset containing, 14000
information-seeking QA dialogues. The collection
involved two crowd workers: one acting as to learn
as much as possible about a hidden Wikipedia text,
and one posing as a teacher who answers the ques-
tions by providing short excerpts from the text.
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5.3 Approaches for DGDS

In terms of approaches to DGDS, different methods
for incorporation of external knowledge have been
exhaustively explored to improve dialogue genera-
tion (Lowe et al., 2015; Liu et al., 2018; Chen et al.,
2019; Sun et al., 2020; Yu et al., 2020). A particular
focus has been directed at knowledge selection, the
process of choosing relevant contextual informa-
tion (Kim et al., 2020; Yang et al., 2022; Sun et al.,
2023). Some methods focus on the reasoning as-
pects of document-oriented dialogue, such as build-
ing an interpretable reasoning path to the evidence
in the documents (Huang et al., 2019), decom-
posing complex questions (Min et al., 2019), and
performing multi-hop reasoning (Tu et al., 2019).
More recently, (Lai et al., 2023), introduce a new ar-
chitecture for DGDS that includes a dense passage
retriever, a re-ranker, and a response generation
model. With the rise of LLMs as zero and few-shot
learners, Braunschweiler et al. (2023) perform a
human evaluation as opposed to automatic evalua-
tion of ChatGPT on document-grounded dialogue
MultiDoc2Dial. In the context of the faithfulness
of knowledge, Razumovskaia et al. (2023) explore
behavioral tuning to improve the faithfulness to the
knowledge source in document-oriented dialogue.

6 Conclusion

We developed a chatbot that provides accurate and
timely information about Canadian air travel regu-
lations and passenger rights, supporting the manual
process currently handled by a group of volunteers.

The chatbot utilizes retrieval augmented gener-
ation and in-context learning to interpret complex
user inputs and extract relevant information from
a comprehensive knowledge base. Instead of gen-
erating a synthesized response, it provides users
with a direct presentation of the formulated queries
and corresponding passages from the source docu-
ments, reducing the risk of hallucination.

A user study comparing the chatbot to a Google
search demonstrated its ability to accurately inter-
pret and respond to user queries and successfully in-
form passengers of their rights. In future work, we
plan to improve the chatbot’s usefulness by contex-
tualizing the answer for the user query, and reason-
ing over multiple extracted passages to synthesize
an answer. We will explore how to achieve these
properties without compromising the answers’ ac-
curacy.

7 Limitations

While our chatbot has shown promise in enhancing
the accessibility of legal information regarding pas-
senger rights, we recognize several limitations in
the current iteration of the system that we plan to
address in future work.

First, the chatbot’s effectiveness is limited by
its knowledge base’s comprehensiveness. Missing
information, like recent regulatory changes, can
prevent it from providing complete answers. There-
fore, it is crucial to continually expand and update
the knowledge base to mitigate this limitation in a
real system.

Secondly, the chatbot’s current design does not
facilitate an interactive dialogue which can be cru-
cial for resolving uncertainties in user queries. For
instance, if a user does not specify the origin and
destination of their flight, the chatbot might not
discern the applicable laws, as they can vary sig-
nificantly from region to region—such as between
Canada, Europe, and the United States. We plan
to explore methods that allow the chatbot to ask
follow-up questions to clarify such ambiguities.

Lastly, we’ve assumed users can understand and
apply the legal information given, which might not
hold true for everyone. Recognizing this, we intend
to introduce simplified summaries and practical ad-
vice to enhance accessibility for users with varying
levels of legal knowledge.

8 Ethics Statement

User Study. Our user study scenarios are based
on posts from the Air Passenger Rights (Canada)
Facebook group.9 To protect user privacy, we
anonymized the posts and used GPT-4 to gener-
ate variations covering a broad range of air travel
issues, that we manually reviewed. We did not
collect any personal information from the user
study participants and we compensated participants
CAD20 for a 30-minute session, which is well
above the CAD16.75 hourly minimum wage in
British Columbia, Canada.

User Privacy. We used the paid API for GPT-4,
which does not store user interactions, to respect
user privacy and confidentiality. In future versions,
we will consider switching to open-source locally-
hosted LLMs instead.

9https://www.facebook.com/groups/4419
03102682254
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System Output. Since our application has very
little tolerance for providing users with the wrong
information, we opted instead for a retrieval-based
output. Thus, it is not subject to outputting offen-
sive, dangerous, or factually incorrect text as do
generative LLM-based models.
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A Prompts

A.1 Contextual Query Isolation Prompt

Given the following conversation and
the follow-up input, rephrase the
follow-up input into a standalone
text that is not dependent on the
conversation history. Make it as
concise as possible, including only
the necessary information.

Chat History:
{chat_history}

Follow Up Input:
{question}

Text:

A.2 Decompositional Query Generation
Prompt

Identify the information needed to
respond to the following input.
Provide your answer as a numbered
list of questions, with each question
focusing on a single, answerable
aspect of the input. Limit the list
to a maximum of 3 questions.

Input: {query}

Questions:

B USE Questionnaire

The questionnaires were constructed as seven-point
Likert rating scales, ranging from -3 (totally dis-
agree) to +3 (totally agree)

1. Usefulness

(a) It helps me be more effective.
(b) It helps me be more productive.
(c) It is useful.
(d) It gives me more control over the activi-

ties in my life.
(e) It makes the things I want to accomplish

easier to get done.
(f) It saves me time when I use it.
(g) It meets my needs.
(h) It does everything I would expect it to

do.

2. Ease of Use

(a) It is easy to use.
(b) It is simple to use.
(c) It is user friendly.

(d) It requires the fewest steps possible to
accomplish what I want to do with it.

(e) It is flexible.
(f) Using it is effortless.
(g) I can use it without written instructions.
(h) I don’t notice any inconsistencies as I use

it.
(i) Both occasional and regular users would

like it.
(j) I can recover from mistakes quickly and

easily.
(k) I can use it successfully every time.

3. Ease of Learning

(a) I learned to use it quickly.
(b) I easily remember how to use it.
(c) It is easy to learn to use it.
(d) I quickly became skillful with it.

4. Satisfaction

(a) I am satisfied with it.
(b) I would recommend it to a friend.
(c) It is fun to use.
(d) It works the way I want it to work.
(e) It is wonderful.
(f) I feel I need to have it.
(g) It is pleasant to use.
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