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Abstract
In this paper, we describe masala-chai team’s
participation in the LegalLens 2024 shared task,
and outline our approach to predicting legal
entities and performing natural language infer-
ence in the legal domain. We experimented
with several transformer-based models includ-
ing BERT, RoBERTa, Llama 3.1, and GPT-
4o. Our experiments indicated that state-of-art
models such as GPT-4o do not work well for
NER and NLI tasks despite using techniques
such as bootstrapping and prompt optimiza-
tion. Our best evaluations on the NER task (F1
macro: 0.380) was obtained using a finetuned
RoBERTa model and NLI (accuracy: 0.825, F1
macro: 0.833) using a finetuned Llama 3.1 8B
model. However, RoBERTa, despite having
a fraction of Llama 3.1 8B’s parameters, de-
livered comparable results. Key findings and
insights from our experiments are discussed
in detail. We make our results and code avail-
able for reproducibility and further analysis at
https://github.com/rosequ/masala-chai.

1 Introduction

Information extraction tasks, such as Named Entity
Recognition (NER) have been predominantly lim-
ited to identifying common entities such as Person,
Location, and Organization. As an extension,
previous studies using benchmark datasets, such
as CoNLL 2003 (Sang and De Meulder, 2003),
have achieved high metrics for effectiveness. For
example, finetuned BERT Base model achieved
an F1 macro of 92.4 on ConLL 2003 dataset (De-
vlin et al., 2018). However, applying NER to spe-
cialized domains, such as legal and medical texts,
presents challenges due to their complex terminol-
ogy, domain-specific language, and limited avail-
ability of annotated training data.

The LegalLens 2024 shared task aims to push the
research in the areas of legal NLP by inviting par-
ticipants to work on two tasks: Legal Named Entity

*Equal contribution

Recognition (L-NER), and Legal Natural Language
Inference (L-NLI) (Hagag et al., 2024). The first
subtask involves identifying violation indicators by
extracting legal entities such as Law, Violation,
Violated By, and Violated On. Similarly, the
motivation behind Legal Natural Language Infer-
ence is to understand the relationship between a
pair of legal texts (hypothesis and premise) as con-
tradiction, entailment, and neutral.

In this paper, we present our team—
masala-chai’s—submission to the LegalLens
shared task. We explore the performance of
various transformer models, both open-source and
commercial, on NER and NLI tasks in the legal
domain. While we suggest enhancing performance
with DSPy and TextGrad, the results still fall
short compared to fine-tuning smaller models like
RoBERTa.

Our experiments revealed that while models like
GPT-4o struggled with legal tasks, even when us-
ing advanced techniques like prompt optimization,
smaller models like RoBERTa performed compet-
itively, achieving an F1 macro score of 0.701 for
NER and 0.833 for NLI. This highlights that fine-
tuning smaller, more efficient models can deliver
results comparable to larger language models. We
present our findings, discuss the nuances of using
LLMs, and share our code to support reproducibil-
ity and further exploration.

2 Tasks

2.1 Named Entity Recognition (NER)

Named Entity Recognition (NER) is the task of
identifying and classifying entities in a given
text into predefined categories. Formally, let S
be a sentence with a sequence of tokens S =
{t1, t2, . . . , tn}, where ti represents the i-th token
in the sentence. The goal of NER is to assign a
label yi from a set of predefined labels Y to each
token ti, such that y = {y1, y2, . . . , yn}, where

346

https://www.codabench.org/competitions/3052/
https://github.com/rosequ/masala-chai
https://www.codabench.org/competitions/3052/


yi ∈ Y .
The label set Y for our task includes the

entity types LAW (legal statutes or regulations),
VIOLATION (specific violations), VIOLATED BY (re-
sponsible entities), VIOLATED ON (victim or af-
fected party), as well as a non-entity label O (Out-
side any named entity).

2.2 Natural Language Inference (NLI)

In the legal domain, natural language inference is
important for automating legal reasoning; there-
fore, understanding the relationships between state-
ments is a necessary step. The aim of the NLI
task is to determine the relationship between a
pair of sentences—a premise and a hypothesis. If
a hypothesis can be logically inferred from the
premise (entailment), the hypothesis contradicts
the premise (contradiction), or the hypothesis
is neither entailed by nor contradicts the premise
(neutral).

3 System Description

Our approaches for the Named Entity Recogni-
tion (NER) and Natural Language Inference (NLI)
tasks involved i) fine-tuning pre-trained language
models, and ii) utilizing prompt engineering tech-
niques. We experimented with pre-trained trans-
former models, including BERT (both uncased
and cased versions) (Devlin et al., 2018), Distil-
BERT (Sanh, 2019), RoBERTa (Liu, 2019), FLAN
T5 (Chung et al., 2024), Llama 3.1 (Dubey et al.,
2024), and GPT-4o (OpenAI et al., 2024). Each
model was fine-tuned on the train split.

3.1 NER

For the NER task, we began by finetuning BERT,
DistilBERT, FLAN T5, and RoBERTa. We also
used GPT-4o in four different settings for NER, by
running GPT-4o as it is (GPT-4o raw), using boot-
strapping and Chain of Thought (CoT) reasoning
via DSPy (Khattab et al., 2023), prompt optimiza-
tion on top of GPT-4o raw by using TextGrad (Yuk-
sekgonul et al., 2024), and by finetuning GPT-4o
for NER task.

For both the DSPy and TextGrad implementa-
tion, we had to reformulate the original sequence
tagging problem to an entity extraction problem so
that it was easier for the frameworks to predict en-
tities. The DSPy signature corresponding to this re-
formulation is shown in Appendix A. The original
prompt for TextGrad can be found in Appendix B.

Since our preliminary analysis showed that fine-
tuning RoBERTa yielded the best results, we at-
tached a Conditional Random Field (CRF) head to
the RoBERTa model and finetuned that model as
well. The rationale behind appending a CRF layer
is to model dependencies between labels in the en-
tire sequence thereby maximizing the probability
of a complete list of BIO tags given a list of tokens.

All NER models were finetuned on an Apple M2
Pro, 12-core CPU, and 32GB memory.

3.2 NLI

For our experiments with NLI, we picked best set
of transformer models from Bernsohn et al.: Fal-
con 7B and RoBERTa. Additionally, we employed
GPT-4o with few-shot setting, finetuned GPT-4o,
and Llam 3.1 8B.

We used the 4-bit quantized version of the Llama
3.1 model with 8B parameters. This model was op-
timized for memory and computational efficiency.
Specifically, we enabled 4-bit precision loading,
employed single quantization, and used the Non-
Ferroelectric Four-level (NF4) quantization type.
The model was instantiated with a causal language
modeling head, using 16-bit floating-point compu-
tation.

We fine-tuned the Llama 3.1 8B model on
Amazon Web Services (AWS) SageMaker, us-
ing the p4d.24xlarge instance, which features
8 Nvidia A100 GPUs and 96 vCPUs. To en-
sure determinism, we set a data seed in the
Hugging Face training arguments. The util-
ity transformers.enable_full_determinism(seed=42)

was needed to ensure reproducible results in dis-
tributed training.

3.3 Pre-processing

For both tasks, we divided the dataset into a 70%
training set and a 30% validation set. All models
were finetuned on the training set, and results were
evaluated on the validation set. The datasets were
tokenized using Hugging Face AutoTokenizer.
During inference, input prompts were tokenized
with truncation enabled.

3.4 Training Procedure

For brevity, in this subsection, we only describe the
hyperparameters for the best performing models.

Hyperparameters: For the NER task, the
RoBERTa + CRF model was fine-tuned with a
learning rate of 2 × 10−5 over 10 epochs. We
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Model Size Method Dev Accuracy Dev F1 Test Accuracy Test F1

BERT Uncased 66M Fine-tune 0.948 0.871 0.804 0.685
BERT Cased 108M Fine-tune 0.946 0.864 0.802 0.675
DistilBERT Cased 66M Fine-tune 0.943 0.853 0.799 0.666
FLAN T5 Base 110M Fine-tune 0.928 0.800 0.796 0.627
RoBERTa 125M Fine-tune 0.956 0.891 0.811 0.696
RoBERTa + CRF 125M Fine-tune 0.955 0.892 0.806 0.701
GPT-4o raw* - zero-shot 0.711 0.160 0.562 0.236
GPT-4o finetuned* - Fine-tune 0.923 0.779 0.822 0.635
GPT-4o raw + DSPy* - Few-shot 0.863 0.644 0.794 0.612
GPT-4o raw + TextGrad - prompt-optimization 0.824 0.200 0.823 0.214

Table 1: NER Task Results with Size and Method. *Note: GPT-4o implementation numbers have been calculated
only using samples where the length of the list of predicted BIO tags was equivalent to the length of the list of input
tokens. Note that we consider the O tag for our evaluations.

Model Size Method Dev Accuracy Dev F1 Macro Test Accuracy Test F1 Macro

Falcon 7B QLoRA 0.734 0.710 0.750 0.766
RoBERTa 125M Fine-tune 0.830 0.840 0.833 0.816
GPT-4o + DSPy - Few-shot 0.780 0.770 0.798 0.772
GPT-4o - Fine-tune 0.340 0.140 0.800 0.780
Llama 3.1 8B QLoRA 0.861 0.858 0.825 0.833

Table 2: NLI Task Results with Size and Method

employed 500 warmup steps to stabilize the learn-
ing rate during training. A weight decay of 0.01
was applied to regularize the model and prevent
overfitting.

For the NLI task, Llama 3.1 was finetuned
with a per-device batch size of 1, with a gradi-
ent accumulation set to 4, effectively increasing
the batch size to 4. The learning rate was set to
2× 10−4, and the model was trained for 30 epochs.
Mixed precision training was used, and the Paged
AdamW (Loshchilov and Hutter, 2019) optimizer
was employed in 32-bit mode. A constant learning
rate schedule was applied, and the maximum gra-
dient norm was set to 0.3. Additionally, a warmup
ratio of 3% was used to stabilize training.

Parameter-Efficient Fine-Tuning (PEFT): For
Llama 3.1, the PEFT configuration was applied
with a LoRA Alpha of 32, a rank (r) of 16, and a
dropout rate of 0.05. The task type was set to be
causal language modeling.

Training Prompt: Llama 3.1 was fine-tuned
using the SFTTrainer, configured with the afore-
mentioned training arguments and PEFT settings.
The maximum sequence length was set to 512 to-
kens, and text packing was enabled during dataset
processing.

3.5 Inference
During inference for the NLI task, generation was
performed using a sampling strategy with a top-p

of 0.95 and a temperature of 0.01 to control the
randomness of predictions.

4 Results

4.1 NER

The results for NER are shown in Table 1. Our
results are consistent with Bernsohn et al., where
we see that BERT-based models perform better than
commercially available LLMs such as GPT-4o.

Finetuning GPT-4o and utilizing bootstrapping
and CoT did produce improved results compared
to GPT-4o raw, but the issue of mismatch between
the length of input and output sequences persisted.
With all GPT-4o configurations, we were only able
to evaluate using less than 10% of samples in the
test set, where the length of input tokens was equiv-
alent to the length of the NER tags.

The results of the NER task indicate that
RoBERTa achieved the highest effective measures
on the held-out validation set prompting us to sub-
mit the model predictions to the shared task.

While most of the BERT based models also per-
formed well, GPT-4o showed lower performance,
suggesting that it may require different approaches
to handle legal language effectively. In the sub-
mission we made for the shared task, the finetuned
RoBERTa model achieved an F1 score of 0.689.
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4.2 NLI

The NLI results are shown in Table 2. While the
fine-tuned Llama 3.1 8B model performed well on
the dev set during the testing phase, these results
did not carry over to the evaluation phase of the
shared task. After the shared task ended, we dis-
covered that Llama 3.1 exhibited non-deterministic
behavior, producing inconsistent results even when
trained on the same dataset with identical hyper-
parameters, including a fixed random seed. This
inconsistency led to a significantly lower F1 macro
score of 0.525 during the shared task evaluation.
However, after resolving the non-deterministic is-
sue, Llama 3.1 consistently achieved an F1 macro
of 0.833 on the test set.

It is worth noting that the finetuned version of
RoBERTa model also performed competitively in
the NLI task. The NLI results similarly reflected
the challenges of the NER task, with transformer
models performing well but still struggling with
the complexities of legal reasoning.

5 Discussion

While finetuning GPT-4o for NER, we noticed the
primary reason GPT-4o achieves inferior perfor-
mance is due to i) its difficulty tagging long se-
quences of text, and ii) hallucination of entities.

We notice that for a given sequence of to-
kens, once the model predicts entities such as
B-VIOLATION, it goes on to predict I-VIOLATION
entities until the end of the sequence. As for the
hallucinatory nature of LLMs, we notice that there
are entities that are outside the label set Y are being
predicted (entities such as B-L-I are hallucinated).
Observing the loss plots corresponding to GPT-4o
finetuning from Figure 1 also shows that there tends
to be high variance during finetuning.

Figure 1: Training vs validation for GPT-4o finetuning

The LLMs also fail to output a sequence consis-

tently of BIO tags that are the same length as the
input sequence of tokens. This presents challenges
for evaluating performance, as the truth label se-
quences are supposed to be of equivalent length to
the input sequence. While running inference with
GPT-4o configurations, we noticed a mismatch in
the length of the list of input tokens and output tags
in both validation and test sets. Specifically, we
saw a mismatch of 92.9% samples in the test set
when running inference with GPT-4o raw, 92.1% of
samples in the test set when running inference with
a finetuned GPT-4o model, and 91.8% of samples
in the test set when running inference with GPT-4o
+ DSPy, making GPT-4o unsuitable for legal NER.

In the case of NLI, while Llama 3.1 delivers the
best performance, RoBERTa comes close, despite
having only 1.5% of Llama 3.1’s 8B parameters.
We anticipate that further research into smaller lan-
guage models, through methods like continued pre-
training, could eventually achieve performance par-
ity if not superior results—a direction we reserve
for future exploration. Additionally, methods for
fine-tuning Llama 3.1 8B including full fine-tuning
with a larger legal corpus can also be explored to
for further improvements.

6 Conclusion

In this report, we outlined our approach to tackling
Named Entity Recognition (NER) and Natural Lan-
guage Inference (NLI) tasks in the legal domain as
part of the LegalLens shared task. Our experiments
highlighted the strengths of fine-tuning transformer-
based models such as RoBERTa and Llama 3.1,
particularly for handling complex legal text. De-
spite the strong performance of these models, espe-
cially RoBERTa for NER, we observed limitations
in commercially available large language models
like GPT-4o, which struggled with sequence length
mismatches and hallucinations during NER tasks.

Additionally, while Llama 3.1 achieved the best
NLI results, RoBERTa demonstrated competitive
performance despite having significantly fewer pa-
rameters. This suggests that smaller models, when
fine-tuned effectively, can rival much larger models
in legal NLP tasks. Our results indicate that there
is still room for improvement in entity extraction
and reasoning in the legal domain.

7 Ethics Statement

To the best of our knowledge, the framework pre-
sented in this paper is not intended for any unethical
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applications. Our goal is to contribute to advancing
research in legal Natural Language Processing by
contributing to tasks such as Named Entity Recog-
nition and Natural Language Inference. We hope
this work will support the responsible and ethical
development of legal AI systems.
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A DSPy Signature

1 class NERTag(Enum):
2 """ Docstring for MyEnum."""
3 beginning_violated_by = ’B-VIOLATED

BY’
4 outside = ’O’
5 inside_violation = ’I-VIOLATION ’
6 inside_violated_by = ’I-VIOLATED BY’
7 beginning_law = ’B-LAW’
8 inside_violated_on = ’I-VIOLATED ON’
9 inside_law = ’I-LAW’

10 beginning_violated_on = ’B-VIOLATED
ON’

11 beginning_violation = ’B-VIOLATION ’
12

13 class NerTagTuple(pydantic.BaseModel):
14 token: str
15 ner_tag: NERTag
16

17 class Output(pydantic.BaseModel):
18 ner_tags: list[NerTagTuple]
19

20 class ExtractLegalViolationEntities(dspy
.Signature):

21 """
22 You are a legal expert who has been

asked to extract legal entities from
a given text. Please extract the

following entities from the text ,
and return a list of Beginning
Outside Inside (BIO) tags.

23 The possible tags you could return
are:

24 - ’B-VIOLATED BY’
25 - ’O’
26 - ’I-VIOLATION ’
27 - ’I-VIOLATED BY’
28 - ’B-LAW’
29 - ’I-VIOLATED ON’
30 - ’I-LAW’
31 - ’B-VIOLATED ON’
32 - ’B-VIOLATION ’
33

34 Do not return any other tags.
35 """
36

37 tokens: str = dspy.InputField(desc="
input text")

38 ner_tags: Output = dspy.OutputField(
desc="list of NER tags")

B Prompts
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Original system prompt for the NER task

You are a legal expert who answers questions about legal entities in a given text. You will extract
the exact text from the text without ever adding any additional information.
The questions will be in the following order. If there are mutiple answers for a question, separate
them with a comma. - LAW: What existing law or regulation does the violation pertain to? For
example, GDPR, HIPAA, etc. - VIOLATION: What specific violation of the law occurred? Use
the exact phrase from the input text. - VIOLATED BY: Exact individual, organization, company,
etc. be specific, who violated the law, don’t be generic - VIOLATED ON: Who was affected by
the violation, for example, a person, users, customers, etc. be specific.
If there are multiple entities of the same type, separate them with a comma. Pick None if the entity
is not present.

Examples: 1. text: "i’m writing this review to express my disappointment with a certain movie
production company. they’ve been found spreading false and misleading information about their
box office earnings and royalty payments . initially , they admitted to some issues with their
royalty payments and promised to disclose more after an internal audit . but then , they submitted
a document to the sec saying their previously reported earnings were unreliable and they were
considering filing for bankruptcy . this caused a huge drop in their stock price and trading volume .
its a real shame ."
LAW: None,
VIOLATION: [spreading false and misleading information about their box office earnings and
royalty payments]
VIOLATED BY: [a certain movie production company]
VIOLATED ON: None
2. text: "Cant believe what happened recently . some company got busted for breaking the
can-spam act . they were sending out promotional emails without getting permission first . it was
the company who thought they could get away with it , but they were wrong . they were doing this
to regular folks like you and me . not cool .",
LAW: ["can-spam act"]
VIOLATION: ["sending out promotional emails without getting permission first"]
VIOLATED BY: ["the company"]
VIOLATED ON: ["to regular folks like you and me"]
3. text: "anyone else notice that petcoke stuff being sold ? its a waste byproduct from an oil
refinery with high levels of dangerous heavy metals and sulfur . instead of getting rid of it safely ,
its being marketed and distributed . its a total disregard for the environment . not cool ."
""VIOLATION": ["a waste byproduct from an oil refinery with high levels of dangerous heavy
metals and sulfur"]
4. text: "caught wind of some dodgy dealings . these folks are manipulating the prices of cash
wheat and wheat futures contracts for their own financial gain . its a disgrace to the entire industry
!"
LAW: None
VIOLATION: ["manipulating the prices of cash wheat and wheat futures contracts"]
VIOLATED BY: None
VIOLATED ON: None

Extract the entities from the following text: "prompt". Think step by step.
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Optimized system prompt for the NER task–Part 1

You are a legal expert who answers questions about legal entities in a given text. You will
extract only the exact phrases directly related to the questions asked, without adding any additional
information or context. Ensure that the terminology used in your responses matches the terminology
found in the input text as closely as possible. Follow the exact structure of the ground truth answer,
including the order and presence of keys. If an entity is not present, explicitly state ’None’. Be as
specific as possible when identifying entities, avoiding generic terms.
The questions will be in the following order. If there are multiple answers for a question, separate
them with a comma. - LAW: What existing law or regulation does the violation pertain to? For
example, GDPR, HIPAA, etc. - VIOLATION: What specific violation of the law occurred? Use
the exact phrase from the input text. - VIOLATED BY: Exact individual, organization, company,
etc. Be specific, who violated the law, don’t be generic. - VIOLATED ON: Who was affected by
the violation, for example, a person, users, customers, etc. Be specific.
If there are multiple entities of the same type, separate them with a comma. Pick None if the entity
is not present.

Examples: 1. text: "im writing this review to express my disappointment with a certain movie
production company . theyve been found spreading false and misleading information about their
box office earnings and royalty payments . initially , they admitted to some issues with their
royalty payments and promised to disclose more after an internal audit . but then , they submitted
a document to the sec saying their previously reported earnings were unreliable and they were
considering filing for bankruptcy . this caused a huge drop in their stock price and trading volume .
its a real shame ."
LAW: None,
VIOLATION: [spreading false and misleading information about their box office earnings and
royalty payments]
VIOLATED BY: [a certain movie production company]
VIOLATED ON: None
2. text: "Cant believe what happened recently . some company got busted for breaking the
can-spam act . they were sending out promotional emails without getting permission first . it was
the company who thought they could get away with it , but they were wrong . they were doing this
to regular folks like you and me . not cool .",
LAW: ["can-spam act"]
VIOLATION: ["sending out promotional emails without getting permission first"]
VIOLATED BY: ["the company"]
VIOLATED ON: ["to regular folks like you and me"]
3. text: "anyone else notice that petcoke stuff being sold ? its a waste byproduct from an oil
refinery with high levels of dangerous heavy metals and sulfur . instead of getting rid of it safely ,
its being marketed and distributed . its a total disregard for the environment . not cool ."
LAW: None
VIOLATION: ["a waste byproduct from an oil refinery with high levels of dangerous heavy metals
and sulfur"]
VIOLATED BY: None
VIOLATED ON: None
4. text: "caught wind of some dodgy dealings . these folks are manipulating the prices of cash
wheat and wheat futures contracts for their own financial gain . its a disgrace to the entire industry
!"
LAW: None
VIOLATION: ["manipulating the prices of cash wheat and wheat futures contracts"]
VIOLATED BY: None
VIOLATED ON: None
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Optimized system prompt for the NER task–Part 2

Think step by step: First, identify the relevant law or regulation by looking for specific mentions
of legal terms. Next, extract the specific violation by finding the exact phrase that describes
the unlawful action. Then, identify who violated the law by looking for specific mentions of
individuals or organizations. Finally, determine who was affected by the violation by identifying
mentions of people or groups impacted. Pay special attention to key phrases that are central to the
context of the violation, and ensure they are included in your response. Avoid ambiguous phrases
and clarify any potentially ambiguous statements to match the ground truth more closely. Ensure
that your responses match the ground truth exactly, without adding or omitting any information. If
an entity is not explicitly mentioned in the text, use ’None’ for that field. Avoid using ellipsis (’...’)
in your responses. Provide complete and clear phrases. Be concise and precise in your responses.
Do not add any information that is not explicitly stated in the text.
Additional Guidelines: 1. **Exact Matching**: Your output must match the ground truth exactly,
including the use of "None" where applicable. 2. **Handling Ambiguities**: If the text does
not clearly identify the violator or the affected party, default to "None". 3. **Avoid Over-
Specification**: Do not infer or add any information that is not explicitly stated in the text, even if
it seems relevant. 4. **Ellipses and Exact Phrasing**: Ensure that any ellipses (...) in the violation
description are used exactly as they appear in the ground truth. Match the wording precisely,
including any placeholders or specific phrases. 5. **Combining Violations**: Combine related
violations into a single string, separated by ’and’ if necessary. 6. **Entity Recognition**: Look
for specific terms like "charges," "billing," "unauthorized," and "complaints" when identifying
violations. 7. **Post-Processing**: Re-evaluate the input text if the initial output is "None" to
ensure no violations were missed.
Examples with Detailed Annotations: 1. text: "im writing this review to express my disappointment
with a certain movie production company. they’ve been found spreading false and misleading
information about their box office earnings and royalty payments. initially, they admitted to some
issues with their royalty payments and promised to disclose more after an internal audit. but then ,
they submitted a document to the sec saying their previously reported earnings were unreliable
and they were considering filing for bankruptcy. this caused a huge drop in their stock price and
trading volume. its a real shame." LAW: None, VIOLATION: [spreading false and misleading
information about their box office earnings and royalty payments] VIOLATED BY: [a certain
movie production company] VIOLATED ON: None
2. text: "Cant believe what happened recently. some company got busted for breaking the can-spam
act. they were sending out promotional emails without getting permission first . it was the company
who thought they could get away with it, but they were wrong. they were doing this to regular
folks like you and me. not cool.", LAW: ["can-spam act"] VIOLATION: ["sending out promotional
emails without getting permission first"] VIOLATED BY: ["the company"] VIOLATED ON: ["to
regular folks like you and me"] 3. text: "anyone else notice that petcoke stuff being sold? its
a waste byproduct from an oil refinery with high levels of dangerous heavy metals and sulfur.
instead of getting rid of it safely, its being marketed and distributed. its a total disregard for the
environment. not cool." LAW: None VIOLATION: ["a waste byproduct from an oil refinery with
high levels of dangerous heavy metals and sulfur"] VIOLATED BY: None VIOLATED ON: None
4. text: "caught wind of some dodgy dealings. these folks are manipulating the prices of cash
wheat and wheat futures contracts for their own financial gain. its a disgrace to the entire industry!"
LAW: None VIOLATION: ["manipulating the prices of cash wheat and wheat futures contracts"]
VIOLATED BY: None VIOLATED ON: None
Reinforce Key Directives: - Ensure that your responses match the ground truth exactly, without
adding or omitting any information. - If an entity is not explicitly mentioned in the text, use ’None’
for that field. - Avoid using ellipsis (’...’) in your responses. Provide complete and clear phrases. -
Be concise and precise in your responses. - Do not add any information that is not explicitly stated
in the text.
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