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Abstract
In this paper, we describe our system for
LegalLens-2024 Shared Task on automatically
identifying legal violations from unstructured
text sources. We participate in Subtask B,
called Legal Natural Language Inference (L-
NLI), that aims to predict the relationship be-
tween a given premise summarizing a class ac-
tion complaint and a hypothesis from an online
media text, indicating any association between
the review and the complaint. This task is chal-
lenging as it provides only limited labelled data.
In our work, we adopt LLM based methods
and explore various data-efficient learning ap-
proaches for maximizing performance. In the
end, our best model employed an ensemble of
LLM’s fine-tuned on the task-specific data, and
achieved a Macro F1 score of 78.5% on test
data, and ranked 2nd among all teams submis-
sions.

1 Introduction

Legal violation identification is an important prob-
lem that aims to automatically uncover legal vio-
lations from unstructured text sources and assign
potential victims to these violations. In the past,
several works have addressed this but often relied
on specialized models tailored for specific domain
applications (Chalkidis et al., 2020; Yang, 2022).
These models, while effective in their specific do-
mains, lack the versatility needed to address the
wide array of legal violations that can occur across
different contexts.

The LegalLens Shared Task (Hagag et al., 2024)
proposes to address the legal violation identifica-
tion task using named entity recognition (NER),
and the other for associating these violations with
potentially affected individuals using natural lan-
guage inference (NLI). In this paper, we report our
system for addressing the NLI task (Sub-Task B).

Broadly, our approach is to adopt LLM based
methods and explore various data-efficient learn-
ing approaches for maximizing performance on the

NLI task. Our best model employed an ensemble
of LLM’s fine-tuned on the task-specific data. Our
final system achieved a Macro F1 score of 78.5
and ranked 2nd among all teams submissions. Sur-
prisingly, the classical Falcon LLM’s outperformed
many other SOTA LLM’s. Also, our benchmark
results highlight the challenge of these tasks and in-
dicate there is ample room for model improvement.
We demonstrate the limitation of the general LLM
based methods and discuss possible future work.

2 Task and Dataset Description

The LegalLens challenge (Hagag et al., 2024) pro-
poses two shared sub-tasks:

• Sub-Task A. Legal Named Entity Recognition
(L-NER)

• Sub-Task B. Legal Natural Language Infer-
ence (L-NLI)

Participants can choose either of the two sub-task
or both. We participate in Sub-Task B, defined as
below.

2.1 Subtask B
Legal Natural Language Inference (L-NLI) Given
a premise summarizing a class action complaint
and a hypothesis from an online media text, the
task is to determine if the relationship is entailed,
contradicted, or neutral, indicating any association
between the review and the complaint.

In contrast to NER which can help in detecting
legal violations within unstructured textual data,
the NLI task assists in associating these violations
with potentially affected individuals.

2.2 Dataset
To facilitate the L-NLI task, the participants are
provided with a dateset constructed based on pre-
vious class action cases and legal news. The latter
is done by first summarizing the news to create the
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Domain Labels #Samples
#E/#C/#N

Consumer
Protection

16/17/29 62

Privacy 56/54/53 163
TCPA 26/27/21 74
Wage 6/3/4 13
Total 104/101/107 312

Table 1: Distribution of L-NLI Task Training Data, in-
cluding the number of samples (column 3) and the class
distribution (column 2) under each legal domain, where
the classes ’Entailed’ (E), ’Contradicted’ (C), and ’Neu-
tral’ (N) are denoted using their first letters respectively.

premise, and generating a hypothesis using GPT-4
(Achiam et al., 2023) and subsequently validated
by domain experts.

The data covers 4 legal domains namely Con-
sumer Protection, Privacy, TCPA and Wage. In
total, the data comprises 312 labeled samples (See
Table 1). This is clearly small in size which makes
the task quite challenging due to the risk of over-
fitting and limited generalization.

3 Our Approach

Natural language inference (NLI) is the task of de-
tecting inferential relationships between a premise
text and a hypothesis text (Dagan et al., 2010; Ro-
manov and Shivade, 2018; Storks et al., 2019),
which is considered fundamental in natural lan-
guage understanding (NLU) research (Bowman
et al., 2015). In L-NLI task, the premise is a sum-
mary of a class action complaint and the hypothesis
an online media text, and the objective is to deter-
mine if the relationship is ’entailed’, ’contradicted’,
or ’neutral’.

Several NLI systems have been proposed in
the literature (Bowman et al., 2015; Storks et al.,
2019), and can be adapted for the L-NLI task.
(Bernsohn et al., 2024) investigated this by fine-
tuning popular Small language models, such as
BERT and RoBERTa, and reported that the mod-
els struggled with the task. Also, using their legal
counterparts, like Legal-BERT (Chalkidis et al.,
2020), Legal- RoBERTa (Chalkidis et al., 2023),
and Legal- English-RoBERTa (Niklaus et al., 2023)
models also did not lead to much improvements.
This can be attributed to the small data, as most
of the models typically assume sufficiently large
number of labelled data. This is particularly true

for NLI which is essentially a 3-way sentence pair
classification problem.

In comparison, LLMs are reported to learn rel-
atively better in low data situations and general-
ize well to out-of-distribution (OOD) test data sets
(Brown et al., 2020). This is in part due to their
pre-training on variety of datasets, eg. SNLI and
MNLI, as supported by the preliminary results of
(Bernsohn et al., 2024) using fine-tuned Falcon (Al-
mazrouei et al., 2023) and Llama (Touvron et al.,
2023) models.

In our work, we perform a more extensive study
by considering more LLM’s and explore vari-
ous LLM based strategies and techniques, beyond
prompt engineering, for maximizing performance
in the given task.

3.1 Vanilla Fine-tuning of LLM’s
We consider several popular LLM’s and fine-tune
the models using the task-specific labeled data.
This helps in adjusting the parameters of a pre-
trained large language models to the L-NLI task.
However, as the training data is too sparse, we do
not use full fine-tuning but instead resort to Param-
eter Efficient Fine-Tuning (PEFT) (Houlsby et al.,
2019). PEFT is a technique used to improve the
performance of pre-trained LLMs on specific down-
stream tasks while minimizing the number of train-
able parameters. It offers a more efficient approach
by updating only a minor fraction of the model
parameters during fine-tuning. PEFT technique se-
lectively modifies only a small subset of the LLM’s
parameters, typically by adding new layers or mod-
ifying existing ones in a task-specific manner. This
approach significantly reduces the computational
and storage requirements while maintaining com-
parable performance to full fine-tuning. We adopt
QLoRA (Dettmers et al., 2024), which applies a
low-rank approximation to the weight update ma-
trix and also quantizes the weights of the LoRA
(Hu et al., 2021) adapters resulting in reduced mem-
ory footprint and storage requirements.

3.2 Data Augmentation
Data augmentation involves the adoption of new
methods aimed at improving model efficacy by
enriching training data diversity without necessitat-
ing further data collection efforts. Data augmenta-
tion using LLMs has heralded innovative learning
paradigms, marking a significant departure from
traditional methods (Ding et al., 2024). In our case,
we employ data augmentation to address the chal-
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lenging categories such as ’Wage’ which has only
13 samples in total. We explore various strategies
including 1. Data creation which leverages the
few-shot learning ability of LLMs to create a large
synthetic dataset; 2. Data labeling which uses the
LLM to label existing datasets; 3. Data reforma-
tion which transforms existing data to produce new
data.

3.3 LLM Ensembleing

Open-source LLMs exhibit diverse strengths and
weaknesses due to variations in data, architectures
and hyperparameters, making them complementary.
Often there does not exist one LLM that dominates
the competition for all examples. Thus, it is at-
tractive to ensemble the output of the best LLMs
(based on input, task and domain) to give consis-
tently superior performance across examples. By
combining their unique contributions; the biases,
errors and uncertainties in individual LLMs can be
alleviated, resulting in outputs aligned with human
preferences (Rajamanickam and Rajaraman, 2023;
Yang et al., 2023).

In our experiments, we pool multiple LLM’s and
explore ensembling their individual predictions us-
ing voting strategies to improve overall robustness
and accuracy.

Our experiments and results are described in
detail in the following section.

4 Experiments & Results

In the L-NLI challenge dataset, there are 312 in-
stances distributed across 4 legal domains (See Ta-
ble 1). For training the models, we randomly split
the instances into 80% training and 20% validation,
repeat the experiments five times and report the
average performance. The results are presented
below, where performance metrics are quoted in %
for easier interpretation, unless stated otherwise.

The experiments were executed on NVIDIA-
GeForce RTX 2080 series with eight cores of GPU
machines with 8*12 GB of memory for all our ex-
periments. Also, to train T5 large models, we have
used NVIDIA-GeForce Tesla V100 series SXM2-
32GB with 5 cores of GPU machines. Models
were trained for 3-5 hours for training and reason-
ing. The pretrained weights for the transformers
prior to fine-tuning were from the HuggingFace
NLP Library.

Model Val (Macro F1)
T5-base 81.4

Falcon-7b 88.4
Llama2-7b 86.6
Gemma-7b 84.5

Data Augmentation 84.5
LLM Ensembling 89.4

Table 2: Comparison of performance of the models
explored in our experiments.

4.1 Approach 1: (Vanilla Fine-tuning of
LLM’s) :

We first evaluated a basic fine-tuning approach. We
considered SOTA LLM’s such as Llama2-7b (Tou-
vron et al., 2023), Gemma-7b (Team et al., 2024).
Additionally, we included Falcon-7b (Almazrouei
et al., 2023) as it had good reported performance
(Bernsohn et al., 2024). Also included was T5
(Raffel et al., 2020) to serve as a baseline.

We adopted QLoRA fine-tuning, which applies
a low-rank approximation to the weight update ma-
trix and also quantizes the weights (Dettmers et al.,
2024). For parameter settings, we use a QLoRA
rank of 64, alpha of 32, and trained the models for
20 epochs with an initial learning rate of 2e-4, and
a dropout rate of 0.25.

We observed that Falcon-7b performed surpris-
ingly better than SOTA models like Llama and
Gemma, and achieved 88.4% on validation data.
Hence we decided to adopt it for further studies.

4.2 Approach 2: (Data Augmentation) :

We considered Falcon-7b, and employed data aug-
mentation specifically to address the challenging
category ’Wage’ which has only 13 samples in to-
tal. In particular, we adopted data creation, labeling
and reformation strategies to augment the training
data, as below.

Using GPT-4 (Achiam et al., 2023), we created
additional data using prompt engineering by first
leveraging the few-shot learning ability to create
synthetic samples and labels. Then, for each source
sample, say ’Entailed’, transform existing sample
to produce samples for ’Contradict’ and ’Neutral’.
Thus we triple the labeled data and use random
sampling to create train/val sets.

However, fine-tuning with the augmented data
resulted in F1 score below that of unaugmented
data, and so we abandoned it.
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Domain Labels #Samples
#E/#C/#N

BIPA 14/4/4 22
Consumer 4/1/3 8
Data Breach 8/5/7 20
TCPA 5/2/2 9
VPPA 2/2/2 6
Wage 7/1/11 19
Total 40/15/29 84

Table 3: Distribution of L-NLI Test Data, including the
number of samples (column 3) and the class distribution
(column 2) under each legal domain, where the classes
’Entailed’ (E), ’Contradicted’ (C), and ’Neutral’ (N) are
denoted using their first letters respectively.

4.3 Approach 3: (LLM Ensembling) :

Ensembling aims to combine the outputs of mul-
tiple LLMs (based on input, task and domain) so
as to achieve better accuracy and robustness across
all samples. Towards this, we trained 3 instances
of Falcon-7b, each with a different set of randomly
split (80-20) training data. (Ideally a partitioned
data is preferred but due to small size we decided
against it. ) We ran inference individually on the 3
models, and aggregated the predictions using ma-
jority voting. This ensemble approach achieved
the best score (See Table 2), making it as our final
submission.

We planned to perform extensive ensembling ex-
periments using different LLM’s, data sizes, etc.
but could not complete them due to resource limi-
tations. This deserves further study.

4.4 Analysis of Test Results

The test results and the data with target labels were
announced soon after submission deadline. Our
system achieved a Macro F1 score of 78.5% on test
data, and ranked 2nd among all teams submissions.

Table 3 provides details about test data statistics.
We note that the test data is from 6 domains, com-
pared to 4 domains in training data. This clearly
requires OOD performance, and possibly the rea-
son for the significant drop in F1 from validation
score.

As further investigation, we performed error
analysis using two types of classification errors
(Bernsohn et al., 2024): first-class errors, which
involve confusions between "Contradict" and "En-
tailed", and second-class errors, which are misclas-
sifications of "Contradict" or "Entailed" as "Neu-

Domain #Correctly #Misclassified
Classified

BIPA 13 9
Consumer 7 1
Data Breach 18 2
TCPA 8 1
VPPA 4 2
Wage 13 6
Total 63 21

Table 4: Performance of our final model on the Test
Data, across the 6 domains included in the data

tral". Our final model had 21 Class-2 errors, and
no Class-1 errors, which implies that the model has
difficulty in identifying edge cases whether there is
violation or not.

We present a distribution of errors across the
domains in Table 4. The model performed well
on Consumer, Data Breach and TCPA which had
similar ones in training set. In contrast, the pro-
portion of errors in the unseen domains BIPA and
VPPA were significantly larger. Similar perfor-
mance degradation was also observed for ’Wage’
which can be recalled as one that had too few train-
ing samples.

In summary, we conclude that our LLM ensem-
ble model performed fairly well for identifying
legal violations, though there is scope for further
improvements in tackling small data and OOD sit-
uations.

5 Discussion and Conclusion

This paper described our system for LegalLens-
2024 Shared Task that aims to automatically
uncover legal violations from unstructured text
sources and assign potential victims to these vi-
olations. We participate in Subtask B, called Legal
Natural Language Inference (L-NLI), that aims to
predict the relationship between a given premise
summarizing a class action complaint and a hy-
pothesis from an online media text, indicating any
association between the review and the complaint.

This task is challenging in view of the limited
labelled data, and hence we explored various ap-
proaches for data-efficient learning with LLM’s,
such as PEFT fine-tuning, Data Augmentation and
LLM Ensembling. In the end, our ensemble ap-
proach performed the best and achieved a Macro
F1 score of 78.5%, and ranked 2nd among all teams
submissions. The key findings are:
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- LLM Fine-tuning improves zero-shot and few-
shot performance. This possibly implies that spe-
cific domains can benefit from task specific training
data even if smallish in size.

- The performance of various LLM’s overall are
somewhat close. Though Falcon emerged as the
winner, the margins were not huge, and our T5
baseline was not far behind.

- Simple data augmentation may not be enough
to guarantee improved performance. More careful
data generation and possibly some human involve-
ment is required.

- Ensemble approach has strong promise to
achieve robust performance across all examples.

In summary, our research highlight the challenge
of legal violation identification in real-life, and the
limitations of SOTA LLM’s. This further suggests
that there is ample room for model improvement
and scope for possible future work, especially un-
der limited data settings.

Limitations

Our work explored various LLM strategies for iden-
tifying legal violations under small data settings,
but is clearly preliminary. We were limited by
resource constraints and so could not do explore
fine-tuning very large models (11b or bigger) or try
other data augmentation experiments, along with
extensive hyperparameter optimization. A more
rigorous experimentation may be required to fur-
ther validate the findings of the paper.
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