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Abstract

Large Language Models (LLMs) perform out-
standingly in various downstream tasks, and
the use of the Retrieval-Augmented Genera-
tion (RAG) architecture has been shown to im-
prove performance for legal question answering
(Nuruzzaman and Hussain, 2020; Louis et al.,
2024). However, there are limited applications
in insurance questions-answering, a specific
type of legal document. This paper introduces
two corpora: the Quebec Automobile Insur-
ance Expertise Reference Corpus and a set of
82 Expert Answers to Layperson Automobile
Insurance Questions. Our study leverages both
corpora to automatically and manually assess
a GPT4-o, a state-of-the-art LLM, to answer
Quebec automobile insurance questions. Our
results demonstrate that, on average, using our
expertise reference corpus generates better re-
sponses on both automatic and manual evalua-
tion metrics. However, they also highlight that
LLM QA is unreliable enough for mass utiliza-
tion in critical areas. Indeed, our results show
that between 5% to 13% of answered questions
include a false statement that could lead to cus-
tomer misunderstanding.

1 Introduction

To protect their financial situation and property, ve-
hicle owners and homeowners need to buy property
damage insurance. However, most people have
little to no proper knowledge of insurance prod-
ucts, and rely on insurance representatives to help
them properly select and comprehend these prod-
ucts (RLRQ, 2004; AMF, 2019). As a result, in or-
der to protect the public, insurance regulators, such
as the “Autorité des marchés financiers” (AMF) in
Quebec, make sure that insurance representatives
are well-trained and educated, and that insurers
properly inform their customers (AMF, 2024a).

However, customers are increasingly interested
in buying insurance products online (Claire et al.,

∗Contributed equally to this work.

2018). This change impacts how an insurer can
adequately inform their customer. Traditionally,
customers buy products in person or through phone
insurance representatives, which allows an insur-
ance expert to help the customer understand the
different products and buy the correct one. With an
online sale, customers are left to gather information
by themselves (AMF, 2018; Johnson, 2018). More-
over, insurance is regulated locally, which means
that insurance products, coverages and laws are
different from one jurisdiction to the next. Conse-
quently, while many resources are available online,
such as “infoassurance” (IBC and GAA, 2024),
only the limited set of resources from one’s own
locality are applicable, and customers must take
care not to get information from elsewhere.

The rapid progress in natural language process-
ing and the growing availability of insurance data
present unprecedented opportunities to bridge the
gap between people and insurance knowledge. For
instance, legal text summarization (Shukla et al.,
2022) holds the potential to simplify complex le-
gal documents for laypeople. Similarly, insurance
question-answering (QA) could offer affordable,
expert-like assistance to non-expert customers.

To this end, we present an end-to-end approach
aimed at generating high-quality answers to Que-
bec automobile insurance questions. Our method-
ology harnesses the popular “Retrieval-Augmented
Generation” (RAG) approach. The main contribu-
tions of this work are therefore:

1. The creation and release of a Quebec Automo-
bile Insurance Expertise References Corpus1;

2. The creation and release of a corpus of 82 Expert
Answers to Laypeople Automobile Insurance
Questions2;

1https://github.com/GRAAL-Research/quebec-insurance-
rag-corpora

2https://github.com/GRAAL-Research/quebec-insurance-
rag-corpora
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3. A set of experiments to assess the performance
of GPT-4o, a state-of-the-art LLM, on our QA
corpus, including a manual evaluation of the
generated answers.

This paper is outlined as follows: first, we study
the relevant questions-answering legal RAG re-
search and its related corpora in Section 2. Then,
we propose our corpora in Section 3, and in Sec-
tion 4, Section 5 and Section 6 we present a set of
experiments aimed at evaluating the performances
of GPT-4o at answering Quebec automobile insur-
ance questions. Finally, in Section 7, we conclude
and discuss our future work.

2 Related Work

Legal-Domain QA RAG The advent of large
language models (LLMs) has led to advances in
many previously arduous tasks, such as in the appli-
cation of the RAG concept in QA tasks, which has
attracted a great deal of research interest in recent
years (Pipitone and Alami, 2024). Answering legal
questions has always been more complex due to the
inherent difficulties of exploiting specialized texts
that stem from handing specialized terminology
(Wiratunga and Ram, 2011) and intricate sentence
structures (Katz et al., 2023). Recently, Louis et al.
(2024) has presented an end-to-end methodology
to generate answers to any statutory law question
leveraging a RAG architecture, along with a long-
form legal question answering dataset comprising
1,868 expert-annotated legal questions in French.
Likewise, the insurance sector, with its complex
documents and nuanced information, could benefit
from these advancements. Consequently, although
research is mainly focused on the legal field, there
is also a growing interest in the insurance sector, in-
cluding for insurance RAG. Nuruzzaman and Hus-
sain (2020) have presented a chatbot that generates
accurate and contextual responses by identifying
intentions and entities while ensuring semantic rel-
evance and meaning of responses. It is trained on
domain-specific datasets to understand insurance-
specific terms and information. It notably uses
RAG strategies to generate responses. Likewise,
Na et al. (2022) focuses on a single-turn dialogue
covering insurance QA on a Korean dataset to re-
spond to insurance customers.

Legal and Insurance Corpora The number of
datasets available in the legal and insurance do-
mains has increased in recent years (Martinez-Gil,

2023; Cui et al., 2023). One example is CUAD
(Hendrycks et al.), a dataset for legal contract
review that includes 13,000 human annotations.
The first insurance QA dataset was proposed by
Feng et al. (2015), and consists in 16,889 question-
answer pairs; they also conducted experiments to
assess different approaches at answering insurance
questions. More recently, Butler (2023) have pro-
posed a corpus of 2,124 synthetic question-answer
pairs concerning Australian law. The corpus was
generated using GPT-4 and the Open Australian
Legal Corpus, but the answers were not reviewed
by an insurance expert. However, as of yet, no such
corpus exists for automobile insurance questions.

3 Corpora

This section describes the two corpora we created
for our work: our French corpus of automobile
insurance expertise references documentation for
the Province of Quebec (Canada), and our French
corpus of 82 layperson questions about Quebec
automotive insurance and their expert answers and
annotations. First, we will describe our process for
creating each corpus3 and then present some key
statistics.

3.1 Corpus Creation

3.1.1 Quebec Automobile Insurance Expertise
Reference Corpus

This corpus is composed of a set of documents
extracted from seven official and reliable online
sources about automobile insurance in Quebec.
These sources have been selected in partnership
with a Canadian insurance company. They have
been divided into the following four categories:

• The Laws category includes two pieces of provin-
cial legislation related to Quebec automobile in-
surance. The first one is the Loi sur l’assurance
automobile (Quebec, 2024), which establishes
the regulations governing insurers and insureds
in Quebec. The second one is the Code de sécu-
rité routière (Quebec, 2016), and it governs the
use of all motorized vehicles and pedestrians on
public roads to ensure safety.

• The F.P.Q. 1 category includes the manually
extracted Quebec mandatory-approved automo-
bile insurance contracts (AMF; Beauchemin and
Khoury, 2023). The F.P.Q. 1 is divided into civil

3We also discuss the risk of data leakage in our Limitations
section.
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liability and property damage. Optional cover-
ages are described in endorsements. We have
included one realistic synthetic contract that in-
cludes all available endorsements.

• The Insurance Regulator Educative Resources
category includes informative resources from the
AMF, Quebec’s regulatory body for financial and
insurance products and services (AMF, 2024a).
We included its educational information related
to automobile insurance for customers.

• The Domain-Specific Educative Resources cat-
egory includes educative resources from four
insurance domain organizations. They all pro-
pose various educational resources to the public
through their online blog. The first, the Cham-
bre de l’Assurance de Dommages, is the regula-
tory body that oversees the training and ethics of
insurance agents, brokers and claims adjusters
(ChAD, 2024). The second, the Groupement des
Assureurs Automobiles, is the association of all
home and car insurance insurers in Quebec. It
oversees and develops various mechanisms to im-
prove the property damage system (GAA, 2024).
The third, Éducaloi, is a non-profit organization
created by the Quebec Ministry of Justice that
informs the public on legal matters, such as insur-
ance products (Éducaloi, 2024). Lastly, Infoas-
surances is an insurance information website cre-
ated by the Insurance Bureau of Canada and the
Groupement des Assureurs Automobiles for the
purpose of “properly informing customers about
property insurance” (IBC and GAA, 2024).

We have selected 21 online documents from
these sources that focus on the subject of “auto-
mobile insurance”. The documents can be pieces
of legislation, legal insurance documents, informa-
tive resources, or informative blog articles. The
content of each document has been manually ex-
tracted and cleaned to remove trailing whitespace,
along with paragraphs that are either “replaced” or
“repealed” in a piece of legislature.

3.1.2 Corpus of Expert Answers to
Laypeople’s Automobile Insurance
Questions

This corpus comprises a set of French questions and
answers related to automotive insurance in Quebec.
They were manually extracted from highly-reliable
sources that were selected in partnership with a
Canadian insurance company, like for the previous
references corpus. Our selected sources are divided

into the following four categories:

• The Quebec Insurance Company FAQ category
includes question-answer pairs taken from the
FAQ web pages of four insurers’, namely, Beneva
(Beneva, 2024), Desjardins Assurances (Des-
jardins Assurances, 2024), Belairdirect (Belairdi-
rect, 2024) and Sonnet (Sonnet, 2024). These
insurers have been selected based on two selec-
tion criteria. First, they must sell automotive
insurance in Quebec. Second, the questions in
their FAQ must not overlap with those of other se-
lected insurers. For example, Intact Assurance’s
(Intact Insurance, 2024) FAQ is identical to Be-
lairdirect’s, since both companies belong to the
same corporation4, and therefore that insurer was
excluded.

• The Regulator category includes insurance pro-
fessional practice examination questions and an-
swers from the regulator (AMF, 2024b).

• The Domain-Specific Educative Resources cat-
egory includes question-answer pairs available
through two educative resources and blogs from
insurance sector organizations, namely the Cham-
bre de l’Assurance de Dommages and Infoassur-
ances. These two sources are also used as ref-
erence sources. We have carefully ensured no
overlap between the extracted questions and the
extracted reference content from these sources.

• The Quebec Public Automobile Insurance
Plan category includes question-answer pairs
from the Quebec government agency responsible
for the automobile insurance plan that covers all
bodily injuries (SAAQ, 2024).

We extracted 82 question-answer pairs from
these sources, along with a category for each pair.
Seven categories were extracted from the sources;
each question is related to one of the following
categories:

• Legal Obligations are questions related to the
insuree’s and insurer’s legal obligation. For ex-
ample, it could be a question about the minimum
amount of civil liability insurance required.

• Civil Liability Coverage are questions related
to civil liability coverage. This could be for ex-
ample a question about how a civil liability claim
works.

• Property Coverage are questions related to at-
fault accidents and the scope of property damage

4https://www.intactfc.com/en
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protection. For example, there could be a ques-
tion about how to file an at-fault claim.

• Endorsement are questions related to any en-
dorsements in insurance contracts. For example,
it could be a question about the protections found
in an endorsement.

• Terms and Conditions are questions related to
an insurance contract’s general terms and con-
ditions. It could be a question about the conse-
quence of a customer not paying their premium
for instance.

• General are questions related to the general ele-
ments of the insurance sector. One example could
be a question about why insurance companies use
credit scores during the insurance proposal.

• Public Automobile Insurance Plan are ques-
tions related to bodily injury coverage offered by
the public automobile insurance plan in Quebec.
This for example could be a question about the
program coverage and exclusions.

3.2 Corpora Analysis

Table 1 presents some key statistics of our French
corpora and similar English insurance QA corpora
introduced in Section 2. For the English insurance
QA corpora, we have used their latest official ver-
sion5. All statistics were computed using SpaCy’s
latest language-specific tokenizer (Honnibal et al.,
2020). They exclude new lines (\n), whitespaces,
punctuations and some special characters (<, >, |
and $). Moreover, to evaluate the reading complex-
ity level of the contracts, we compute readability
scores using the frequently used Flesch-Kincaid
formula (Flesch, 1948). It computes a score using
a scale from 0 (hardest) to 100 (easier) to assess
the readability level. We will first analyze our refer-
ence corpus and then compare our QA corpus with
similar corpora using Table 1.

3.2.1 Our References Corpus Analysis
In Table 1 (left side), we see that all four sources
share relatively similar statistics. Indeed, the av-
erage number of lexical words (LW), average sen-
tence lengths (both), and average number of sen-
tences are relatively similar. Moreover, since legal
documents are known to be complex and lengthy
and to use specialized vocabulary (Katz et al.,
2023), we can see that the average number of to-
kens, lexical richness and average Flesch-Kincaid

5https://github.com/shuzi/insuranceQA,
https://huggingface.co/datasets/umarbutler/open-australian-
legal-qa

score are lower than the two other types of docu-
ments.

3.2.2 Question-Answering Corpora
Comparison

We can see in Table 1 (right side) that our QA
corpus shares similar patterns to the other corpora.
Indeed, for all corpora, the questions use less than
half the vocabulary size as the answers and are
half as long in terms of tokens, LW, number of
sentences, and average sentence length as the an-
swers. They are also easier to read than the answers
based on the Flesch-Kincaid score. However, ours
is significantly smaller compared to other similar
corpora due to its nature. Indeed, the other two
similar corpora focus on the broader insurance do-
main. For example, Insurance QA includes ques-
tions about all types of insurance (property, life,
and health) throughout the USA. In contrast, our
corpus focuses on a single insurance product for a
single province in Canada.

4 QA Methodology

This section details our methodology for leveraging
a large language model (LLM) to answer insurance
questions. Our choice of architecture is similar to
Louis et al. (2024), Ajmi (2024), and Wiratunga
et al. (2024). We use a RAG architecture to in-
ject domain expertise into an LLM generation for
QA. Like the previous authors, our RAG architec-
ture is inspired by the concept of “advanced RAG”
(Gao et al., 2023), an architecture that adds a pre-
and post-retrieval steps to the traditional process-
ing. Our architecture was built using LangChain
(Chase, 2022), a Python framework that consoli-
dates the various components of the RAG archi-
tecture. As illustrated in Figure 1, first, a retriever
selects a small subset of insurance documents from
our reference corpus (red), some relevant to the
question and some not. Then, a generator condi-
tions its answer on the subset of articles returned
by the retriever (blue). We describe these two com-
ponents in details in the following subsections.

4.1 Retriever

The function of our retriever component is to ex-
tract from our reference corpus portions of texts,
such as sentences or paragraphs, that are relevant
to a question and to present them at the forefront
of the returned results. It is a two-step operation
consisting of pre-processing and retrieval steps.
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References Corpus Our QA Corpus Australian Legal QA Insurance QA
Laws F.P.Q. 1 Regulator Sector Avg Questions Answers Questions Answers Questions Answers

Number of QA pair N/A N/A N/A N/A N/A 82 2,124 16,889
Vocabulary size 4,638 1,751 1,038 1,029 6,201 367 950 6,657 13,583 3,658 19,355
Avg number of tokens 89.41 87.43 115.52 109.83 90.60 14.45 57.98 26.03 85.99 7.36 99.98
Avg number of LW 38.95 42.14 51.2 49.71 40.20 6.68 25.67 14.57 44.6 4.03 45.91
Avg number of sentence 4.13 8.12 7.33 7.12 4.96 1.24 3.00 1.41 3.12 1.00 5.42
Avg sentence length (tokens) 21.37 11.81 17.05 16.67 19.56 12.22 20.86 21.09 31.22 7.32 19.57
Avg sentence length (LW) 9.25 5.89 7.61 7.51 8.61 5.59 9.34 11.74 16.52 4.02 9.12
Lexical richness 0.11 0.18 0.37 0.36 0.10 0.48 0.37 0.21 0.14 0.05 0.02
Avg Flesch-Kincaid score 46.67 56.45 61.41 65.6 49.31 73.66 60.19 55.8 46.1 71.25 66.78

Table 1: Aggregate statistics of our French corpora and similar English insurance QA corpora introduced in Section 2.
“Avg” stands for average, “LW” for lexical words.

Figure 1: A representative instance of the 3-steps RAG process applied to question answering. 1) Indexing:
Documents are split into chunks, and encoded into vectors in a vector database. 2) Retrieval: Retrieve the Top k
chunks most relevant to the question based on semantic similarity. 3) Generation: Input the original question and
the retrieved chunks together into LLM to generate the final answer. The illustration is taken from Gao et al. (2023).

4.1.1 Pre-Processing

During the pre-processing step, all our documents
in the reference corpus go through a two-step pre-
processing stage to prepare our document for our
retrieval algorithm. The first step is to split the doc-
ument into smaller chunks of text (i.e. chunking).
Based on the best practices for RAG in Wang et al.
(2024), we use a fixed chunk size of 500 charac-
ters which gives optimal performance for document
search since it standardizes their size for better sim-
ilarity search results. Moreover, legal documents
are similar to the financial reports of Yepes et al.
(2024) because they use a standard structure to
present their content. For example, laws are di-
vided in chapters composed of articles relevant to
their subject, which are in turn composed of sub-

articles related to the main article. We thus process
the documents using a parent-child split function
to capture this structure. However, the complete
chunk is also supplied for generation when the sim-
ilarity function is performed during retrieval on the
child-split. Namely, if a sub-article is extracted as
a relevant text, the main article’s text chunk will be
provided, not only the sub-article.

The second step is to encode all chunks into
dense embedding representation for retrieval. To
do so, we use text-embedding-ada-002
(Greene et al., 2022), a 1,536 dimension multilin-
gual all-purpose embeddings model proposed by
OpenAI. This embedding model has proven suc-
cessful in the insurance field (Mohanan, 2024).
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4.1.2 Retrieval

The retrieval step seeks to retrieve a sub-
set of articles using an algorithm that
leverages dense word embeddings (i.e.
text-embedding-ada-002) for retrieval.
Our retrieval process is a 3-step process that uses
the question as a query. First, the question is
encoded using the retriever embedding model.
Second, using our dense retriever, we retrieve the
top-5 relevant documents from the reference
corpus using cosine similarity to measure the
semantic similarity between the query and each
document. Third, we merge all relevant reference
documents using a context compressor (Cheng
et al., 2024). This compressor calls an LLM
for each reference using the extracted document
(context), the user query, and a formatted prompt
that specifies the compressor’s task. With this
prompt, the LLM is asked to return only the
relevant part of the context given the query and,
if needed, reformulate the context in certain
difficult-to-understand cases, as is sometimes the
case with technical legal texts. The compressor
reduces the context size, thus keeping the prompt
size within an acceptable range, in order to prevent
certain issues. Indeed, it is known that excessively
large prompts can degrade the quality of answer
generation (Levy et al., 2024). Moreover, a
lost-in-the-middle effect can cause a language
model to omit information contained in the middle
portion of the prompt (Liu et al., 2024). This
approach helps merge content from different
sources to create a better-contextualized reference
document for an LLM to generate an answer
(Wang et al., 2024).

4.2 Generation

Our generator’s goal is to formulate an exhaustive
and concise answer to an automotive insurance
question based on the information provided by the
retrieval process. Our generator uses GPT-4o, the
latest OpenAI LLM model. The prompt is con-
structed using the question and the context obtained
from the retrieved reference documents, along with
specific task instructions designed to guide the
LLM in formulating a comprehensive and accu-
rate answer.

As shown in Figure 2 and Figure 3, we have
used two prompts for our experiment. The first
(Figure 2) is a zero-shot prompt where the LLM is
simply asked to answer the question. The second

(Figure 3 is a domain-specific prompt that gives
additional information to support the LLM. In each
prompt, {input} corresponds to the question,
and {context} to the retrieved references.

Répondez à la question suivante EN FRANÇAIS.

Voici la question: {input}.

(a) Basic zero-shot prompt adapted from Kew et al. (2023)
followed by the input question to respond to.

Answer the following question IN FRENCH.

Here’s the question: {input}.

(b) Translation of the prompt presented in Figure 2a.

Figure 2: Zero-shot prompt used for text generation.
Blue boxes contain the task instructions. Yellow boxes
contain the prefix for the model to continue.

Vous êtes un expert en assurances automobile dans le domaine de l’assurance
de dommages. Vous répondez à des questions EN FRANÇAIS liés à
l’assurance automobile AU QUÉBEC. Vous utilisez le contexte fourni ci-bas.
Répondez EN PHRASES COMPLÊTES et soyez concis.

Voici la question: {input};
Voici le contexte : {contexte}.

(a) Domain-specific prompt with prompt engineering (i.e. role,
task, domain of application) adapted from Kew et al. (2023)
followed by the input question to respond to.

You are an automobile insurance expert in the property and casualty insurance
field. You are answering questions in FRENCH related to automobile insurance
in QUEBEC. Use the context provided below. Answer in FULL PHRASES
and be concise.

Here’s the question: {input};
Here’s the context: {context}.

(b) Translation of the prompt presented in Figure 3a.

Figure 3: Prompt used for text generation. Blue boxes
contain the task instructions. Yellow boxes contain the
prefix for the model to continue.

5 Experiments

The goal of our experiments is to assess whether
an LLM can adequately answer technical questions
with complex answers, namely Quebec insurance
questions, with or without a RAG architecture. To
achieve this, we conduct experiments to automati-
cally and manually evaluate six approaches.

5.1 Experimentation Setup
Baseline For our baseline, we use our zero-shot
prompt to assess GPT-4o out-of-the-box capabil-
ities to answer Quebec insurance questions. We
label it Zero-shot in our result tables.

RAG Architecture Approaches For our other
five experiments, we use our RAG architecture
described in Section 4 and the domain-specific
prompt, with an increasing number of reference
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sources. Namely, we start with an approach that
uses no references. The difference between this
approach and the baseline is only prompt engi-
neering. Then, we incrementally add in reference
sources. The next approach only uses the Laws
source, the following adds the F.P.Q. 1, then we
add the AMF reference, and finally we add the ed-
ucative resources to use all four references. We
label these five approaches, No references,
Laws, Laws, F.P.Q. 1, Laws, F.P.Q.
1, AMF and All references respectively.

5.2 Evaluation
5.2.1 Automatic Evaluation
Following Chen et al. (2019), we evaluate the ac-
curacy of machine-generated answers compare to
reference answers using three N -grams based met-
rics: BLEU-{1, 4, AVG} (Papineni et al., 2002),
ROUGE-{1, 2, L} (F1-Score) (Lin and Och, 2004)
and METEOR (Banerjee and Lavie, 2005) scores.
We also use two deep similarity metrics that mea-
sure the similarity between a machine-generated
text and a reference document to compute “how
semantically related are those two documents” us-
ing words embedding: BERTScore (Zhang et al.,
2019), and MeaningBERT (Beauchemin et al.,
2023). Each metric uses a slightly different ap-
proach to compute this similarity. The first feeds
the machine- and human-generated documents sep-
arately through a BERT model, then computes
a token-by-token alignment between the docu-
ments using pairwise cosine similarity. The second,
MeaningBERT, uses a fine-tuned pre-trained BERT
model train to predict how similar two documents
are; the model aims to maximize its correlation
with human evaluation. We report the results aver-
aged over five restarts from different random seeds.

5.2.2 Manual Evaluation
To discern the strengths and shortcomings of our
generator with or without using an RAG architec-
ture, we conduct a detailed manual analysis of all
question-answer pairs. Inspired by Chartier et al.
(2024) and Baray et al. (2024), we, in partnership
with our insurance partner, have developed an eval-
uation guide with an exam-like setup to evaluate
each pair.Based on the expert answers, we defined
a set of criteria, or key elements that a machine-
generated answer must include. To evaluate each
criterion, we developed a grading scale inspired by
the one used by Chartier et al. (2024) and Baray
et al. (2024); this scale is presented in Table 2. In

Grade Description

-1 The system gives a false answer for the criterion i.
For example, an answer states that civil liability
covers property damage on the insured car if the
owner is responsible, which is false.

0 The system does not give a proper answer to the
criterion i or give an answer at all.

1 The system gives an incomplete answer to the
criterion i.

2 The system gives a complete answer to the crite-
rion i.

Table 2: Our evaluation grading scale to evaluates a
machine-generated answer using a set of criteria.

case of a false answer to a criterion, we penalize
the score with a negative point since an erroneous
answer could mislead the customer or hinder their
understanding of an insurance product. On the
other hand, a complete answer to a criterion results
in the maximum score of 2 points. In total, 288 cri-
teria have been extracted from the human answers.
On average, each question has 3.51 criteria with a
standard deviation of 1.75. The maximum grade a
system can receive is 288 × 2 = 576 points, and
the lowest is −288 points when a system always
gives a false answer.

Since we ran 5 runs of each setup with random
restarts, we randomly select one of the five for
our manual evaluation. One of the authors, with
ten years of experience in Quebec Insurance, con-
ducted the evaluation. Appendix A presents the
evaluation interface used for our evaluation (in
French). During the evaluation, the evaluator is
randomly presented with a randomly-selected gen-
erated answer from one of the six experimental
setups, and he does not know which approach he
evaluate.

6 Results

In this section, we present and discuss both our
quantitative and qualitative results. We also have
conducted an ablation study that also use each
source individually in Appendix B.

6.1 Quantitative Results

The left-hand side of Table 3 presents the results
of the automatic metrics averaged over the five
random restarts, with bolded value indicating the
best score. First, we observe that, for all automatic
metrics, on average, the All references ap-
proach outperforms other methods. Moreover, this
method’s BLEU, ROUGE, and METEOR scores
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indicate that it gives answers using a vocabulary
similar to that of humans in the ground truth. These
scores are 40% to 300% higher than the zero-shot
baseline approach. It shows that using all our ref-
erences greatly improves the LLM’s ability to an-
swer questions properly. However, surprisingly,
the second best approach is the No reference
approach, which outperforms approaches using the
same prompt along with a subset of our references.
We hypothesize that using Laws and other juridical
documents confuses the LLM and generates longer
text that are penalized by automatic N -grams met-
rics. We will explore and discuss this in the follow-
ing section.

A second observation is that the approach with
the highest variation in performance over the five
restarts is All references. Indeed, this ap-
proach’s standard deviation is the highest of all
setups, and is nearly three times higher than the
lowest one. It indicates that using this approach
can also yield suboptimal generations.

Finally, to further assess our approaches’ perfor-
mance, we report the two best approaches z-test sig-
nificance test in Table 4. Our null hypothesis is that
the pair of approaches have equal performances,
meaning that values smaller or greater than |1.96|
allow us to reject the null hypothesis with α = 0.05.
A positive value means that the No references
model (left) performs significantly better than the
All references (right), and a negative value
means the opposite. We can see that for most met-
rics, All references has a significantly better
performance compared to No references; we
can conclude that All references is better
than No references.

6.2 Qualitative Results

The right-hand side of Table 3 also presents the
manual grading obtained using our evaluation
guide, with bolded value indicating the best score.
Once again, we observe that All references
approach outperforms other methods, achieving a
score nearly double that of the baseline method.

Moreover, No references scores are higher
than approaches that use a portion of the references
corpus.This seems to indicate that responses from
partial references are not just longer but are also
incomplete. Indeed, we observed that using legal
documents generates longer responses, but the gen-
erated answers tend to be of lower quality. For ex-
ample, to the question “What is the recommended

amount of civil liability insurance I should carry
when driving outside Quebec?” (translated), the
Lawsmodel answers with the definition of civil lia-
bility instead of responding with the recommended
amount of 2 million dollars. In contrast, the No
references approach answers with the correct
amount. It is likely due to data leakage: GPT-4o
might have been trained using some of our ref-
erences and memorized the correct answer. By
forcing a different context from incomplete refer-
ences, the LLM seems to forget or overwite that
information.

An interesting situation occurred with the ques-
tion “I was injured in a car accident. What should
I do?” (translated). All evaluated generations take
the questions literally and assume the driver has
just been injured, and thus propose steps to secure
the insuree such as “call an ambulance”. In contrast,
the ground truth specified the administrative steps
to proceed with a bodily injury claim. It shows that,
in this case, LLM cannot infer the actual context of
the question.

Another interesting situation is whether or not
the model abstains from answering in cases where
the context is unknown or the information to re-
spond to the question is unavailable for the model.
In none of the cases we examined, the model ab-
stained from answering the question. It always
strived to be as helpful as possible. However, while
sufficient, our prompt could be enhanced to fur-
ther boost performance. By adapting it to generate
better responses and prevent the model from re-
sponding when uncertain, we hypothesize that we
could improve its performance by improving the
prompt.

Moreover, in many cases, without specific ref-
erences to Quebec insurance specifications, the re-
sponse contained French insurance information.
For example, the No References model re-
sponded to many questions with specific details
of automobile insurance with France-based exam-
ples such as civil liability coverage. This pattern
disappeared with the addition of the references.

Finally, we can see that the zero-shot approach
generates the lowest grade and the highest num-
ber of false answers. This highlights the risk of
using an out-of-the-box LLM to generate technical
answers with precise answer elements, as in our
situation. It also highlights that using our RAG
approach with our references corpus can lower this
risk substantially.While the risk of false answers
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ROUGE BERTScore MeaningBERT BLEU METEOR Exam
Score (%)

False
Statement1 2 L Average 1 4

Zero-shot 0.27±0.10 0.09±0.06 0.16±0.06 66.93±4.33 71.42±11.21 4.10±4.25 21.28±10.63 1.39±2.63 24.23±7.61 27.43 34
No references 0.35±0.09 0.14±0.08 0.22±0.07 71.40±4.43 78.17±10.62 7.06±6.16 33.63±14.63 3.05±5.00 27.02±9.68 32.29 20
Laws 0.32±0.1 0.12±0.08 0.20±0.07 70.743±4.54 77.05±11.11 6.177±5.76 31.276±15.05 2.76±5.49 26.29±9.68 27.78 20
Laws, F.P.Q. 1 0.32±0.11 0.13±0.11 0.21±0.1 70.29±5.1 75.44±11.0 6.73±7.47 30.40±15.02 3.30±6.26 27.05±10.42 29.51 19
Laws, F.P.Q. 1,
AMF

0.33±0.11 0.14±0.11 0.21±0.1 70.89±5.59 76.91±10.63 7.62±8.02 31.76±16.0 3.93±7.12 27.76±10.78 34.20 18

All references 0.375±0.14 0.18±0.15 0.25±0.14 71.99±5.9 78.87±10.17 10.68±11.71 33.77±16.66 5.98±9.91 33.61±14.69 51.74 14

Table 3: Automatic metrics (left) average and one standard deviation over the five restarts on our questions-answering
corpus and manual (right) evaluation using our evaluation guide. The best score is bolded.

ROUGE BERTScore MeaningBERT BLEU METEOR Exam
Score (%)1 2 L AVG 1 4

No references/All
references

-3.25 -3.94 -3.28 -1.57 -2.47 -3.60 -4.00 -3.49 -2.96 -2.52

Table 4: Z-test significance test of our two bests approaches (bold value are rejected null hypothesis with α = 0.05).

remain present, it is a better way for consumers get
easier access to insurance expertise.

No analysis was done as to how the system per-
forms when the question is out of the context of
references – does it hallucinate an answer, does it
abstain from answering? Would be important to
classify what kinds of questions can be answered
by the system in order to put guard-rails on it.

6.3 Discussions

Evaluation of RAG systems typically relies on auto-
matic generation N-Grams metrics (Yu et al., 2024).
As our results highlight, these metrics provide in-
teresting insight into model performance. Such
insight was used to steer the development of the
solution. However, the legal field and documents
are known to be lengthy and complex (Beauchemin
et al., 2020; Beauchemin and Khoury, 2023). Thus,
we are skeptical that only relying on this type of
metrics is sufficient to develop robust systems;
these metrics display an incomplete illustration
of the system’s response quality and cannot prop-
erly capture the legal and misinformation risks they
pose to the public. Indeed, ROUGE and BLEU
have been criticized for lacking semantic capabil-
ities or correlating weakly with human judgment
(Reiter, 2018; Tay et al., 2019; Beauchemin et al.,
2023). Moreover, more recent approaches that
leverage Transformer-based architecture, such as
BertScore, have yet to be shown to achieve a strong
correlation with human judgment (Beauchemin
et al., 2023). For this reason, many RAG appli-
cations now focus on human evaluation (Yu et al.,
2024). However, such an evaluation procedure is
labour-intensive and costly, especially in special-
ized fields such as the legal domain. Our primary
results show that one can use automatic metrics

during development to steer one project. However,
human evaluation should evaluate the final system
qualitatively to assess a system’s performance and
risk properly, particularly in sensitive fields such
as the legal domain.

7 Conclusion and Future Works

In conclusion, this paper introduced two new cor-
pora: a Quebec automobile insurance expertise
reference corpus and a corpus of expert answers
to laypeople automobile insurance questions. To
generate answers to the questions in our second
corpus, we leverage an RAG architecture that uses
our reference corpus. We experimented with six
approaches: a zero-shot that did not use the RAG ar-
chitecture, an RAG architecture without references,
and four models that incrementally use more of our
reference corpus. Our results demonstrate that, on
average, using our complete reference corpus gen-
erates better responses based on both automatic and
manual evaluation metrics. Our results show that
between 5% to 13% of generated answers include
a false statement that could mislead a customer,
indicating that LLM-based technical and sensitive
QA is not yet robust enough for mass utilization by
the public.

In our future works, we plan to extend the ref-
erences corpus to include AMF proprietary docu-
ments, such as their insurance representative train-
ing manual, and increase the number of expert-
answered questions. Moreover, we would also
like to experiment with other LLMs, and to con-
duct a real-life evaluation using real insurance cus-
tomers. Finally, we plan to improve performance
with prompt engineering and LLM fine-tuning.
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Limitations

First, despite our efforts to make our systems more
factually grounded using Quebec insurance refer-
ences, our proposed framework remains at risk of
generating hallucinations in its answers, as shown
in Table 3.

Second, since our reference documents are avail-
able online, it is possible that GPT-4o and other
LLMs could have been trained with some or all of
our reference documents. Thus, the results we ob-
tained may include some overfitting, which could
make it difficult to generalize to unseen data.

Third, our study is limited to monolingual
French documents and QA, and to a single applica-
tion domain. Though we expect our results to be
consistent in other languages and domains, we did
not study that question.

Fourth, we acknowledge that our prompt might
be considered too simplistic; our focus was not to
rabbit-hole ourselves with prompt engineering but
instead study the quantitative and qualitative capa-
bilities of out-of-the-box solutions and minimalist
RAG to assess the limitations of such technology.

Finally, consistent with prior studies (Krishna
et al., 2021; Xu et al., 2023; Louis et al., 2024), we
observe that conventional automatic metrics may
not accurately mirror answer quality, leading to
potential misinterpretations.

Ethical considerations

As highlighted by Beauchemin et al. (2020), the
premature deployment of legal NLP solutions, such
as an insurance RAG system for the Quebec Insur-
ance domain, poses a tangible risk to laypeople,
who may uncritically rely on the answers it pro-
vides and thus inadvertently exacerbate their cir-
cumstances. Indeed, a layperson might use this
kind of innovation as a viable source of informa-
tion. Thus, the quality of the response needs to
be as precise as possible. Furthermore, the use of
AI in the legal field poses significant risks because
of the presence of bias in corpora and the systems
where many might be considered illegal (Bender
et al., 2021; Beauchemin and Monty, 2022). We
are committed to limiting the use of our dataset
strictly to research purposes to ensure the responsi-
ble development of legal aid technologies and limit
the risk of illegal, biased use.

Hardware & Librairies

Computations are performed on two 12 GO
NVIDIA GTX 1080 TI and with proprietary Ope-
nAI LLM and embeddings model using their API;
one experimentation over the six approaches cost
around 30 USD, the overall OpenAI budget was
1,050 USD.
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A Evaluation Annotation Interface

Figure 4 presents the evaluation interface used for
our evaluation (in French). It is a custom adapta-
tion of the Prodigy annotation tool (Montani and
Honnibal, 2018).

B Ablation Study

Table 5 presents the ablation study based on the
references used for the RAG, namely using only
one source reference instead of the cumulative ap-
proach. Our results show that using the cumulative
approach yields better results than using only one.
We did not conduct the manual evaluation of our
ablation study.
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Figure 4: The Prodigy annotation interface (in French) used for evaluation.
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