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Abstract

The paper focuses on the integration of Natu-
ral Language Processing (NLP) techniques to
analyze extensive chronological text corpora.
This research underscores the synergy between
humanistic inquiry and computational methods,
especially in the processing and analysis of se-
quential textual data known as lexical series. A
reference workflow for chronological corpus
analysis is introduced, outlining the methodolo-
gies applicable to the ChronoPress corpus, a
data set that encompasses 22 years of Polish
press from 1945 to 1966. The study showcases
the potential of this approach in uncovering cul-
tural and historical patterns through the anal-
ysis of lexical series. The findings highlight
both the challenges and opportunities present
in leveraging lexical series analysis within Dig-
ital Humanities, emphasizing the necessity for
advanced data filtering and anomaly detection
algorithms to effectively manage the vast and
intricate datasets characteristic of this field.

1 About Digital Humanities

Digital humanities (DH) today is a broad domain
of research and practical applications of various
techniques for automatic processing of data, repre-
senting linguistics, literary studies, history, art his-
tory, cultural anthropology, or archaeology, among
others. It can be defined as a system of interrelated
resources, functionalities, and cognitive practices
created by transferring to the digital realm and cre-
atively expanding the heritage of the humanities
that grew out of print culture (Terras et al., 2013;
Schreibman et al., 2008; Sinatra and Vitali Rosati,
2014). However, behind the apparent plethora of
different descriptions of digital humanities lies the
same recurring set of characteristics, among which
the most important are: the study of large data sets,
the linked open data approach, the extensive use of
metadata, the fusion of natural and artificial intel-
ligence, transdisciplinarity, multimedia, an almost

radical empiricism, and last but not least, the domi-
nance of interactive, dynamic infrastructures over
the static products of the Gutenberg era, such as
articles, chapters, or monographs.

Describing the current state-of-the-art of digi-
tal humanities is therefore a task that is all the
more difficult because the discipline is undergo-
ing a phase of rapid, dynamic expansion today.
Moreover, the efforts of many DH centers focus on
digitizing the resources produced by humanity in
the past centuries and enriching them with the tools
of computational intelligence. The obsolescence
of DH definitions, theories, and research practices
is hence rapid. Here, we adopt a research perspec-
tive in which digital humanities is a strand at the
intersection of applied computer science and nat-
ural language processing (NLP). This assumption
does not contradict the principles of HC, but it ex-
poses the methodological aspects on which NLP’s
attention is focused, rather than the problem of
digitizing and/or sharing resources.

2 Language and NLP vs Digital
Humanities

Language has not been a major area of digital hu-
manities in recent years. As the topics of papers
submitted to major DH conferences1 show, inter-
disciplinary topics dominated there, combining his-
tory, art history, cultural anthropology or archival
science. The formats processed in DH were, in
varying proportions, text, but also image, sound,
geographic coordinates (used to formally repre-
sent geolocation of objects) and time (dates, hours).
However, on a more general level of reflection, nat-
ural language preserves its privileged role in the
humanities, and this is something that the digital
world will not change. After all, language is the pri-
mary and universal tool of communication, shaping

1See https://adho.org/conference/, section ’Past
Conferences’.

https://adho.org/conference/
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in the human mind a system of representation of
the world and modeling the processes of thinking.

Taking the above statement about the privileged
role of language in the digital humanities as correct,
the potential for collaboration between humanists
and language engineers is enormous. NLP applica-
tions start with simple text string processing tasks,
including segmentation, disambiguation, and mor-
phosyntactic annotation of lexemes, followed by
calculating the frequency of any segments. A more
advanced level of NLP applications involves gener-
ating segment relationships (lexemes or multiword
units) that take the form of networks (e.g., word-
nets), hierarchical structures (e.g., dendrograms) or
point clouds. The next level of NLP application
is semantics analysis, which is usually based on
distributional relationships of segments (e.g., topic
modeling) and/or uses neural networks. A specific
class of textual resources is the so-called chrono-
logical corpora, which contain samples arranged
on a timeline. Below is an example of the applica-
tion of NLP methods and mathematical statistics to
such a corpus.

3 Sequential Data and Chronological
Corpora

By textual sequential data, we mean data represent-
ing consecutive segments of a corpus on a linear
time axis. Representation here means the moment
of text production, but is not related to style, genre,
age of the writer, or context. Out of the wide spec-
trum of discourses, the best material to construct
chronological corpora are media texts generated by
the press, radio, television and all Internet formats.
The press is of particular importance here, since
it covers long time spans: media institutions in
the modern sense have existed in various countries
of the world for at least two hundred years. The
granularity of the existing resources varies. The
earliest texts may have daily or even monthly dates,
whereas contemporary news is marked with minute
or second accuracy. The chronology of texts can
also be discovered in corpora of literary and ap-
plied texts, but the granularity in such a situation is
at least annual, which makes it necessary to have
really large volumes of evenly distributed data.

Sequential text data, which by analogy with time
series can be referred to as ’lexical series’, obvi-
ously have their weaknesses. When extracting elec-
tronic text from print, acquiring clean OCR output
is a problem. Recordings from radio, television,

and the Internet require transcription supervised by
a human. Cleaning and curing the data thus adds
significantly to the cost of producing press corpora
suitable for chronological analysis. As a result, re-
search on such corpora is not as developed as on
large corpora of general language.

An important issue here is to distinguish chrono-
logical analysis from diachronic studies. The for-
mer deals with changes in the frequency of rele-
vant lexemes at fixed intervals of time, while the
latter describes the evolution of language forms
over time. Diachronic research can be carried out
with quantitative methods, but the nature of the
phenomena under study is quite different: it is
about change, disappearance and/or appearance
of new lexical (rarely morphological or syntactic)
forms. An example of a quantitative diachronic
research is a study of lexical changes in the Polish
language over a period of 600 years (Górski and
Eder, 2023). One of the methods for quantitative
modeling the dynamics of language change is Pi-
otrovsky’s law. This Soviet linguist with Polish
roots noted that linguistic changes usually have
non-linear patterns, resembling a logistic function
(Leopold, 2005; Górski and Eder, 2023).

For the above reasons both approaches should
not be confused: they deal with completely differ-
ent problems, and the reference to time is only an
apparent similarity. Bringing them together is all
the more difficult because chronological research
by NLP methods assumes stable orthography and
does not require corpora, derived from long (prefer-
ably several hundred years) periods. In contrast,
the object of chronological studies are corpora cov-
ering shorter periods with stable orthography.

4 Purpose of the Project and Test Data

The purpose of the project is to create a reference
processing workflow for textual chronological data
and to prepare NLP tools that would serve for lexi-
cal series analysis. The first step of the processing
flow is to determine the characteristics of the data
that are suitable for such analyses and to prepare
the test material. The second stage involves the
definition of patterns of lexical series, relevant to
the needs of the humanities (in particular, linguis-
tics and cultural anthropology), and the preparation
of algorithms for extracting such patterns (a priori
approach). For some lexemes (represented by lexi-
cal series), this stage may include the estimation of
trend models and/or stochastic processes if the se-
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ries contains periodic oscillations. The third stage
involves conducting an unsupervised taxonomy of
lexical series, leading to the empirical extraction of
semantic classes (a posteriori approach).

As to the first issue, sequences of text samples
of the same volume, produced at equal intervals
of time (the benchmark example of such a source
is the press) should be considered the data best
suited for chronological analysis. Additionally, the
volume of such samples must be large enough to
generate statistically significant lexeme frequen-
cies. Equal sample lengths eliminate in the sim-
plest possible way a troublesome feature of linguis-
tic systems, which is that the dependence of the
frequency of the vast majority of lexemes and the
volume of the sample is not linear, and, in addition,
for each lexeme follows a slightly different curve
(in simple terms, if the frequency of a lexeme L in
a sample of volume N is Li, it does not mean that
in a sample of 10 ∗N it will be 10 ∗ Li - actually
it will be lower due to the constant appearance of
new words). Thus, only comparing samples of the
same length gives reliable and indisputable results.

As for the sought-after patterns in lexical series,
they duplicate and minimally extend the patterns
identified in classical time-series analysis, that is,
stable trend and periodic oscillations (Box and
Jenkins, 1976). In addition, random series and
anomalies (“catastrophes”) as non-deterministic
patterns are also important in lexical series analy-
sis. The first two types of series express either long-
term processes of cultural change (trends) or peri-
odic phenomena, driven by natural cycles (weather,
agricultural work, seasonal diseases, etc.) and rit-
uals of culture (anniversaries, holidays, cyclical
political events). A non-deterministic pattern with
significant informational value is an anomaly, i.e.,
a sudden jump in the value of a series, caused by
some sudden event (the death of a well-known fig-
ure, a natural disaster, a change in the name of a
great city, etc.). Interestingly enough, in the con-
text of language and culture, researchers may also
be interested in random lexical series.

The third stage of the lexical series processing
flow potentially includes two modules. If periodic-
ity of the series is detected, a process model (AR,
MA, ARMA, ARIMA) can be estimated. How-
ever, in the digital humanities, the usefulness of
such models is low and it is also difficult to inter-
pret their parameters. As for trend estimation, only
working on large datasets covering long periods

gives reliable results. On the other hand, a much
more interesting and so far unused approach in this
respect is the taxonomy of series. Each lexical se-
ries can be treated as a vector representing a point
in some multidimensional space. Thus, all lexical
series can be projected into this space and can, af-
ter dimension reduction, generate human-readable
dendrograms or point clouds. It can be expected
that such a taxonomy will not be very transpar-
ent since placing tens or hundreds of thousands
of points in a single space produces a result that
is opaque and difficult to interpret. Nevertheless,
lexical series (and thus lexemes) with similar fre-
quency characteristics are likely to form at least
some visible clusters.

The above processing workflow was tested on
the ChronoPress corpus, which represents 22 years
of Polish press from the period 1945-1966 2. This
corpus has a volume of ca. 24 milions of segments,
evenly distributed by year and month. The texts are
lemmatized and chronologically annotated. One
year is represented on average by 1,098,526 seg-
ments with a standard deviation of 69,843, and
the average volume of monthly segments is 91,544
with a standard deviation of 6,201. The volume
of the corpus thus allows for annual and monthly
granulation. Here, monthly granulation was used,
which made it possible to generate lexical series
(or vectors) of 264 (=22*12) units in length.

5 Research Methods

In the case of linguistic data, the study of time se-
ries consists of two modules. The first comprises
NLP tools necessary to generate the input data
from the corpus, and the second includes numeri-
cal methods of time-series analysis and taxonomy.
As for the NLP methods module, the corpus was
lemmatized using the WCRFT2 tagger for Polish
(Radziszewski, 2013). Each sample includes publi-
cation data, allowing us to calculate the number of
lexeme occurrences in each month by summing the
lexeme numbers obtained from samples published
in that month, obtaining time series.

In terms of time series analysis, we rely on the
standard model of Box and Jenkins (Box and Jenk-
ins, 1976), exposing, however, the specifics of text
corpora. The standard model assumes that any time
series consists of a trend, periodic oscillations, and
noise. The processing flow includes: (1) identi-
fying the trend and cutting it off from the data,

2https://chronopress.clarin-pl.eu/

https://chronopress.clarin-pl.eu/
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thus making the series stationary; (2) identifying
periodic oscillations by calculating the autocorre-
lation function (ACF) and partial autocorrelation
function (PACF). The shape of the ACF and PACF
functions allows one to choose the optimal type
and order of the model - autoregressive, moving
average, or mixed (ARMA, ARIMA). After cutting
off the trend and periodic oscillations from the time
series, the residual series that remains should meet
the criteria of white noise, and the percentage of
explained variance indicates the contribution of the
deterministic component to the series.

However, from the perspective of the digital hu-
manities and text processing, some of the function-
alities of the standard Box and Jenkins model are
not as useful as in economics or engineering. This
model, as the title of the cited work indicates (Time
series analysis: forecasting and control), was cre-
ated to predict and/or steer processes. So, while
one can understand an economist trying to predict
in advance the price of some raw material or the
exchange rate of a currency, a humanist does not
wonder what the frequency of some lexeme in a
stream of media texts will be next month. There-
fore, the module for modeling stochastic processes
in lexical series of the type described here is not
particularly important. An autoregressive model
identified in a lexical series would at most show
the depth of cultural or societal ’memory’. The
previous application of this method in linguistics
or textual studies confirms this statement, since
the object was to explain some linguistic phenom-
ena, not predict them (Pawłowski, 1997; Pawlowski
and Eder, 2001; Mikros and Macutek, 2015). For
the above reasons, the ACF and PACF functions
should be considered key tools for the humanities
to identify periodic phenomena in the great mass
of data. This situation raises a fundamental chal-
lenge for NLP, namely the need to generate and
filter data from a corpus. Chronological analysis
of a corpus of texts assumes that there are as many
time series as there are different lexemes in the
corpus, and the task of the researcher is to identify
among them those that are for some reason signif-
icant. Despite the great cognitive capabilities of
human mind, this task is not feasible without the
support of NLP. For example, in the ChronoPress
test corpus processed here, the initial number of
series was close to 100,000, and this is more likely
to be the lower limit, since we are talking about a
corpus with an average volume. An additional dif-

ficulty is that the anomaly (catastrophe) pattern can
involve series that have subsequent values close
to zero almost throughout the run but once their
value unexpectedly spikes. An example of such a
lexeme is ’comet’. Normally, the press does not
write about comets, so the word is almost absent
from the media discourse. But, like a real comet, it
suddenly appears every few or a dozen years and
has higher frequencies. Similarly, lexemes with
relatively low frequency, and therefore irrelevant
in the perspective of big data, can appear rhyth-
mically. Therefore, the low average frequency of
a lexeme is not a sufficient criterion for its elim-
ination. The same applies to the variance of the
series, which may be too low to indicate interesting
cases of anomalies. To overcome these difficulties,
we have developed algorithms for automatic series
filtering and anomaly detection.

6 Results

6.1 Overview

From the ChronoPress corpus, a total of 99,528
lexical series with monthly granularity were gen-
erated, each with a length of 264 units. The initial
issue that required attention was the normalization
of the data in order to facilitate comparison. We
divided each occurrence of a lexeme by the total
occurrences of that lexeme. This allowed us to
obtain the probability density function of lexeme
occurrences over the analyzed time period.

6.2 Linear Regression

In the first set of experiments, we applied linear re-
gression to normalized time series to calculate the
slope and the coefficient of determination R2 for
each lexeme. Next, we have planned to identify the
lexemes with the highest, closest to zero, and low-
est slopes, representing those that were the most
rising, flat, and descending, respectively. However,
a decision needed to be made regarding the inclu-
sion of all series in the analysis. Empirical evidence
suggested that many series deviated significantly
from linearity. Therefore, we excluded series with
R2 values less than 0.5, resulting in the retention
of 138 lexical series. The results, including the 10
lexemes with the largest slope, the slope closest to
zero, and the smallest one, are presented in Table 1.
First of all, we can observe that the majority of
lexemes (99.86%) are non-linear, with a coefficient
of determination smaller than 0.5. Among those
assumed to be linear, functional words, such as
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rising flat descending
West German my self-help
specialized such rebuilding
television set just fascism
currently a few rebuild
set very fascist

Table 1: Lexemes with the most rapidly increasing, con-
sistently flat, and sharply declining time series among
linear ones (i.e., time series with an R2 greater than
0.5).

old, at the same time, valuable, date, prove, put in,
get to know, upbringing, beginning, leave

Table 2: The 10th most stationary lexemes. Those for
which their time series yield the smallest p-values for
the Augmented Dickey-Fuller test (the p-values for pre-
sented lexemes are approximately e−30).

pronouns and adverbs, tend to have a flat shape,
with a slope close to 0. The most rapidly declining
words are those associated with World War II and
the process of rebuilding after the damage of war.

The interpretation of this result is very positive
from the point of view of the efficiency of the
model. The ChronoPress corpus reflects the events
of post-war Poland, where the trauma of World War
2 is very strong right after 1945, but is gradually
dying out, replaced in the official propaganda by
Cold War events (e.g., the Korean War). In con-
trast, the behavior of function words is completely
different. Their frequency is largely independent
of the sample size, which is the reason why they
are massively used in stylometry. Our research has
shown that they are also immune to the time fac-
tor: successive samples of texts on the timeline are
stable in this respect. Finally, technology-related
lexemes (e.g., television set) are trending upward.

6.3 Autoregresive Model

In order to detect lexemes with seasonal patterns,
we applied the Partial Autocorrelation Function
(PACF), which helps to determine the order of an
autoregressive model. PACF assumes the station-
arity of the underlying time series. We used the
Augmented Dickey-Fuller (ADF) test to check the
stationarity of the time series with a periodic com-
ponent. Table 2 shows the most stationary lexemes,
where the ADF test p-value is the smallest. These
lexemes express cultural rituals (such as religious
and national celebrations) and cycles of nature.

01/45 06/50 12/55 06/61 11/66
0

10

20

Figure 1: Occurrence of the lexeme ’Lenino’ as a time
series.

Christmas Eve, New Year, Lenino, August,
Barbour, Christmas, April, May, September,
Christmas tree

Table 3: The lexemes with the highest values of partial
autocorrelation at lag 12 among those assumed to be
stationary. The partial autocorrelation values range from
0.66 (for Christmas Eve) to 0.54 (for Christmas tree).

To choose stationary time series, we only con-
sider lexemes with a p-value of <= 0.05. This
allows us to reject the null hypothesis, indicating
that the time series does not have a unit root and
is stationary. Resulting in the retention of 93,039
lexical series. The lexemes with the highest PACF
values for lag 12 are shown in Table 3. We can
notice some expected events occurring once a year
like Christmas Eve, New Year or name of months.
However, Lenino looks at first surprisingly (refer
to Figure 1 for Lenino time series). But, as the bat-
tle of Lenino (12.10.1943) was an important event
for communist propaganda, the algorithm found
it to be as oscillating as Christmas. The battle of
Lenino was the the baptism of fire of Polish troops
organized in the USSR, and from 1950 to 1991 it
was celebrated as the Polish Army Day3. Of course
the event had an important press coverage.

Table 4 presents the lexemes with the highest
Partial Autocorrelation Function (PACF) values for
a lag of 1. These lexemes are associated with the
theme of postwar reconstruction in Poland. The
high PACF values, ranging from 0.85 to 0.91, may
indicate that these lexeme time series likely follow
an AR (1) (AutoRegressive) process. This means
that the present value of each series is primarily
influenced by its immediate past value.

3https://en.wikipedia.org/wiki/Battle_of_
Lenino

https://en.wikipedia.org/wiki/Battle_of_Lenino
https://en.wikipedia.org/wiki/Battle_of_Lenino
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reconstruction, occupation, Poland, fascism,
Polish, democracy, war, UNRRA, destroyed,
allied

Table 4: The lexemes with the highest values of partial
autocorrelation at lag 1 among those assumed to be
stationary. The partial autocorrelation values range from
0.91 (for reconstruction ) to 0.85 (for allied).

01/45 06/50 12/55 06/61 11/66
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100

Figure 2: Occurrence of the lexeme ’plebiscite’ as a
time series.

6.4 Catastrophe Detection
In order to identify sudden spikes in a series, we
calculate the difference between the current value
of a normalized time series and a moving average
with a length of 5. We have defined a catastrophe
(anomaly) index as the maximum absolute value
of this difference. An issue we needed to address
was determining which series should be included
in the catastrophe (anomaly) analysis. We decided
to exclude series with a low sum (less than 500
occurrences in the entire series). After this exclu-
sion, we were left with 6612 lexical series, which
we then analyzed for anomalies. The lexemes with
the highest values of the ’catastrophe index’ are
displayed in Table 5. The values for these lexemes
range from 0.17 to 0.07.

An analysis (refer to Figure 2) of the time series
for the anomaly of the lexeme ’plebiscite’ reveals
that it originates from the National Plebiscite for
Peace held in Poland in May 1951 under the aus-
pices of the Polish Committee of the Defenders of
Peace (Dawid, 2018). The lexeme ’Dzerzhinsky’
(peaking in June 1951) is linked to the 25th anniver-
sary of his death and the unveiling of a monument
in his honor in Warsaw.

6.5 Clustering and Dimension Reduction
In the next step, we cluster the analyzed lexemes
using the normalized time series as vectors. We
have utilized the Hierarchical Density-Based Spa-
tial Clustering of Applications with Noise (HDB-
SCAN) algorithm (Campello et al., 2015). How-

plebiscite, Dzerzhinsky, senate, ratification
Communist Party of Poland, coffin, referendum
rally, constitution, pre-convention, Stalin
Indochina, Grunwald, Potsdam, capitulation

Table 5: The lexemes with the highest values of the
catastrophe index.

Figure 3: UMAP projection of lexems - represented by
264 dimensional vectors (default parameters of UMAP
method).

ever, it did not detect any distinct groups (only one,
large group was identified). Modifying the default
values of the HDBSCAN parameters and trying
different metrics (the default being Euclidean) did
not yield different results. To better understand the
issue, we employed the Uniform Manifold Approx-
imation and Projection (UMAP) (McInnes et al.,
2020) technique to reduce dimensions and visual-
ize the similarities in the data. The results are pre-
sented in Figure 3. It is clear that UMAP does not
reveal any distinct groups in the data, suggesting a
relatively equal distribution of vectors in multidi-
mensional space. This is probably why HDBSCAN
was unable to identify any well-defined clusters in
the data.

Should this result be evaluated entirely nega-
tively? In our opinion, the method described above
is not inefficient per se, but it may well be that it
performs well when processing data are structured
differently (smaller granularity, higher volume of
samples, representing years or even decades).

6.6 Similarity of Lexems
A distance metric between vectors defined by nor-
malized time series could be used to identify lex-
emes that have a similar ’longitudinal shape’, i.e.
the pattern of their distribution over time line. The
results for exemplary lexemes are displayed in Ta-
ble 6. Some of the results are predictable, such as
the similarity between ’harvest’ and semantically
related terms. However, others, such as the pair-
ing of ’worker’ with ’fight’ or ’forefront’ reveal
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war harvest flood
Poland harvesting simple
government July flooded
representative harvest like touch
series July loss
camp harvester water
association rye dear
Polish June last
area grain height
huge barley bridge
state cartload none

Stalin Gomułka worker
leadership Władysław female worker
Stalinist tendency fight
brilliant self-gover. mass
successor common sense association
proletarian of course fighting
Leninism environment people
invincible opinion working
Leninist surely forefront
leader demand factory
generalissimus view segment

Table 6: Lexeme similarity results. The lexemes most
similar to the exemplar lexemes (those in bold) in order
of increasing distance defined over normalized time
series vectors.

specific features of the communist propaganda dis-
course of the post-war period not present in the
general language.

7 Conclusions

While traditional time series analysis seems to be a
task of fortune-telling (who wouldn’t want to know
next week’s stock prices...), lexical series analysis
is akin to looking for a needle in a haystack. In the
research presented here, the ’needle’ was the time
series, containing the trend, periodic oscillations
and anomalies, and the haystack was the corpus
of 24 million words, divided into 264 sections. In
addition, we were looking for lexemes that display
similar shapes of time series.

The techniques elaborated during our research
allowed us to identify automatically a set of lex-
emes from the corpus of nearly 100,000 that we
found relevant in some way. In particular anomaly
/ catastrophe detection helps us to pinpoint lexemes
that undergo rapid changes in occurrence, with
some unexpected cases like "plebiscite" or "Dz-

erzhinsky". Another promising technique involves
detecting lexemes with similar time-series patterns.
The semantic similarity between words has been
a foundational concept in modern NLP, based on
deep neural networks and generative models. The
Transformers architecture (Vaswani et al., 2017;
Devlin et al., 2019) originates from the word2vec
method (Mikolov et al., 2013), which creates word
representations using large data sets and word oc-
currences in similar contexts. The method pre-
sented here, utilizing normalized time series, shares
similarities with word2vec, as it constructs vectors
from a large corpus. However, the novelty of our
approach is the reliance on co-occurrence in recur-
ring units of time (e.g., years) rather than cooc-
currence in the text. The results shown in Table
6 reveal natural recurrence patterns, such as "har-
vest" and "July," but also provide insights into the
communist perspective on the world, identifying
semantic clusters typical for the totalitarian pro-
paganda of the communist period. Last but not
least, the great advantage of the method developed
is that it is language-independent – any chronologi-
cal (longitudinal) corpora can be processed in this
way.

Limitations

The processing workflow presented here was devel-
oped and tested on a single corpus of Polish. How-
ever, linguistic aspects seem to be the easiest to
overcome, as the workflow can be easily extended
to other languages by using appropriate, language-
specific taggers, such as those available from the
spaCy framework (Honnibal et al., 2020). The
main limitation of a reliable analysis of chronolog-
ical corpora is their volume and time distribution.
To derive statistical patterns, the corpus must be
sufficiently large and balanced in terms of the dis-
tribution of analyzed time slots over time. While
large corpora of contemporary language are nu-
merous, balanced coverage of long time periods
is rare. And the essence of chronological analy-
sis is precisely to describe the “long duration” –
far longer than the Internet era – which allows the
correct identification of events, processes, cultural
phenomena, etc. Practice shows that the most effec-
tive method of expanding chronological corpora is
to scan the press, which significantly increases the
cost of such an activity. Filling in data gaps could
be achieved by subsampling underrepresented time
periods, but this would result in data loss.
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Another limitation is the number of parameters
that must be set to use the proposed methods, which
can influence the results obtained. These parame-
ters include the minimum value of the coefficient
of determination in linear regression analysis and
the minimum size of the analyzed time series in the
case of anomaly (catastrophe) detection.
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