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Abstract

Literary scholars of Latin and Ancient Greek
increasingly use natural language processing
for their work, but many models and datasets
are hard to use due to a lack of sustainable re-
search data management. This paper introduces
the Systematic Evaluation Framework for nat-
ural language processing models and datasets
in Latin and Ancient Greek (SEFLAG), which
consistently assesses language resources using
common criteria, such as specific evaluation
metrics, metadata and risk analysis. The frame-
work, a work in progress in its initial phase,
currently covers lemmatization and named en-
tity recognition for both languages, with plans
for adding dependency parsing and other tasks.
For increased transparency and sustainability, a
thorough documentation is included as well as
an integration into the HuggingFace ecosystem.
The combination of these efforts is designed to
support researchers in their search for suitable
models.

1 Introduction

Recent years have seen a surge of publications
employing natural language processing (NLP) for
the analysis of ancient texts (Papantoniou and Tz-
itzikas, 2020; Ehrmann et al., 2021; Sommerschield
et al., 2023). However, as with other historical lan-
guages (see Zhou et al. (2023) for Classical Chi-
nese), the communities around Latin and Ancient
Greek rarely provide standardized and centralized
resources specifically for the training and evalua-
tion of NLP models. The corresponding treebanks
in Universal Dependencies are one notable excep-
tion. Lemmatization, on the other hand, is noto-
rious for the many different approaches to, e.g.,
character encoding (Tauber, 2019), handling of di-
acritics (Kostkan et al., 2023), homographs (Mam-
brini and Passarotti, 2019), and other challenges.
Besides, existing NLP models are scattered across
many different technical platforms such as spaCy
(Burns, 2023), Flair NLP (Yousef et al., 2023) or

Google Cloud (Bamman and Burns, 2020). As a
consequence, every member of the Classics com-
munity has to collect and evaluate the same re-
sources again. This leads us to the central question
of how we can support literary scholars of Latin
and Ancient Greek in choosing the right NLP mod-
els for their research agenda.

To address this challenge, we present SEFLAG1,
the Systematic Evaluation Framework for NLP
models and datasets in Latin and Ancient Greek.
Our work is still in progress, so we share only
a small proof of concept with lemmatization and
named entity recognition (NER). Next up, depen-
dency parsing will follow. Our contributions are as
follows:

• We collect and document existing datasets and
NLP models, using recently established stan-
dards such as datasheets (Gebru et al., 2021)
and model cards (Mitchell et al., 2019).

• We create benchmarks from suitable datasets,
use consistent metrics for comparing models’
performance on them and publish results in
the Hugging Face2 (HF) ecosystem.

• We document and publish conceptual map-
pings for connecting specific NLP models and
datasets that were originally built using differ-
ent annotation guidelines.

2 Related Work

Building highly specialized frameworks like SE-
FLAG can suffer from various problems. For ex-
ample, transferring modern developments (large
language models, analytical categories) to ancient
contexts is non-trivial (McGillivray, 2013; Singh
et al., 2021; Ehrmann et al., 2021; Riemenschneider
and Frank, 2023; Yousef et al., 2023). In partic-
ular, the loose distinction between different seg-

1https://github.com/daidalos-project/seflag
2https://huggingface.co/

https://github.com/daidalos-project/seflag
https://huggingface.co/
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ments of a text in Vedic Sanskrit (Biagetti et al.,
2021) and other historical languages necessitates
elaborate interpretative efforts to introduce modern
syntactic concepts like punctuation or main and
subordinate clause. This relatively relaxed notion
of syntax correlates with the rather pronounced lin-
guistic variation of Latin and Ancient Greek due to
their diachronic, diatopic and diastratic differences
(Kostkan et al., 2023).

Similar issues arise in the treatment of historical
newspapers (Ehrmann et al., 2020) and early mod-
ern scientific texts (Odebrecht et al., 2017), which
indicates a general trend of higher linguistic vari-
ation and lesser availability of language resources
for historical languages (Etxeberria et al., 2016).
For ancient texts, there is the additional burden of
manifold textual transmission (including indirect
transmission through citations), which prevents us
from establishing texts in their original form with
certainty (Sommerschield et al., 2023).

Besides, existing NLP implementations for tex-
tual annotation often do not fully adhere to the
FAIR (Wilkinson et al., 2016) guiding principles of
research data management. Earlier evaluations of
available resources, on the other hand, were often
performed indirectly, e.g., by carrying out surveys
in the user community (Monachini et al., 2018)
rather than directly testing the resources. Finally,
large-scale data processing necessitates automa-
tion due to its efficiency, but automation can lead
to a loss of data quality in highly heterogeneous
datasets (Passarotti and Mambrini, 2022) and is
often not sufficient for unifying multiple conceptu-
ally different resources, e.g., for valency patterns
in ancient languages (Luraghi et al., 2024).

Fortunately, there has also been some progress
in NLP for Latin and Ancient Greek. Most re-
searchers involved in NLP evaluation choose one of
the two languages and a single NLP task, like word
embeddings (Stopponi et al., 2023) or topic mod-
eling (Martinelli et al., 2024). A few of them even
work on both languages, usually for single tasks
that can be addressed through inherently cross-
lingual methods (Perrone et al., 2021). Some en-
gineering work has been done by the CLTK team
(Johnson et al., 2021), offering a solid basis for
data processing in historical languages but still suf-
fering from a lack of evaluation and benchmarking.
Nevertheless, all of these approaches are an im-
portant foundation for our mission of collecting
and disseminating such resources in a centralized

manner.
A more coordinated and comprehensive initia-

tive was the LiLa project3, which managed to suc-
cessfully collect, harmonize and disseminate mul-
tiple existing language resources for Latin (Mam-
brini et al., 2020). In particular, they launched the
EvaLatin evaluation campaign (Sprugnoli et al.,
2020). Unfortunately, their project has officially
ended and their platform (which is still running)
does not cover Ancient Greek at all. Even for Latin,
it addresses many NLP tasks, but not all: NER,
topic modeling and some others are missing.

Other platforms have partly solved the problem
of long-term availability and funding, such as the
Perseus Digital Library. Like LiLa, they use Linked
Data (Almas et al., 2014) to make their content
findable and interoperable, but do not support eval-
uation reports. Generic language platforms like
HF offer such reporting, but cater to a different
audience (namely computer scientists and compu-
tational linguists), thus neglecting our target group
of literary scholars.

3 Methodology

Our intermediate goal is to find existing NLP mod-
els and apply them to existing datasets (both hav-
ing been created by others). Then, we perform
one measurement for each of the two languages:
Predictions of the NLP model are assessed using
the ground truth annotations from the dataset and
consistent metrics. For enhanced transparency and
reusability, we document conceptual mappings, as
most datasets and NLP models were created using
rather different annotation schemas.4

For example, names of fictional characters in
ancient literature may count as PERSON names
in one NER dataset, but not in others (see section
4). This results in many datasets and NLP models
that belong to the same task (namely, NER), but
are not easily interoperable. Conceptual bridging
(e.g., through mappings) is needed to close this gap
and enable combinations of those resources. Even

3https://lila-erc.eu
4The problem is well-known especially in the treebanking

community, where the de-facto standard of Universal Depen-
dencies has been the most prominent effort to harmonize var-
ious other existing traditions such as the Index Thomisticus
Treebank (Cecchini et al., 2018) or the Latin Dependency Tree-
bank (Bamman and Crane, 2011). Such issues are particularly
pressing for low-resource languages like Latin and Ancient
Greek, where data sparsity hampers the development and ap-
plication of various NLP technologies (McGillivray, 2013). In
these languages, pushing the boundaries of existing resources
by making them interoperable is especially important.

https://lila-erc.eu
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language resources that do not share the same anno-
tation schema may still profit from the unification
of certain annotation labels (such as PERSON and
PRS, see section 4), depending on their conceptual
overlap.

For enhanced sustainability, in applicable cases
like lemmatization, we merge multiple datasets
(i.e., various treebanks from Universal Dependen-
cies) into a larger benchmark and publish it as a HF
Dataset5 for the corresponding task. In doing so,
we adopt the approach of Sprugnoli et al. (2020) by
integrating diverse language material with regard
to time and genre.

Additionally, we use datasheets and model cards
(see Appendix A and B) to describe language re-
sources systematically. Ideally, such datasheets
and model cards should be provided by the creators
themselves. However, the adoption of those stan-
dards is still insufficient in the Classics community.
As the next best option, we create such materials
ourselves and try to infer their content from pub-
licly available information about the resources (in
scientific publications, source code repositories,
etc.). They will be uploaded to the HF Space6 of an
NLP infrastructure (see section 4) and integrated
into their website. This infrastructure allows our
users to directly apply the evaluated NLP models to
their own datasets and learn more about the various
tasks through open educational resources.

Model cards are provided separately for each
NLP model in our evaluation. They include gen-
eral metadata like license, version or architecture,
but also more complex considerations like ethical
implications, ecological factors and possible risks
of certain use cases. Apart from literary scholars of
Latin and Ancient Greek, we also take neighboring
disciplines into account, such as historians, theolo-
gians or archeologists dealing with ancient textual
materials. From our point of view, their shared
characteristics are limited technical background
knowledge (Caraher, 2020) and a high interest in
practical applications as well as methodological
innovation, though all of these aspects are some-
what disputed in the scientific literature (Buchanan,
2015; Mahony, 2016; Damer, 2023).

5https://huggingface.co/datasets/daidalos-
project/latin_treebanks_ud_test

6https://huggingface.co/daidalos-project

4 Implementation

For long-term sustainability, we aim to integrate
our work into the Daidalos research infrastructure7

with institutionalized governance as provided by
the datacenter8 of Humboldt University Berlin9,
which offers a dedicated cloud computing service
(as recommended by Almas (2017)). Funding for
such an infrastructure has already been secured for
an initial period of 3 years, which can be extended
to about 10 years depending on periodic evalua-
tion. As a consequence of our integration into that
infrastructure, we also build on their community
work: Their already existing biannual workshops,
national research partnerships with classical schol-
ars and open educational resources on Historical
Language Processing10 are the backbone of our
strategy to interact with our target audience and
disseminate the evaluation results as widely as pos-
sible.

We provide explicit mappings for two cases11:
NLP models that are evaluated internally (on the
test split of their original training data), and exter-
nally (i.e., a completely new dataset). The inter-
nal case is covered by the flair_grc_multi_ner tag-
ger being tested on the data12 that was curated by
Yousef et al., i.e., a mixture of Herodotus, Homer
and Athenaeus of Naucratis. Under those circum-
stances, no mapping is needed at all because the
model was conceptualized directly with that dataset
in mind.

Mapping the external case is more challenging:
We took the LatinCy model and applied it to the
Herodotos Project13 dataset. Each of the two re-
sources uses 4 different entity tags that roughly
correspond to the original ones introduced in Grish-
man and Sundheim (1996). The PERSON and PRS
classes are arguably most compatible. However,
the annotation guidelines for neither of the two

7https://daidalos-projekt.de
8https://www.cms.hu-berlin.de/en/
9https://www.hu-berlin.de/en

10https://daidalos-projekt.de/dokumentation
11See https://github.com/daidalos-project/

seflag/blob/main/mappings.yaml. To the best of our
knowledge, there is no existing best practice for documenting
linguistic annotation mappings. In particular, different
conversion software like Pepper (Zipser and Romary, 2010)
or Grew (Guillaume, 2021) uses different data formats for
serializing the respective conversion instructions.

12https://github.com/daidalos-project/seflag/
blob/main/documentation/datasheets/yousef_et_al_
dataset.md

13https://github.com/Herodotos-Project/
Herodotos-Project-Latin-NER-Tagger-Annotation

https://huggingface.co/datasets/daidalos-project/latin_treebanks_ud_test
https://huggingface.co/datasets/daidalos-project/latin_treebanks_ud_test
https://huggingface.co/daidalos-project
https://daidalos-projekt.de
https://www.cms.hu-berlin.de/en/
https://www.hu-berlin.de/en
https://daidalos-projekt.de/dokumentation
https://github.com/daidalos-project/seflag/blob/main/mappings.yaml
https://github.com/daidalos-project/seflag/blob/main/mappings.yaml
https://github.com/daidalos-project/seflag/blob/main/documentation/datasheets/yousef_et_al_dataset.md
https://github.com/daidalos-project/seflag/blob/main/documentation/datasheets/yousef_et_al_dataset.md
https://github.com/daidalos-project/seflag/blob/main/documentation/datasheets/yousef_et_al_dataset.md
https://github.com/Herodotos-Project/Herodotos-Project-Latin-NER-Tagger-Annotation
https://github.com/Herodotos-Project/Herodotos-Project-Latin-NER-Tagger-Annotation
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language resources have been published anywhere.
Thus, we cannot say for sure if their rules for as-
signing labels to named persons match each other,
even considering the vague statement in Burns
(2023) that the label applies to "people, includ-
ing fictional". As a last resort, since the Herodotos
dataset was included as training data for the Lat-
inCy model, we may conclude that all 3 entity
classes roughly correspond to each other, which
allows us to apply mappings and pair the two for
evaluation.

5 Results

We report the evaluation results in Table 1. We
choose macro F1 and accuracy because they are ap-
plicable to many use cases and are widely adopted
in the scientific community14. Moreover, macro
F1 can be indicative of certain characteristics of
language resources (Bone et al., 2015) such as the
balance of the data distribution. We believe that it is
part of our mission to inform potential users about
weaknesses in a dataset, such as the strong class
imbalance in both NER datasets (see Appendix B):
Since most words in a text are non-entities, it is
easy to achieve high accuracy by always guessing
‘non-entity’ as a baseline. This also explains the
comparatively low scores in our NER evaluation,
where non-entities are treated as rather unimportant.
Furthermore, we will publicly upload our results
to the HF Hub, so many others can benefit from
the insights and do not have to run the evaluations
themselves. This saves time and resources for the
research community, while also providing easier
access to necessary information about language
resources.

A qualitative analysis of the lemmatization re-
sults empirically reveals some of the problems that
were outlined in the research literature (see section
1): Variant spellings of the same lemma exist due to
flexible orthography (οὕτως or οὕτω(ς), parvulus
or paruulus), capitalization (Romanus or romanus),
diacritics (τίς, τις or τὶς), and separate entries for
specific inflected forms (κύκλος or κύκλῳ, diuerto
or diuersus).

6 Limitations and Risks

Our approach of curating datasheets and model
cards for resources that we did not create ourselves
leads to information gaps in the documentation.

14For examples from the Classics, see Bizzoni et al. (2014);
Stoeckel et al. (2020); Köntges (2020).

Nevertheless, our effort of inferring information
from other sources and disseminating it in a cen-
tralized, systematic fashion is highly beneficial for
the targeted research community.

Currently, we only report rather simple metrics.
To enable deeper insights into model bevavior and
dataset structure, we plan to add class-wise con-
fusion matrices, detailed qualitative error analy-
ses and task-specific metrics (like the ones intro-
duced by the Message Understanding Conference
(Nadeau and Sekine, 2007)) which allow to distin-
guish between errors related to entity status and
entity type.

Finally, we are very confident that our frame-
work scales well to other planned tasks like part-of-
speech tagging, sentiment analysis and dependency
parsing.15 As an abstract representation of the dif-
ferent linguistic annotations, for example, we in-
tend to use a graph model like SALT (Zipser and
Romary, 2010). Besides, we have clear interfaces
for adding more models, datasets and evaluation
metrics. As of now, however, it is unclear to which
extent we may need to introduce further metadata
(spatial, temporal, stylistic, etc.).

7 Conclusions

Our evaluation framework SEFLAG aims to sup-
port literary scholars of Latin and Ancient Greek in
selecting the right NLP models for their research.
We provide quantitative evaluations of existing
models on suitable datasets. Conceptual mappings
between tagsets used for the annotation of differ-
ent language resources are documented explicitly
and in a human-readable way. Evaluation results
are reported using common metrics (F1, accuracy)
and are accompanied by additional documentation
for the language resources: datasheets for datasets
and model cards for NLP models. Using that ad-
ditional information, we enable researchers to crit-
ically assess the value of such resources for their
own research, including questions of dataset charac-
teristics, model architecture, annotation guidelines
and contact persons. In short, we provide low-level
access to the costly and complex task of NLP eval-
uation for Latin and Ancient Greek, with a proof of
concept that focuses on NER and lemmatization.

In the near future, we will work on fully inte-
grating our framework into the Daidalos research

15These tasks have been chosen because they are of general
interest to the research community (Berti, 2019; Ehrmann
et al., 2021; Beersmans et al., 2023) and are directly relevant
to the Daidalos research infrastructure.
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Language Task Model Dataset Metric Score

Latin
NER LatinCy Herodotos macro F1 ↑ 58

lemmatization LatinCy UD Latin accuracy ↑ 88
Ancient
Greek

NER flair_grc_bert_ner Yousef et al. macro F1 ↑ 64
lemmatization greCy UD Ancient Greek accuracy ↑ 89

Table 1: Evaluation results for NER and lemmatization in Latin and Ancient Greek. The metrics used macro F1 and
accuracy. 3 different NLP models have been evaluated on 4 different datasets. Upward arrows for a metric indicate
that higher scores are better.

infrastructure. Furthermore, we would like to add
more NLP tasks, models and datasets. Finally, we
also want to create Open Educational Resources
to educate interested researchers about central es-
sentials of the evaluation, such as specific metrics,
task concepts and annotation approaches.

Ethics Statement

We address ethical considerations mainly through
heavy use of model cards and datasheets. Besides,
we respect licensing conditions for datasets by pub-
lishing our benchmarks only if all contained sub-
datasets allow it from a legal perspective, and only
under a license that matches the ones used in the
sub-datasets. In general, we refrain from reusing
datasets with licenses that are too prohibitive.
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A Model Card: Latincy

la_core_web_lg

• Person or organization developing model:
Patrick J. Burns; with Nora Bernhardt [ner],
Tim Geelhaar [tagger, morphologizer, parser,
ner], Vincent Koch [ner]

• Model date: May 2023

• Model version: 3.7.4

• Model type: spaCy

• Information about training algorithms, param-
eters, fairness constraints or other applied ap-
proaches, and features: For information on
the training workflow see p.4-5 of LatinCy:
Synthetic Trained Pipelines for Latin NLP
(https://arxiv.org/pdf/2305.04365v1)

• Paper or other resource for more in-
formation: **Burns, P.J. 2023. "Lat-
inCy: Synthetic Trained Pipelines for
Latin NLP." arXiv:2305.04365 [cs.CL].
http://arxiv.org/abs/2305.04365.

• License: MIT

https://doi.org/10.5281/zenodo.5040241
http://arxiv.org/abs/2305.13698
http://arxiv.org/abs/2305.13698
http://arxiv.org/abs/2305.13698
https://doi.org/10.18653/v1/2021.latechclfl-1.15
https://doi.org/10.18653/v1/2021.latechclfl-1.15
https://doi.org/10.18653/v1/2021.latechclfl-1.15
https://doi.org/10.1038/sdata.2016.18
https://doi.org/10.1038/sdata.2016.18
https://doi.org/10.5281/zenodo.8107629
https://doi.org/10.5281/zenodo.8107629
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• Where to send questions or comments about
the model: https://diyclassics.github.
io/

• Intended Use

– Primary intended uses: Morphological
analysis, POS-Tagging, Lemmatizing,
Parsing, NER

– Primary intended users: Classical Schol-
ars

– Out-of-scope use cases: unknown

• Data, Limitations, and Recommendations

– Data selection for training: Training
data consists of latin UD-Treebanks,
Wikipedia and OSCAR sentence data,
the CC-100 Latin dataset and the
Herodotos Project NER dataset

– Data selection for evaluation: Evaluation
was done according to the spaCy work-
flow and is documented in the meta.json
file found in the repository (https:
//huggingface.co/latincy/la_
core_web_lg/blob/main/meta.json)

– Limitations: unknown

B Datasheet: Herodotos Project Dataset

For what purpose was the dataset created?
Was there a specific task in mind? Was
there a specific gap that needed to be filled?
Please provide a description. created for
Herodotos Project to train NER-Tagger (BiL-
STM CRF; see: Alexander Erdmann, David
Joseph Wrisley, Benjamin Allen, Christopher
Brown, Sophie Cohen Bodénès, Micha El-
sner, Yukun Feng, Brian Joseph, Béatrice
Joyeaux-Prunel and Marie-Catherine de Marn-
effe. 2019. "Practical, Efficient, and Cus-
tomizable Active Learning for Named Entity
Recognition in the Digital Humanities." In
Proceedings of North American Association
of Computational Linguistics (NAACL 2019).
Minneapolis, Minnesota.); Goal of Herodotos
Project: catalogue and compendium of an-
cient ethnic groups; For more info on the
corpus see: https://aclanthology.org/W16-
4012.pdf

Who created the dataset (e.g., which team, re-
search group) and on behalf of which entity
(e.g., company, institution, organization)?

from the documentation: „The data files in
the Annotation directory were annotated for
named entities by a team of Classics experts
at Ohio State University. Texts presently in-
cluded are excerpts from Caesar’s Wars, both
Gallic (GW) and Civil (CW), the Plinies’ writ-
ings, both Elder and Younger, and Ovid’s Ars
Amatoria. "

Who funded the creation of the dataset? If
there is an associated grant, please provide
the name of the grantor and the grant name
and number. unknown

Any other comments? No

What do the instances that comprise the
dataset represent (e.g., documents, pho-
tos, people, countries)? Are there multiple
types of instances (e.g., movies, users, and
ratings; people and interactions between
them; nodes and edges)? Please provide a
description. Latin texts "Texts presently in-
cluded are excerpts from Caesar’s Wars, both
Gallic (GW) and Civil (CW), the Plinies’ writ-
ings, both Elder and Younger, and Ovid’s Ars
Amatoria."

How many instances are there in total (of each
type, if appropriate)? 146,066 words

Does the dataset contain all po-ssible instances
or is it a sample (not necessarily random) of
instances from a larger set? If the dataset
is a sample, then what is the larger set? Is
the sample representative of the larger set
(e.g., geographic coverage)? If so, please
describe how this representativeness was
validated/verified. If it is not representative
of the larger set, please describe why not
(e.g., to cover a more diverse range of in-
stances, because instances were withheld or
unavailable). sample of Latin literature (see
previous answers), representative of Classical
Latin literature, might not be representative of
the entire Latin literature (time, geography)

What data does each instance consist of?
"Raw" data (e.g., unprocessed text or im-
ages) or features? In either case, please
provide a description. Each instance con-
sists of raw text data

Is there a label or target associated with
each instance? If so, please provide a

https://diyclassics.github.io/
https://diyclassics.github.io/
https://huggingface.co/latincy/la_core_web_lg/blob/main/meta.json
https://huggingface.co/latincy/la_core_web_lg/blob/main/meta.json
https://huggingface.co/latincy/la_core_web_lg/blob/main/meta.json
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description. NER Labels: PRS-B, PRS-
I, GEO-B, GEO-I, GRP-B, GRP-I or 0;
labels follow the BIO scheme; see also:
https://aclanthology.org/W16-4012.pdf

Is any information missing from individual in-
stances? If so, please provide a description,
explaining why this information is missing
(e.g., because it was unavailable). This does
not include intentionally removed informa-
tion, but might include, e.g., redacted text.
No

Are relationships between individual instances
made explicit (e.g., users’ movie ratings,
social network links)? If so, please describe
how these relationships are made explicit.
Relationships are made explicit according to
the BIO scheme

Are there recommended data splits (e.g., train-
ing, development/validation, testing)? If so,
please provide a description of these splits,
explaining the rationale behind them. Text
from Gallic War is split into test and train sets

Are there any errors, sources of noise, or redun-
dancies in the dataset? If so, please provide
a description. Naturally occurring repetitions
of names in the texts

Is the dataset self-contained, or does it link
to or otherwise rely on external resources
(e.g., websites, tweets, other datasets)? If
it links to or relies on external resources,
a) are there guarantees that they will
exist, and remain constant, over time;
b) are there official archival versions of
the complete dataset (i.e., including the
external resources as they existed at the
time the dataset was created); c) are there
any restrictions (e.g., licenses, fees) asso-
ciated with any of the external resources
that might apply to a dataset consumer?
Please provide descriptions of all external
resources and any restrictions associated
with them, as well as links or other access
points, as appropriate. The dataset is
self-contained and can be downloaded from
GitHub (https://github.com/Herodotos-
Project/Herodotos-Project-Latin-
NER-Tagger-Annotation/blob/master/
README.md)

Does the dataset contain data that might be
considered confidential (e.g., data that is
protected by legal privilege or by doctor–
patient confidentiality, data that includes
the content of individuals’ non-public com-
munications)? If so, please provide a de-
scription. No

Does the dataset contain data that, if viewed di-
rectly, might be offensive, insulting, threat-
ening, or might otherwise cause anxiety?
If so, please describe why. If the dataset
does not relate to people, you may skip the
remaining questions in this section. The
dataset contains descriptions of war.

Does the dataset identify any subpopulations
(e.g., by age, gender)? If so, please de-
scribe how these subpopulations are iden-
tified and provide a description of their re-
spective distributions within the dataset. A
number of ethnic groups from antiquity are
referred to.

Is it possible to identify individuals (i.e., one
or more natural persons), either directly or
indirectly (i.e., in combination with other
data) from the dataset? If so, please de-
scribe how. Only historical individuals

Does the dataset contain data that might be
considered sensitive in any way (e.g., data
that reveals race or ethnic origins, sexual
orientations, religious beliefs, political opin-
ions or union memberships, or locations; fi-
nancial or health data; biometric or genetic
data; forms of government identification,
such as social security numbers; criminal
history)? If so, please provide a description.
Only historical individuals

Any other comments? No

How was the data associated with each in-
stance acquired? Was the data directly ob-
servable (e.g., raw text, movie ratings), re-
ported by subjects (e.g., survey responses),
or indirectly inferred/derived from other
data (e.g., part-of-speech tags, model-based
guesses for age or language)? The data con-
sists of publicly available texts

If the data was reported by subjects or in-
directly inferred/derived from other data,

https://github.com/Herodotos-Project/Herodotos-Project-Latin-NER-Tagger-Annotation/blob/master/README.md
https://github.com/Herodotos-Project/Herodotos-Project-Latin-NER-Tagger-Annotation/blob/master/README.md
https://github.com/Herodotos-Project/Herodotos-Project-Latin-NER-Tagger-Annotation/blob/master/README.md
https://github.com/Herodotos-Project/Herodotos-Project-Latin-NER-Tagger-Annotation/blob/master/README.md
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was the data validated/verified? If so,
please describe how. unknown

What mechanisms or procedures were used
to collect the data (e.g., hardware appara-
tuses or sensors, manual human curation,
software programs, software APIs)? How
were these mechanisms or procedures val-
idated? from the documentation: „All texts
are in Latin taken from the Latin Library Col-
lection (collected by CLTK) or the Perseus
Latin Collection. "

If the dataset is a sample from a larger set, what
was the sampling strategy (e.g., determin-
istic, probabilistic with specific sampling
probabilities)? unknown

Who was involved in the data collection pro-
cess (e.g., students, crowdworkers, con-
tractors) and how were they compensated
(e.g., how much were crowdworkers paid)?
https://aclanthology.org/W16-4012.pdf S. 87:
"an undergraduate, a graduate, and a profes-
sor of Classics, each with at least 4 years of
experience studying Latin"

Over what timeframe was the data collected?
Does this timeframe match the creation
timeframe of the data associated with the
instances (e.g., recent crawl of old news ar-
ticles)? If not, please describe the time-
frame in which the data associated with
the instances was created. Were any ethi-
cal review processes conducted (e.g., by an
institutional review board)? If so, please
provide a description of these review pro-
cesses, including the outcomes, as well as a
link or other access point to any supporting
documentation. If the dataset does not re-
late to people, you may skip the remaining
questions in this section. unknown

Did you collect the data from the individuals in
question directly, or obtain it via third par-
ties or other sources (e.g., websites)? Were
the individuals in question notified about
the data collection? If so, please describe
(or show with screenshots or other informa-
tion) how notice was provided, and provide
a link or other access point to, or otherwise
reproduce, the exact language of the notifi-
cation itself. not applicable

Did the individuals in question consent to the
collection and use of their data? If so,
please describe (or show with screenshots
or other information) how consent was re-
quested and provided, and provide a link
or other access point to, or otherwise re-
produce, the exact language to which the
individuals consented. not applicable

If consent was obtained, were the consenting
individuals provided with a mechanism to
revoke their consent in the future or for cer-
tain uses? If so, please provide a descrip-
tion, as well as a link or other access point
to the mechanism (if appropriate). not ap-
plicable

Has an analysis of the potential impact of the
dataset and its use on data subjects (e.g., a
data protection impact analysis) been con-
ducted? If so, please provide a description
of this analysis, including the outcomes, as
well as a link or other access point to any
supporting documentation. not applicable

Any other comments? No

Preprocessing/cleaning/labeling

Was any preprocessing/cleaning/labeling of the
data done (e.g., discretization or bucketing,
tokenization, part-of-speech tagging, SIFT
feature extraction, removal of instances,
processing of missing values)? If so, please
provide a description. If not, you may skip
the remainder of the questions in this sec-
tion. The data was manually annotated for
NEs.

Was the "raw" data saved in addition to the
preprocessed/cleaned/labeled data (e.g.,
to support unanticipated future uses)? If
so, please provide a link or other access
point to the "raw" data. The data can
be downloaded from: https://github.
com/clmarr/Herodotos-beta/tree/
f22fdd92b3318cfb8fc93b004b0947aea14ce9c2/
Annotation_1-1-19

Any other comments? No

Uses

Has the dataset been used for any tasks
already? If so, please provide a description.

https://github.com/clmarr/Herodotos-beta/tree/f22fdd92b3318cfb8fc93b004b0947aea14ce9c2/Annotation_1-1-19
https://github.com/clmarr/Herodotos-beta/tree/f22fdd92b3318cfb8fc93b004b0947aea14ce9c2/Annotation_1-1-19
https://github.com/clmarr/Herodotos-beta/tree/f22fdd92b3318cfb8fc93b004b0947aea14ce9c2/Annotation_1-1-19
https://github.com/clmarr/Herodotos-beta/tree/f22fdd92b3318cfb8fc93b004b0947aea14ce9c2/Annotation_1-1-19
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It has been used to train an NER-Tagger for
Latin. See: https://aclanthology.org/W16-
4012.pdf and https://github.com/
alexerdmann/HER/blob/master/HER_
NAACL2019_preprint.pdf

Is there a repository that links to any or all
papers or systems that use the dataset?
If so, please provide a link or other
access point. What (other) tasks could
the dataset be used for? See: https:
//github.com/alexerdmann/HER/blob/
master/HER_NAACL2019_preprint.pdf

Is there anything about the composition of the
dataset or the way it was collected and pre-
processed/cleaned/labeled that might im-
pact future uses? For example, is there any-
thing that a dataset consumer might need
to know to avoid uses that could result in
unfair treatment of individuals or groups
(e.g., stereotyping, quality of service issues)
or other risks or harms (e.g., legal risks,
financial harms)? If so, please provide a
description. Is there anything a dataset con-
sumer could do to mitigate these risks or
harms? Strong class imbalance (most tokens
are non-entities)

Are there tasks for which the dataset should not
be used? If so, please provide a description.
No

Any other comments? No

Distribution

Will the dataset be distributed to third
parties outside of the entity (e.g., company,
institution, organization) on behalf of
which the dataset was created? If so,
please provide a description. How will the
dataset will be distributed (e.g., tarball
on website, API, GitHub)? The data can
be downloaded from: https://github.
com/clmarr/Herodotos-beta/tree/
f22fdd92b3318cfb8fc93b004b0947aea14ce9c2/
Annotation_1-1-19

Does the dataset have a digital object identifier
(DOI)? No

When will the dataset be distributed? The data
can be downloaded from: https://github.

com/clmarr/Herodotos-beta/tree/
f22fdd92b3318cfb8fc93b004b0947aea14ce9c2/
Annotation_1-1-19 https://github.
com/Herodotos-Project/Herodotos-
Project-Latin-NER-Tagger-Annotation

Will the dataset be distributed under a copy-
right or other intellectual property (IP) li-
cense, and/or under applicable terms of use
(ToU)? If so, please describe this license
and/or ToU, and provide a link or other ac-
cess point to, or otherwise reproduce, any
relevant licensing terms or ToU, as well as
any fees associated with these restrictions.
AGPL-3.0 license

Have any third parties imposed IP-based or
other restrictions on the data associated
with the instances? If so, please describe
these restrictions, and provide a link or
other access point to, or otherwise repro-
duce, any relevant licensing terms, as well
as any fees associated with these restric-
tions. unknown

Do any export controls or other regulatory re-
strictions apply to the dataset or to individ-
ual instances? If so, please describe these
restrictions, and provide a link or other ac-
cess point to, or otherwise reproduce, any
supporting documentation. unknown

Any other comments? No

Maintenance

Who will be supporting/hosting/maintaining
the dataset? from the documentation: "Con-
tact ae1541@nyu.edu or any of the co-authors
with questions regarding this repository."

How can the owner/curator/manager of the
dataset be contacted (e.g., email address)?
ae1541@nyu.edu

Is there an erratum? If so, please provide
a link or other access point. Will the
dataset be updated (e.g., to correct label-
ing errors, add new instances, delete in-
stances)? If so, please describe how often,
by whom, and how updates will be commu-
nicated to dataset consumers (e.g., mailing
list, GitHub)? new instances for the Ancient
Greek language will be added in the future

https://github.com/alexerdmann/HER/blob/master/HER_NAACL2019_preprint.pdf
https://github.com/alexerdmann/HER/blob/master/HER_NAACL2019_preprint.pdf
https://github.com/alexerdmann/HER/blob/master/HER_NAACL2019_preprint.pdf
https://github.com/alexerdmann/HER/blob/master/HER_NAACL2019_preprint.pdf
https://github.com/alexerdmann/HER/blob/master/HER_NAACL2019_preprint.pdf
https://github.com/alexerdmann/HER/blob/master/HER_NAACL2019_preprint.pdf
https://github.com/clmarr/Herodotos-beta/tree/f22fdd92b3318cfb8fc93b004b0947aea14ce9c2/Annotation_1-1-19
https://github.com/clmarr/Herodotos-beta/tree/f22fdd92b3318cfb8fc93b004b0947aea14ce9c2/Annotation_1-1-19
https://github.com/clmarr/Herodotos-beta/tree/f22fdd92b3318cfb8fc93b004b0947aea14ce9c2/Annotation_1-1-19
https://github.com/clmarr/Herodotos-beta/tree/f22fdd92b3318cfb8fc93b004b0947aea14ce9c2/Annotation_1-1-19
https://github.com/clmarr/Herodotos-beta/tree/f22fdd92b3318cfb8fc93b004b0947aea14ce9c2/Annotation_1-1-19
https://github.com/clmarr/Herodotos-beta/tree/f22fdd92b3318cfb8fc93b004b0947aea14ce9c2/Annotation_1-1-19
https://github.com/clmarr/Herodotos-beta/tree/f22fdd92b3318cfb8fc93b004b0947aea14ce9c2/Annotation_1-1-19
https://github.com/clmarr/Herodotos-beta/tree/f22fdd92b3318cfb8fc93b004b0947aea14ce9c2/Annotation_1-1-19
https://github.com/Herodotos-Project/Herodotos-Project-Latin-NER-Tagger-Annotation
https://github.com/Herodotos-Project/Herodotos-Project-Latin-NER-Tagger-Annotation
https://github.com/Herodotos-Project/Herodotos-Project-Latin-NER-Tagger-Annotation
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If the dataset relates to people, are there ap-
plicable limits on the retention of the data
associated with the instances (e.g., were the
individuals in question told that their data
would be retained for a fixed period of time
and then deleted)? If so, please describe
these limits and explain how they will be
enforced. not applicable

Will older versions of the dataset continue to be
supported/hosted/maintained? If so, please
describe how. If not, please describe how
its obsolescence will be communicated to
dataset consumers. unknown

If others want to extend/augment/build
on/contribute to the dataset, is there a
mechanism for them to do so? If so, please
provide a description. Will these contri-
butions be validated/verified? If so, please
describe how. If not, why not? Is there
a process for communicating/distributing
these contributions to dataset consumers?
If so, please provide a description. unknown

Any other comments? No


