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Abstract

This study presents the development of a
sentiment-annotated corpus of historical news-
paper texts in Austrian German, addressing
a gap in annotated corpora for Natural Lan-
guage Processing in the field of Digital Human-
ities. Three annotators categorised 1005 sen-
tences from two 19th-century periodicals into
four sentiment categories: positive, negative,
neutral, and mixed. The annotators, Masters
and PhD students in Linguistics and Digital
Humanities, are considered semi-experts and
have received substantial training during this
annotation study. Three tools were used and
compared in the annotation process: Google
Sheets, Google Forms and Doccano, and re-
sulted in a gold standard corpus. The analysis
revealed a fair to moderate inter-rater agree-
ment (Fleiss’ kappa = 0.405) and an average
percentage agreement of 45.7% for full consen-
sus and 92.5% for majority vote. As majority
vote is needed for the creation of a gold stan-
dard corpus, these results are considered suffi-
cient, and the annotations reliable. The study
also introduced comprehensive guidelines for
sentiment annotation, which were essential to
overcome the challenges posed by historical
language and context. The annotators’ expe-
rience was assessed through a combination of
standardised usability tests (NASA-TLX and
UEQ-S) and a detailed custom-made user ex-
perience questionnaire, which provided quali-
tative insights into the difficulties and usability
of the tools used. The questionnaire is an addi-
tional resource that can be used to assess usabil-
ity and user experience assessments in future
annotation studies. The findings demonstrate
the effectiveness of semi-expert annotators and
dedicated tools in producing reliable annota-
tions and provide valuable resources, including
the annotated corpus, guidelines, and a user
experience questionnaire, for future sentiment
analysis and annotation of Austrian historical
texts. The sentiment-annotated corpus will be
used as the gold standard for fine-tuning and
evaluating machine learning models for senti-

ment analysis of Austrian historical newspapers
with the topic of migration and minorities in a
subsequent study.

1 Introduction

Sentiment analysis (SA), the automatic identifica-
tion of attitudes, opinions, and emotions in textual
data, has been popular since the early 2000s (Liu,
2012). Deriving from Natural Language Processing
(NLP), it was initially used to study contemporary
data, including reviews and microblog posts. Re-
cently, it has gained prominence in Digital Human-
ities (DH), expanding beyond contemporary texts
to historical and literary texts (Häußler and Gius,
2023; Koncar et al., 2020; Kim and Klinger, 2019).
However, texts such as newspaper articles, novels,
letters, and poetry, which are commonly studied in
DH, pose a challenge due to their formal structures
and historical nuances, making sentiment analysis
difficult (Kaur and R. Saini, 2014).

Traditional dictionary-based SA methods, heav-
ily relied upon in DH, involve annotating words
and phrases with sentiment values. Although
this method is easily interpretable and transpar-
ent, sentiment dictionaries suffer from low reusabil-
ity and do not consider word context, missing nu-
ances such as sarcasm or negation (Schmidt et al.,
2021c; Schmidt and Burghardt, 2018). To address
these limitations, context-sensitive transformer-
based machine learning models such as BERT have
been developed (Devlin et al., 2018) (Suissa et al.,
2022). These models require less annotated data
data than traditional ML algorithms (such as BOW
or TF-IDF), since they can be pre-trained on large,
unannotated datasets. This means that pre-training
is usually done once and the model can then be
further fine-tuned for various specific purposes and
tasks, such as e.g. named-entity recognition or sen-
timent analysis, using a smaller annotated corpus
(of e.g. sentences, plays or verses with correspond-
ing sentiment annotation). This is particularly use-
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ful in DH, where the annotation process is often
tedious and time-consuming due to the complexity
of literary and historical texts.

However, good quality annotations are crucial
for the accuracy of the models with which they
are fine-tuned. To better understand the conditions
necessary for creating a high-quality sentiment-
annotated fine-tuning corpus for texts in DH, recent
studies have focused on the annotation process (Al-
Laith et al., 2024; Sprugnoli et al., 2023), annotator
behavior (Schmidt et al., 2018), and annotation
tools (Schmidt et al., 2019). These studies discuss
the relevance of expert versus non-expert annota-
tors, the optimal tool for sentiment annotation, and
the importance of guidelines. These insights in-
formed the approach taken in this study, as will be
shown in the next chapters.

There is still a gap in sentiment-annotated DH
corpora that could be used for fine-tuning Machine
Learning models, one such model being presented
in Schweter (2020). This model was trained on
non-annotated historical newspapers and offers the
possibility of further fine-tuning with an annotated
corpus, for a specific task - such as named-entity
recognition or sentiment analysis. However, news-
paper texts pose various annotation challenges: his-
torical language and context, discriminatory lan-
guage, sarcasm and metaphors.

The following sections present the current state
of sentiment annotation in Digital Humanities and
describe the creation of a sentiment-annotated cor-
pus of Austrian historical newspapers through an
annotation study. The annotations, the annotation
process and annotation tools are evaluated quanti-
tatively and qualitatively. This evaluation identifies
key challenges and provides guidelines for annotat-
ing historical newspaper texts. These initial results
will guide future refinements of the corpus, which
will be openly accessible on Zenodo in accordance
with the FAIR principles

2 Sentiment annotation for the Digital
Humanities

Sentiment analysis (SA), in the context of Digi-
tal Humanities (DH), has often been used to an-
swer specific research questions related to literary
or historical studies. It has been used to analyse
German plays (Schmidt et al., 2021a), Spanish En-
lightenment periodicals (Koncar et al., 2021), Span-
ish song lyrics (Hernández-Lorenzo et al., 2022)
and conflict in German novels (Häußler and Gius,

2023). Texts investigated by DH, such as news-
papers, novels, poetry, and drama, present unique
challenges due to their formal structures and histor-
ical linguistic nuances, making SA and annotation
particularly complex (Kaur and R. Saini, 2014).

Sprugnoli et al. (2023) lists several aspects of
the annotation process that are to be considered
when constructing an annotation study: classifi-
cation granularity, type of annotator (expert, non-
expert or crowd workers), perspective, unit of anno-
tation, and language of annotation unit. A further
consideration (Schmidt et al., 2019) is the choice of
annotation collection tool, which can have an effect
on the annotation experience. These factors can
impact the inter-rater agreement, which informs
about the quality of annotations and is crucial in
the development of a gold standard corpus.

In SA, two primary classification tasks are typ-
ically addressed: polarity and emotion analysis.
Polarity analysis focuses on determining the direc-
tion of the sentiment within the text, often classified
into categories such as positive, negative, and neu-
tral (Liu, 2012). For more complex analyses, po-
larity classification may involve finer distinctions,
such as differentiating between highly negative and
highly positive sentiments, often using a numeri-
cal scale or additional categories. Sprugnoli et al.
(2023) annotate four categories: positive, negative,
neutral, and mixed. On the other hand, emotion
analysis refers to the classification into emotional
categories, often following Ekman’s theory of basic
emotions (Ekman, 1992) or Russell’s circumplex
model (Russell, 1980). Schmidt et al. (2019) con-
duct a polarity annotation study of German histori-
cal plays by G.E. Lessing, using extended polarity
categories - negative, positive, neutral, mixed, un-
certain, and other. In a subsequent study (Schmidt
et al., 2021b), they conducted an additional annota-
tion study with emotion categories. In these stud-
ies, inter-rater agreement, measured by statistical
measures of Cohen’s or Fleiss’ kappa and Krippen-
dorff’s alpha, decreases with the higher number of
categories that need to be annotated (Sprugnoli and
Redaelli, 2024). However, these studies show that
the agreement on literary and historical texts ranges
from poor to moderate agreement, due to subjectiv-
ity and difficulty of the annotation process.

When conducting sentiment annotation, experts
are preferred annotators, due to their accuracy and
deep understanding of complex texts (Sprugnoli
et al., 2023). But, they are scarce and expensive
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(Schmidt et al., 2018). Semi-experts, such as ad-
vanced students, provide a more accessible alterna-
tive with reasonably reliable results (Yeruva et al.,
2020; Schmidt and Burghardt, 2018), while non-
experts (e.g. obtained through crowd-sourcing),
though less accurate, can be effectively utilised in
large-scale projects with appropriate guidance and
annotation schemes (Schmidt et al., 2018)).

Sentiment annotation can focus on two perspec-
tives: the emotions the author intended to convey,
or the emotions perceived by the reader (Sprug-
noli and Redaelli, 2024). Most studies focus on
sentiments as intended by the author of the text
(Sprugnoli et al., 2023; Häußler and Gius, 2023;
Schmidt et al., 2019), as the annotation from the
perspective of the reader can lead to low inter-rater
agreement, due to subjectivity of the task.

The unit of annotation is also significant, and
highly dependent on the type of text. Sprugnoli
et al. (2023) and Häußler and Gius (2023) annotate
sentences, while Schmidt et al. (2018) annotate
speeches in a larger play. Annotating a shorter unit
can be beneficial, as it minimises the change in
sentiment shifting within the annotation unit.

Traditionally, spreadsheets and Word have often
been used as the main tool for annotation collec-
tion (Sprugnoli and Redaelli, 2024; Sprugnoli et al.,
2023; Schmidt et al., 2018). Schmidt et al. (2019)
compare various annotation tools, such as Word,
WebAnno, CATMA, eMargin and Sentimentator.
They report using Sentimentator (a dedicated an-
notation tool) and Word increases annotator levels
of certainty, thus, making the choice of annotation
tool important for obtaining high-quality annota-
tions. They employ standard usability and user
experience questionnaires, NASA-TLX (Hart and
Staveland, 1988) and User Experience Question-
naire (UEQ-S) (Hinderks et al., 2018), to assess
user experience and perceived annotator workload.

With respect to the previous work presented in
this section, the annotators in this study are semi-
experts who have received extensive training in sen-
timent annotation. They annotate sentences in four
categories: positive, negative, neutral and mixed,
focusing on the sentiment intended by the writer.
Furthermore, Google Forms (an online survey tool),
Google Sheets (an online spreadsheet tool) and
Doccano (Hiroki et al., 2018) are compared for
the annotation process in order to establish an opti-
mal tool for future annotation processes. To assess
the usability of different annotation tools, Google

Forms, Google Sheets, and Doccano (Hiroki et al.,
2018) were compared. The findings from this com-
parison, along with insights into annotator expe-
riences, will inform the choice of tools for future
sentiment annotation projects. Additionally, user
experience was assessed using a combination of
NASA-TLX, UEQ-S, and custom questions target-
ing the specific challenges of annotating historical
texts.

3 Aims and research questions

The main aim of this study is establishing the
optimal conditions for sentiment annotation of
Austrian historical newspapers, with the goal
of creating a reliable gold standard corpus for
fine-tuning of ML models for sentiment analysis.
This study aims to answer the following questions:
RQ1 Is using semi-expert annotators appropriate
for the task of annotation of historical newspapers?
RQ2 How does the historical language and context
of the texts influence the annotation process?
RQ3 How do the annotators perceive the difficulty
of the annotation task?
RQ4 Which tool is most optimal for sentiment
annotation of historical newspapers?

4 Methods

4.1 Corpus
The corpus used for the annotation consisted of
1005 sentences from two Austrian periodicals,
“Neue Freie Presse” and “Das Vaterland”. The
newspapers were published between 1850 and
1900. The corpus was created using Dynamic Topic
Modelling with BERTopic (Grootendorst, 2022)),
and through this process was automatically anno-
tated with topics such as "migration", "labour",
"Jews", "Croats", “Czechs”, etc. Sentences were
used as the unit of annotation, with an average sen-
tence length of 35.7 tokens, the shortest sentence
having four tokens and the longest having 350 to-
kens. A sentence was used as the annotation unit
because sentiment often changes within an article
and sometimes even within a sentence.

4.2 Annotation process
The corpus was annotated by three semi-expert an-
notators (Masters and PhD students in Linguistics
and Digital Humanities), two native German speak-
ers and one fluent German speaker. The annotators
were previously familiar with the task of sentiment
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analysis and received additional training for the
task of sentiment annotation. Each annotator was
individually introduced to the corpus and the anno-
tation process, followed by practical examples. The
annotators were assigned to the annotation tasks
for 3 months, 5 hours per week.

They individually annotated the sentiment in
four categories:

• Positive (positive sentiment is expressed in
the sentence)

• Negative (the sentence expresses a negative
sentiment)

• Neutral (there is no sentiment in the sentence)

• Mixed (two sentiments are expressed, it is not
possible to find a clear dominant one).

With regard to annotation perspective (Sprugnoli
et al., 2023) they annotated the sentiment the au-
thor intended to convey through the sentence. The
process was organised in stages, with group meet-
ings after each round of annotation to exchange
feedback, provide further training and resolve any
uncertainties. In the first stage, 50 comments were
provided in the form of a Google Forms survey
with multiple choice questions. No additional in-
formation was provided in this round. In the sec-
ond stage, 232 annotation units were provided to
the annotators via a spreadsheet in Google Sheets.
This time, in response to annotator feedback, the
previous and subsequent sentences were provided
as additional context, as well as the name of the
journal and the date of publication. A column for
comments was also added so that annotators could
leave comments about their annotation choices if
they felt it was necessary.

In the following 5 annotation rounds, they were
given the remaining 723 sentences, divided into
separate annotation tasks. The sentences were an-
notated using Doccano, an open source data la-
belling tool for machine learning tasks such as clas-
sification (Hiroki et al., 2018). Doccano was built
in Python using the Django library, and an instance
of it was deployed using Heroku for this annotation
study. Doccano allows the upload and download
of datasets in various non-proprietary formats (in-
cluding csv). The main benefits are the ease of as-
signing annotation units to users, the ability to view
one annotation unit at a time and navigate between
them, and the ability to view additional information

about the annotation unit on the side of the screen.
You can also easily track your progress, adding a
gamification aspect to the annotation process. This
has previously been shown to be beneficial to the
user experience (Schmidt et al., 2019).

4.3 Evaluation

The annotations were evaluated for inter-rater
agreement using Fleiss’ Kappa (McHugh, 2012)
and average percentage agreement (APA) overall
and per category.

At the end of all annotation tasks, annotators
were asked to complete a questionnaire (admin-
istered via Google Forms) about various aspects
of the annotation process and the annotation tools
used. The questionnaire comprised seven sections
and a total of 25 questions. The complete question-
naire is available in Appendix A. The questionnaire
included questions on the overall perceived diffi-
culty of the annotation task, the perceived time
taken to complete the annotations, and confidence
in the annotations. The impact of historical lan-
guage, context and specific linguistic features (such
as sarcasm and metaphor) on the complexity of the
annotation process was also examined. A section
dedicated to the comparison of annotation tasks
evaluated the ease of use of each tool and the speed
of adaptation to the tool using a 5-point Likert
scale.

In addition, following the recommendation of
(Schmidt et al., 2019), two standardised usability
tests were used to quantify the overall usability
and user experience, namely the Nasa Task Load
Index (NASA-TLX) (Hart and Staveland, 1988)
and the User Experience Questionnaire (UEQ-S)
(Hinderks et al., 2018). The NASA-TLX assesses
the perceived workload of a task across different
dimensions such as mental, physical and tempo-
ral (Schmidt et al., 2019). The scores are then
combined and averaged into an overall workload
score. The UEQ-S (User Experience Question-
naire - Short Version) (Hinderks et al., 2018) is
used to quantitatively assess user experience across
two key dimensions: Pragmatic Quality (PQ) and
Hedonic Quality (HQ). PQ evaluates the usability
and functionality of a product or task, indicating
how easy it is for users to accomplish their goals.
HQ measures the emotional appeal, reflecting how
enjoyable, engaging, and motivating the product
or task is for users. By analysing both PQ and
HQ scores, the UEQ-S provides a comprehensive
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overview of the user experience. Using the above
metrics and questionnaire, the quality of annotation
and the experience of annotators will be assessed.

5 Annotation evaluation

The inter-rater agreement, as measured by Fleiss’
kappa, indicates a fair to moderate level of agree-
ment (0.405), which is in line with expectations.
The Average Percentage Agreement (APA) is
45.7% when all three annotators concur. However,
for a sentence to be included in the gold standard,
a majority vote – where two out of three annotators
agree – is deemed sufficient. This resulted in a
92.5% agreement among at least two annotators
across all annotation items in our corpus, which
was used to create a gold standard of 930 items. Of
the total number of annotations, 447 were classified
as negative, 345 as neutral, 81 as positive, and 56
as mixed. The results indicate that the token length
may have an impact on the annotations. Items rated
as ’mixed’ had a mean of 53 tokens, compared to
means of 31, 29, and 38 tokens for ’positive’, ’neu-
tral’, and ’negative’ annotations, respectively. This
indicates that additional splitting of the annotation
items may be required to eliminate ambiguity. No-
tably, two annotators classified approximately half
of the units as negative, while the third annotator
rated 34% as negative and 45% as neutral, indi-
cating that the most predominant sentiments were
negative and neutral (see Table 1).1.

By closely examining the sentences in the anno-
tation study, we can identify the causes of disagree-
ment. For instance, the sentence “In den Beziehun-
gen zwischen Polen und Czechen ist, trotz der vie-
len gegenseitigen Versicherungen brüderlicher Fre-
undschaft, in jüngster Zeit — wie fast regelmäßig
vor jedem Wiederzusammentritte des Reichsrathes
— eine Spannung eingetreten.” (English translation:
“In the relations between Poles and Czechs, despite
the many mutual assurances of brotherly friendship,
a tension has recently arisen—almost always be-
fore each reconvening of the Reichsrat.”) is highly
ambiguous. It conveys both positive and negative
sentiments between the subjects (Czechs and Poles)
and suggests a possible disdain by the author (“al-
most always”). In contrast, sentences with com-
plete agreement, such as “Treibt auch Noth einen
Serben oder Walachen zur Arbeit, so strengt er sich
durchaus nicht an.” (English translation: “Even if

1A Jupyter Notebook outlining the evaluation can be found
at https://github.com/lucijakrusic/SentiAnno/

necessity drives a Serb or Wallachian to work, they
do not exert themselves at all.”), present a clearer
sentiment and a more evident object of that senti-
ment.

6 Evaluation of annotator experience and
annotation tools

The questionnaire yielded valuable insights into
the attitudes and perceptions of the annotators re-
garding the annotation process. In terms of the
complexity of the text annotation process, two par-
ticipants rated it as "challenging" (4 on a 5-point
scale), while one rated it as "moderate" (3 on a
5-point scale). The estimated time required for
one annotation unit is between one and four min-
utes, with one annotation round taking between
three and over five hours. Two annotators reported
needing to take regular breaks from the annotation
process. However, two out of three annotators re-
port having high confidence (4 out of 5 on a Likert
scale) in their annotations, while one reports mod-
erate confidence (3 out of 5). In terms of specific
difficulties, annotating longer texts was identified
as particularly challenging, particularly when sen-
tences were complex and required close attention.
Another challenge identified was the need to re-
main objective, as one participant mentioned the
difficulty of not letting personal beliefs influence
the annotation process. The historical context and
language of the texts had a notable impact on the
annotation process. The participants indicated that
the historical context affected their ability to an-
notate, with one annotator finding it particularly
challenging. This emphasizes the importance of
familiarity with the historical background when
conducting sentiment analysis.

Moreover, all participants felt that the histori-
cal context significantly influenced their ability to
annotate sentiment, reporting the need to indepen-
dently research the historical background using re-
sources like Wikipedia, the University Library Cat-
alogue, Britannica, and the ANNO repository. The
historical language, including vocabulary, gram-
mar, and phrasing, also posed challenges, similarly
influencing their ability to annotate sentiment.

Participants indicated that the clarity of what
should be annotated—whether it was the sentiment
of the language, sentiment towards a group, or the
emotional state of the speaker—was not always
clear. They reported that regular discussions and
feedback sessions were useful for overcoming these

https://github.com/lucijakrusic/SentiAnno/
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Annotation Annotator 1 Annotator 2 Annotator 3
negative 550 (54.7%) 435 (43.33%) 346 (34.36%)
neutral 236 (23.51%) 423 (42.13%) 453 (45.12%)
positive 147 (14.61%) 73 (7.27%) 79 (7.87%)
mixed 71 (7.07%) 73 (7.27%) 126 (12.55%)

Table 1: Annotation results across three annotators.

challenges.
The use of sarcasm and metaphors in the texts

presented a challenge for most participants. Two
respondents found metaphors challenging, while
one was affected by sarcasm, indicating a need
for additional training or guidelines on handling
figurative language in sentiment analysis.

Access to the previous and following sentences
(context) was generally seen as helpful, with all
participants agreeing that it aided in making more
accurate annotations. However, opinions were di-
vided on whether more context was necessary, with
one participant suggesting that additional context
could clarify ambiguous sentiments.

The overall NASA-TLX score was calculated
by averaging the scores on six dimensions: men-
tal, physical, temporal demand, performance, effort
and frustration level. This equates to a score of 3.09
out of 5, indicating that the perceived workload is
slightly above neutral. The annotators indicated
that the level of workload was moderate overall,
with some dimensions (such as mental demand, ef-
fort, and performance) rated higher than others. In
terms of the UEQ-S, the Pragmatic Quality (PQ)
achieved a score of 4.97 on a scale from 1 to 7
(1 reflects a poor experience in terms of usability,
and a higher score of 7 reflects a good experience).
This indicates that the task was moderately usable
and clear. The hedonic quality (HQ) was rated at
4.45 out of 7 (with 1 indicating a less enjoyable
experience and 7 indicating an emotionally satisfy-
ing one), indicating that the task was perceived as
somewhat enjoyable and not unpleasant.

The questionnaire also assessed the usability of
different annotation tools, with participants evalu-
ating Google Forms, Google Sheets, and Doccano.
All three annotators identified Doccano as the most
intuitive tool, citing its clear layout, ease of naviga-
tion, and effective display of context as key factors.
Additionally, the ability to leave comments and
track progress was identified as a valuable feature.
However, both Google Forms and Google Sheets
are also considered relatively straightforward to

use and easily adaptable (see Figures 1 and 2). The
annotators found Google Sheets less practical for
navigating between the annotation units and view-
ing the full sentences. This is reflected in Figure
1, where one annotator noted that Google Sheets
were difficult to use.

Lastly, annotators provided constructive feed-
back on how to improve the annotation process.
One suggestion was to standardise the token length
of context provided for each sentence, as incon-
sistencies sometimes made interpretation difficult.
Another recommendation was to allow annotators
to "correct" incomplete sentences by adding parts
from adjacent sentences. These insights will be im-
plemented in the following rounds of annotation.

7 Discussion

In this study, a sentiment-annotated corpus of Aus-
trian historical newspaper texts was developed,
with three semi-expert annotators categorizing sen-
tences into four sentiment classes: positive, nega-
tive, neutral, and mixed. The inter-rater agreement,
measured using Fleiss’ kappa, resulted in a score
of 0.405, indicating fair to moderate agreement
and reflecting the inherent challenges in annotating
historical corpora. This aligns with previous re-
search ((Sprugnoli et al., 2023; Schmidt et al., 2019,
2018)) and highlights the difficulty of classifying
complex texts, particularly those with mixed senti-
ments. This category, indicating both positive and
negative sentiments within a single sentence, was
the most challenging due to its higher token count,
and presumably as a result, higher content ambi-
guity. This finding underscores the complexity of
historical texts, where sentiments can shift within
the same sentence or be expressed through nuanced
language, including sarcasm and metaphors, that is
difficult to categorise definitively. The study also
observed a notable imbalance in sentiment cate-
gories, with the majority of annotations marked
as negative or neutral. This distribution mirrors
the historical context of the periodicals, which fre-
quently adopted a critical stance toward migration
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Figure 1: Annotation tool comparison on ease of use.

Figure 2: Annotation tool comparison on speed of adaptation.

and minorities. Despite these challenges, the an-
notation process achieved an Average Percentage
Agreement (APA) of 45.7% for full agreement and
92.5% for majority vote (two out of three annota-
tors). These results validate the reliability of the
annotation process, allowing the creation of a gold
standard corpus comprising 930 sentences, which
will be extended in future annotation rounds.

Notably, the successful use of semi-expert an-

notators—advanced students—demonstrates that
it is possible to achieve reliable annotations with-
out relying on fully trained experts. This finding
corroborates previous studies (Yeruva et al., 2020;
Schmidt and Burghardt, 2018), reinforcing the no-
tion that semi-experts, can serve as an accessible
yet effective alternative for similar tasks.

The annotation process was systematically sup-
ported by providing essential contextual informa-
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tion, including references to the previous and
following sentences, newspaper name, and date,
which helped annotators interpret complex histor-
ical texts more accurately. Such contextual cues
were particularly important given the nuanced lan-
guage found in historical materials, where sen-
timents often shift within a sentence. The user
experience questionnaire (Appendix A) revealed
the cognitive and emotional demands on annota-
tors, especially when dealing with historical lan-
guage, figurative expressions like metaphors, and
sarcasm. This feedback is valuable for improv-
ing future annotation workflows and provides a
basis for comparing annotator experiences in simi-
lar tasks. Reusing the questionnaire, particularly its
sections on historical language and context, could
further enhance the systematic evaluation of annota-
tion processes within Digital Humanities projects.

The standardized usability assessments, NASA-
TLX and UEQ-S, highlighted the need to con-
sider both cognitive workload and user engagement
when designing annotation tasks. The NASA-TLX
results showed that while the task was manage-
able, it required significant cognitive effort, partic-
ularly for complex, sentiment-laden historical texts.
This finding aligns with Schmidt et al. (2019) and
highlights the importance of considering workload
when designing annotation tasks, particularly for
complex historical texts. The UEQ-S results reveal
a clear process (Pragmatic Quality) but suggest the
task could be more engaging (Hedonic Quality).
While Doccano proved to be the most user-friendly
tool, with a positive impact on annotator efficiency
and accuracy, there is room for improvement in user
experience, particularly regarding task engagement.
These results reinforce the need for comprehensive
guidelines and tool evaluations, as well as attention
to annotator workload, to ensure efficient and accu-
rate sentiment annotation in Digital Humanities.

8 Conclusion

This study contributes to the field of Digital Hu-
manities by presenting the first sentiment-annotated
corpus of Austrian historical newspaper texts in
Austrian German. Through the collaboration of
three semi-expert annotators, 930 sentences were
annotated for sentiment using a carefully designed
process supported by tools like Doccano, Google
Sheets, and Google Forms. The fair-to-moderate
inter-rater agreement (Fleiss’ kappa of 0.405) re-
flects the challenges of annotating historical texts,

where sentiment is often complex and contextually
dependent.

A contribution of this study is the user expe-
rience questionnaire, which were specifically de-
signed to assess the cognitive and emotional chal-
lenges encountered during the annotation process.
The bespoke sections of the questionnaire not only
provided valuable insights for improving subse-
quent annotation rounds but also offer a reusable
framework for evaluating annotator experiences in
other historical and literary annotation projects.

Furthermore, this study highlights the feasibility
of employing semi-expert annotators in sentiment
annotation, achieving reliable results through thor-
ough guidelines and iterative feedback. Standard-
ized assessments of usability and user experience,
combined with the custom questionnaire, provided
critical insights into annotators’ cognitive demands
and areas where the task could be improved.

By making the corpus openly available, this re-
search offers a valuable resource for further sen-
timent analysis in Austrian German, particularly
on topics such as migration, minorities, and labor
rights. The findings and methodology outlined here
will serve as a basis for future annotation projects,
contributing to more nuanced and accessible senti-
ment analysis in historical and literary contexts.

Limitations

It should be noted that this study is subject to a
number of limitations. Firstly, the limited number
of annotators may impact the representativeness
of the findings, particularly in terms of inter-rater
agreement.

Secondly, the imbalance in sentiment categories,
with a predominance of negative and neutral an-
notations, may have had an impact on the over-
all results. This imbalance reflects the content of
the newspapers, but it also presents a challenge
for model training and evaluation, as models may
be biased towards these more common categories.
Further rounds of annotation will be added to the
corpus in the future, with the aim of reducing this
imbalance.

Thirdly, the historical context and language of
the texts presented significant challenges to the an-
notators, who had to navigate complex sentences
and cultural references that may not have been im-
mediately apparent. While the annotators were
semi-experts, additional training or the use of an-
notators with expertise in history or media studies
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could help to overcome some of the challenges
identified.

Furthermore, the annotators indicated that they
would have benefited from additional context ac-
companying the annotation unit and the ability to
correct over-split annotation units, which will be
addressed at a future stage in the annotation pro-
cess.

The process of annotation of further data from
historical newspapers will continue (with an exten-
sion of the temporal coverage and the addition of
other newspapers with different political leanings).
These limitations can serve as lessons that can be
applied in the future to improve the creation of the
gold standard.

Ethics Statement

This study was conducted with careful considera-
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and "Das Vaterland" (VTL). The name (or
the abbreviation) was also provided. Was one
of them more difficult to annotate, and if so,
which one? (multiple choice - NFP/VTL/not
sure/both were equal in difficulty)

7. What did you find most difficult about the
annotation process? (short answer)

A.2 Section 2 - Nasa Task Load Index (Hart
and Staveland, 1988)

Please rate your experience on the following as-
pects of the task:

1. How mentally demanding was the task? (5
point Likert scale, very low - very high)

2. How physically demanding was the task? (5
point Likert scale, very low - very high)

3. How hurried or rushed was the pace of the
task? (5 point Likert scale, very low - very
high)

4. How successful were you in accomplishing
the task? (5 point Likert scale, very low - very
high)

5. How hard did you have to work to accomplish
your level of performance? (5 point Likert
scale, very low - very high)

6. How insecure, discouraged, irritated, stressed
and annoyed were you? (5 point Likert scale,
very low - very high)

A.3 Section 3 - User Experience
Questionnaire (UEQ-S) (Hinderks et al.,
2018)

Please rate your experience on the following as-
pects of the task:

1. Annoying - enjoyable (7 point Likert scale,
left extreme - right extreme)

2. Not understandable - understandable (7 point
Likert scale, left extreme - right extreme)

3. Slow - fast (7 point Likert scale, left extreme -
right extreme)

4. Unpleasant - pleasant (7 point Likert scale,
left extreme - right extreme)

5. Complicated - easy (7 point Likert scale, left
extreme - right extreme)

6. Boring - exciting (7 point Likert scale, left
extreme - right extreme)

7. Demotivating - motivating (7 point Likert
scale, left extreme - right extreme)

8. Difficult to learn - easy to learn (7 point Likert
scale, left extreme - right extreme)

A.4 Section 4 - Historical Language and
Context

1. How much did the historical context of the
texts affect your ability to annotate the senti-
ment? (5 point Likert scale, not at all - signifi-
cantly)

2. How much did the historical language (e.g.,
vocabulary, grammar, phrasing) of the texts
affect your ability to annotate the sentiment?
(5 point Likert scale, not at all - significantly)

3. Did you feel the need to investigate the his-
torical background of the texts on your own?
(multiple choice - yes/no)

4. If yes, which resources did you use for this
research (please specify)? (short answer)

5. How clear was it what should be annotated:
the sentiment of the language, the sentiment
towards a person/group of people, the senti-
ment towards a subject or the emotional state
of the speaker? (5 point Likert scale, com-
pletely unclear - very clear )

6. If the task was unclear, what would have/has
helped you overcome it? (short answer)

A.5 Section 5 - Specific Language Properties

1. How much did the appearance of sarcasm in
the texts affect your annotation? (5 point Lik-
ert scale, not at all - significantly)

2. How much did the appearance of metaphors
in the texts affect your annotation? (5 point
Likert scale, not at all - significantly)

3. How much did having access to the previous
and following sentences (context) help you in
making accurate annotations? (5 point Likert
scale, not at all - significantly)

4. Do you believe more context is necessary?
(multiple choice - yes/no/other)
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A.6 Section 6 - Tool usability comparison
1. How easy was it to use the following tools for

annotation?

(a) Google Forms (5 point Likert scale, very
easy - very difficult)

(b) Google Sheets (5 point Likert scale, very
easy - very difficult)

(c) Doccano (5 point Likert scale, very easy
- very difficult)

(d) How quickly were you able to adapt to
using each tool for annotation?

(e) Google Forms (5 point Likert scale, took
a long time - immediately)

(f) Google Sheets (5 point Likert scale, took
a long time - immediately)

(g) Doccano (5 point Likert scale, took a
long time - immediately)

(h) Which tool did you find the most intu-
itive to use for annotation tasks? (mul-
tiple choice - Google Forms/ Google
Sheets/Doccano)

2. Please shortly elaborate why (short answer)

A.7 Section 7 - Additional feedback
1. This section is for any additional observations

and remarks. How would you improve the
annotation setup? Do you have any additional
feedback or advice on how to improve the
annotation process? (long answer)


