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Preface

Textual sources are a cornerstone for research in the digital humanities, especially when larger datasets
are involved. In such cases, the use of natural language processing (NLP) technologies becomes
indispensable. However, a significant challenge arises as NLP is often tailored to standard written
languages, which can differ substantially from the genres and text types of primary interest to today’s
digital humanists. This complexity increases when research is conducted on minority languages,
historical texts, or dialectal materials.

NLP, with its strong foundation in computer science, tends to focus on optimizing numerical outcomes
and addressing abstract tasks like machine translation, poem generation, or sentiment analysis. In
contrast, digital humanities, deeply rooted in the humanities, focuses on concrete research questions
aimed at understanding specific phenomena rather than merely solving a problem. Where NLP strives to
validate its methods, digital humanists often take methodological validity as a given, treating these tools
as a means to an end rather than the end goal itself. This fundamental difference in approach highlights
the need for more collaborative spaces where scholars from both fields can come together to exchange
knowledge and methodologies.

Digital humanists are increasingly aware of the limitations of current NLP tools, while the NLP
community has already developed several viable solutions. However, both fields would greatly benefit
from enhanced communication. For instance, techniques like model fine-tuning and retraining, widely
used in NLP, could be harnessed to improve results for diverse linguistic varieties. Similarly, research in
the digital humanities frequently produces open datasets, offering opportunities for comparative analysis
across different NLP strategies. This workshop aimed to stimulate such dialogue, encouraging the
sharing of examples that illustrate how NLP tools can best address the research questions central to
the humanities.

This year NLP4DH received 81 submissions which was our highest number yet.

iii





Organizing Committee

• Mika Hämäläinen, Metropolia University of Applied Sciences

• Emily Öhman, Waseda University

• So Miyagawa, The University of Tsukuba / National Institute for Japanese Language and Linguistics

• Khalid Alnajjar, F-Secure Oyj

• Yuri Bizzoni, Aarhus University

Program Committee

• Joshua Wilbur, University of Tartu

• Stefania Degaetano-Ortlieb, Saarland University

• Luke Gessler, University of Colorado Boulder

• Leo Leppänen, University of Helsinki

• Quan Duong, University of Helsinki

• Iana Atanassova, University of Franche-Comté

• Won Ik Cho, Samsung

• Tyler Shoemaker, Dartmouth College

• Jouni Tuominen, University of Helsinki

• Enrique Manjavacas, Arevalo University of Leiden

• Kenichi Iwatsuki, Mirai Translate

• Matej Martinc, Jožef Stefan Institute

• Maciej Janicki, University of Helsinki

• Shuo Zhang, Bose

• Aynat Rubinstein, The Hebrew University of Jerusalem

• Frederik Arnold, Humboldt University of Berlin

• Thibault Clerice, National Institute for Research in Digital Science and Technology

• Nicolas Gutehrlé, University Bourgogne Franche-Comté

• Lama Alqazlan, University of Warwick

• Lidia Pivovarova, University of Helsinki

• Balázs Indig, Eötvös Loránd University

• Pierre Magistry, Institut national des langues et civilisations orientales

• Yoshifumi Kawasaki, The University of Tokyo

v



• Anna Dmitrieva, University of Helsinki

• Antti Kanner, University of Helsinki

• Maria Antoniak, Allen Institute for AI

• Katerina Korre, University of Bologna

• Daniela Teodorescu, University of Alberta

• Dongqi Pu, Saarland University

• Nils Hjortnaes, Indiana University Bloomington

• Noémi Ligeti-Nagy, Hungarian Research Centre for Linguistics

• Allison Lahnala, University of Bonn

• Gabriel Simmons, University of California, Davis

• Vilja Hulden, University of Colorado Boulder

• Jaihyun Park, Nanyang Technological University

• Jonne Sälevä, Brandeis University

• Martin Ruskov, University of Milan

• Youngsook Song, Sionic AI

• Pascale Moreira, Aarhus University

• Maciej Kurzynski, Lingnan University

• Aatu Liimatta, University of Helsinki

• Sourav Das, Indian Institute of Information Technology Kalyani

• Sebastian Oliver Eck, University of Music Franz Liszt Weimar

• Elissa Nakajima, Wickham Waseda University

• Nicole Miu Takagi, Waseda University

• Ken Kawamura, Revelata Inc

• Bo Dang, San Francisco Bay University

• Jack Rueter, University of Helsinki

vi



Table of Contents

Text Length and the Function of Intentionality: A Case Study of Contrastive Subreddits
Emily Sofi Ohman and Aatu Liimatta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Tracing the Genealogies of Ideas with Sentence Embeddings
Lucian Li . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Evaluating Computational Representations of Character: An Austen Character Similarity Benchmark
Funing Yang and Carolyn Jane Anderson. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .17

Investigating Expert-in-the-Loop LLM Discourse Patterns for Ancient Intertextual Analysis
Ray Umphrey, Jesse Roberts and Lindsey Roberts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

Extracting Relations from Ecclesiastical Cultural Heritage Texts
Giulia Cruciani . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

Constructing a Sentiment-Annotated Corpus of Austrian Historical Newspapers: Challenges, Tools, and
Annotator Experience

Lucija Krusic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .51

It is a Truth Individually Acknowledged: Cross-references On Demand
Piper Vasicek, Courtni Byun and Kevin Seppi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Extracting position titles from unstructured historical job advertisements
Klara Venglarova, Raven Adam and Georg Vogeler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

Language Resources From Prominent Born-Digital Humanities Texts are Still Needed in the Age of LLMs
Natalie Hervieux, Peiran Yao, Susan Brown and Denilson Barbosa . . . . . . . . . . . . . . . . . . . . . . . . . . 85

NLP for Digital Humanities: Processing Chronological Text Corpora
Adam Pawłowski and Tomasz Walkowiak . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

A Multi-task Framework with Enhanced Hierarchical Attention for Sentiment Analysis on Classical Chi-
nese Poetry: Utilizing Information from Short Lines

Quanqi Du and Veronique Hoste . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

Exploring Similarity Measures and Intertextuality in Vedic Sanskrit Literature
So Miyagawa, Yuki Kyogoku, Yuzuki Tsukagoshi and Kyoko Amano. . . . . . . . . . . . . . . . . . . . . . .123

Historical Ink: 19th Century Latin American Spanish Newspaper Corpus with LLM OCR Correction
Laura Manrique-Gomez, Tony Montes, Arturo Rodriguez Herrera and Ruben Manrique . . . . . . 132

Canonical Status and Literary Influence: A Comparative Study of Danish Novels from the Modern Break-
through (1870–1900)

Pascale Feldkamp, Alie Lassche, Jan Kostkan, Márton Kardos, Kenneth Enevoldsen, Katrine Baun-
vig and Kristoffer Nielbo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

Deciphering psycho-social effects of Eating Disorder : Analysis of Reddit Posts using Large Language
Model(LLM)s and Topic Modeling

Medini Chopra, Anindita Chatterjee, Lipika Dey and Partha Pratim Das . . . . . . . . . . . . . . . . . . . . . 156

Topic-Aware Causal Intervention for Counterfactual Detection
Thong Thanh Nguyen and Truc-My Nguyen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

vii



UD for German Poetry
Stefanie Dipper and Ronja Laarmann-Quante . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

Molyé: A Corpus-based Approach to Language Contact in Colonial France
Rasul Dent, juliette janes, Thibault Clerice, Pedro Ortiz Suarez and Benoît Sagot . . . . . . . . . . . . 189

Vector Poetics: Parallel Couplet Detection in Classical Chinese Poetry
Maciej Kurzynski, Xiaotong Xu and Yu Feng. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .200

Adapting Measures of Literality for Use with Historical Language Data
Adam Roussel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .209

Improving Latin Dependency Parsing by Combining Treebanks and Predictions
Hanna-Mari Kristiina Kupari, Erik Henriksson, Veronika Laippala and Jenna Kanerva . . . . . . . . 216

From N-grams to Pre-trained Multilingual Models For Language Identification
Thapelo Andrew Sindane and Vukosi Marivate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229

Visualising Changes in Semantic Neighbourhoods of English Noun Compounds over Time
Malak Rassem, Myrto Tsigkouli, Chris W. Jenkins, Filip Miletić and Sabine Schulte im Walde 240
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Abstract

Text length is of central concern in natural
language processing (NLP) tasks, yet it is
very much under-researched. In this paper,
we use social media data, specifically Reddit,
to explore the function of text length and in-
tentionality by contrasting subreddits of the
same topic where one is considered more seri-
ous/professional/academic and the other more
relaxed/beginner/layperson. We hypothesize
that word choices are more deliberate and in-
tentional in the more in-depth and professional
subreddits with texts subsequently becoming
longer as a function of this intentionality. We
argue that this has deep implications for many
applied NLP tasks such as emotion and senti-
ment analysis, fake news and disinformation
detection, and other modeling tasks focused on
social media and similar platforms where users
interact with each other via the medium of text.

1 Introduction

The relationship between the length, intentional-
ity, register, genre, and emotion-associated word
distributions in texts is a complex one. The genre
often dictates the length for the sake of convention,
such as with academic writing. The register (i.e.
language as it is used in a specific situation and for
a specific purpose) also affects text length, most
obviously when there are platform limitations that
impose maximum character counts such as SMS
messages or tweets, or based on the general pace
of the platform. Both of these effects are linked to
and can artificially influence the intentionality and
framing of a text. We define intentionality as a care-
ful, self-curated production of text with a deliberate
purpose or goal behind the communication.

Different text genres also force text producers
to convey their message more succinctly and thus
perhaps with more intentionality. Examples of
this include works of literature, poetry, and po-
litical speeches where the evocation of specific

emotions in the reader is a desired effect achieved
by carefully choosing the “right” words (see e.g.
Lipsitz, 2018; Koljonen et al., 2022). We can see
similar evocation tactics on social media too with,
for example, “rage bait”1 posts. Despite the near-
ubiquitous presence of rage bait on social media,
only a handful of academic papers have explored
the topic, and these studies have been from a dis-
information perspective rather than from an NLP
or linguistic perspective (see e.g. Jennings-Roche,
2023; Clem, 2023; Jagayat and Choma, 2023; Cu-
rato, 2021; Johnston, 2024; La Rocca, 2022).

In this study, we explore the functions of length,
intentionality, affect, and register in contrastive
pairs of corpora on the same topic. As our data, we
use subreddits (topic-specific discussion forums on
Reddit) where at least two separate subreddits exist
for the same topic and one is considered to be more
serious or in-depth, and the other more general in
nature.

We hypothesize that (1) the average length of a
text (post or comment) is longer in the more seri-
ous, in-depth subreddits, (2) the language in more
serious subreddits has more variability and lexical
density, and (3) that positive words carry less in-
formation than negative words and therefore the
more serious subreddits have less positive words
than their general subreddit counterpart showing
a different aspect of negativity bias (Kanouse and
Hanson Jr, 1987).

This study also contributes to the discussion on
best practices in how to work with the computa-
tional aspects of texts of varying lengths.

2 Background and Related Work

Many studies make off-handed mentions of the dif-
ferent nature of tweets as compared to other social
media texts that are not artificially constrained by

1Rage bait is when social media content is perceived as
having been carefully constructed to induce a maximal nega-
tive emotional response in readers for the sake of engagement.
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length to the same degree (Öhman, 2021a). Some
mention the “informal language and expressive con-
tent such as emojis and hashtags” (Demszky et al.,
2020), and others discuss the limited length, self-
contained nature, and the helpfulness of emojis and
hashtags for annotators of tweets in contrast with
Reddit comments that tend not to include emojis
and are often highly context and conversation de-
pendent (Öhman et al., 2020).

For the most part, when social media message
length is studied, the focus is on optimization for
marketing purposes (Stephen et al., 2015) or crisis
communication strategies (Ma and Yates, 2014).
One interesting prior study looked into “perceived
partner responsiveness” and found that longer mes-
sages were perceived as more intimate whether
length was measured by counting tokens, charac-
ters, words or non-word characters (Freeman and
Brinkley, 2014). In this study we focus on word
count because we examine word choice beyond
length as a metric.

Perhaps the most famous law in quantitative lin-
guistics, Zipf’s law (Zipf, 1935, 1949) describes
the distribution of sorted measures. In terms of
corpus linguistics, Zipf’s law states that when the
words in a corpus are ordered by frequency, the
value of the nth entry is inversely proportional to
n. This frequency can also be used to measure the
length of words and more recent studies have ex-
tended Zip’s law to state that information content
causes word length to increase (Piantadosi et al.,
2011).

Garcia et al. (2012) studied the distribution of
positive and negative words and their frequency
as they relate to information density and word
frequency overall. Using small emotion lexicons
(1034 entries for English) they found that word
valence and frequency of use are related, and in
particular that positive emotional content is more
common than negative content. However, because
positive words are more common, they point out
that the relative rarity of negative words causes
them to carry more information.

More recently Singh et al. (2023) used readabil-
ity and other linguistic complexity metrics to show
that the negativity bias holds true for Reddit data
too meaning that negative emotions are associated
with more complex texts than positive emotions.
They continue on to show that current state-of-the-
art transformers such as BERT have more trouble
with the more complex texts and discuss the impli-
cations of this for the evaluation of emotion and

sentiment analysis models.
Intentionality is a very understudied concept in

NLP. Here we use the term to mean a careful selec-
tion of words to achieve a desired affective reaction
in the reader, i.e., affective rhetorical devices. In-
tentionality has mostly been researched as part of
the field of rhetoric (see e.g. Bitzer, 1968; Burke,
1969) and in social psychology for example, to
examine how other people determine whether an
action or message was intentional, but some have
looked at the rhetoric and affect of political speech:
Teneva (2021) showed that emotional appeals in
political discourse aimed at social solidarity, group
identification, and shaping public opinion in the
Internet news discourse. Their conclusion was that
political emotions play an important role in modern
argumentation.

In quantitative linguistics, varieties of language
that are defined by their situation of use and com-
municative function are called registers. While
there are many approaches to register analysis (e.g.
Biber, 1988; Halliday and Matthiessen, 2013), the
analysis of registers is generally founded on the
idea that certain linguistic features are more or less
well-suited to certain situational and functional con-
cerns, and as such, registers tend to prefer and dis-
prefer different sets of linguistic features depending
on the situational and functional circumstances of
the register. For instance, narrative registers might
prefer features such as past-tense verb forms and
third-person pronouns.

While text length is commonly recognized as
a confounding factor for linguistic analyses, text
length itself is rarely the object of study in linguis-
tics. However, Liimatta (2022, 2023) analyzes com-
ment length on Reddit from the point of view of
register. These studies show that the length of a text
is not determined at random even in contexts where
the author can in principle write a text of any length
on Reddit and other similar social media platform,
when they are not constrained by genre conven-
tions, publisher requirements or limitations of tech-
nology. Instead, Liimatta (2022, 2023) demon-
strates that text length is closely linked with the
idea of register. Just like different communicative
functions and situational concerns prefer linguistic
features that are well-suited for the situation, so
too do different communicative functions prefer
text lengths that are similarly well-suited for the
situation. Furthermore, Liimatta (2022) goes on to
show that the associations between text length and
register are not all universal: within Reddit data,
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Subreddit name category Speakers
(users)

Utterances
(comments)

Conversations
(posts)

Comment:Post
Ratio

startrek general 111,119 2,215,516 110,183 20.11
DaystromInstitute in-depth 18,811 505,171 17,308 29.19
Aviation general 93,784 1,171,366 128,447 9.12
Flying in-depth 38,822 1,261,216 65,024 19.40
AskHistory general 17,646 78,932 14,441 5.47
AskHistorians in-depth 193,943 2,065,764 327,340 6.31
wow general 520,414 14,618,201 809,585 18.10
CompetitiveWoW in-depth 14,487 126,323 8,861 14.26
wown00bs beginner 12,452 101,138 14,456 7.00

Table 1: Overview of subreddits

many subreddits can differ in terms of the role that
text length plays in them.

Of particular relevance to the present study are
the findings by Liimatta (2022, 2023) that longer
comments on Reddit have higher frequencies of lin-
guistic features associated with higher information
density, such as nominalizations, as well as ones
associated with a more complex argument struc-
ture, such as infinitives and certain modal verbs;
whereas the frequencies of features associated with
non-edited, casual, “on-line” production tend to
be higher in shorter comments, including features
such as contractions, subordinator that deletion,
first-person singular pronouns, and private verbs.
These results suggest that, in general, longer com-
ments tend to be more informationally dense and
more carefully edited, as opposed to shorter com-
ments, which tend to be more casual, less informa-
tionally dense, and less edited.

3 Data

We used the convokit Reddit corpus (Chang et al.,
2020) to collect data from related but contrastive
subreddits. We chose pairs of subreddits that are on
the same topic but split into a general and a specific,
typically more serious or professional, subreddit.
The selection of the subreddits was made based
on the authors’ knowledge of the topics and the
subreddits, with both authors agreeing on each pair
of subreddits. The criteria here vary slightly per
subreddit; for example, we chose r/startrek as a gen-
eral subreddit representing Star Trek discussions
and r/DaystromInstitute which is a more serious
subreddit dedicated to “Serious, in-depth discus-
sion about *Star Trek.*”2, the pairs r/Aviation and
r/flying where aviation is for enthusiasts and flying
for pilots, and r/AskHistory and r/AskHistorians

2From the community description of r/startrek

where the latter has much more stringent require-
ments for both posts and comments than the former.

We attempted to pick subreddit pairs of similar
relative standing within pairs, however, there are
many differences between our chosen pairs. All
of the subreddits can be considered to be niche
or nerdy in some aspects, including the more gen-
eral ones and therefore they might not be different
enough from each other for some of the pairs. We
expect the most significant differences to be shown
in the pair r/starttrek and r/DaystromInstitute be-
cause the first in the pair is a fairly popular topic of
discussion in the mainstream consciousness.

As a TV show, Star Trek has been one of the
most long-lasting and successful franchises on TV
since the 1960s and it is also easy for more ca-
sual viewers to form opinions and ask questions on
the subreddits (Weldes, 1999; Pearson and Davies,
2014).

Compared to some of the other pairs, r/aviation
and r/flying for example, r/aviation is meant for
enthusiasts and r/flying for pilots. However, avi-
ation enthusiasts are a more niche group to begin
with compared to TV, and therefore it is unlikely
that a large percentage of posts would be from
the perspective of a more general public. Simi-
larly, although r/AskHistorians is one of the most
strictly moderated subreddits on reddit with strin-
gent guidelines about what top-level posts must
contain and r/AskHistory was established as a more
lax alternative with fewer citation criteria and the
like, the questions and discussions remain rather
similar. Finally, we have the World of Warcraft
(WoW)-related subreddits, that could be said to be
somewhat niche despite their immense popularity
because casual players, let alone the general public,
are unlikely to be actively discussing the topic. We
expect r/wow and r/wownoobs to be somewhat sim-
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ilar simply because r/wow is so large it is going to
catch a large majority of posts that would be more
suited for r/wownoobs, but we expect r/wow and
r/competitivewow to show more differences on the
general to in-depth axis similar to the Star Trek and
aviation-related subreddits.

The sizes of the corpora are not uniform and
therefore the results were normalized by token
count where applicable. Table 1 shows the number
of tokens, unique usernames (speakers), conversa-
tions (posts), utterances (comments), and the ratio
of comments to post to indicate how much engage-
ment is typical for a post on each subreddit.

4 Method

For type-token ratio calculations, we used the same
token count as for normalization and lemmatized
type counts. We used SpaCy for tokenization and
lemmatization. No other preprocessing steps were
taken. To calculate the distribution of emotion-
associated words, we use the NRC emotion in-
tensity lexicon (Mohammad, 2018) which divides
words into Plutchik’s 8 core emotion categories of
anger, anticipation, disgust, fear, joy, sadness, sur-
prise, and trust and associates a value between 0
and 1 for the intensity of the emotion. Our method
can therefore detect the difference between, e.g., an-
noyance, anger, and rage and be judged more akin
to valence (Öhman, 2021b). Although we mea-
sure the prevalence of emotion-associated words in
all eight Plutchik categories, we focus on Joy and
Anger as the proxy emotions we expect to represent
positive and negative in this context.

5 Results

The average post/comment length in the less gen-
eral subreddits are consistently longer than in the
more general ones (see table 2). For most pairs, the
difference in length is double for the more serious
subreddits, but in the case of the History subred-
dits the average length of posts in the more serious
subreddit is almost 15 times longer. For the World
of Warcraft subreddits, the general subreddit’s av-
erage post length is about half of the more serious
one as expected, but about the same as the begin-
ner one. Additionally, the same pattern holds with
word length as well; while the difference in average
word length is not large, it is consistently longer
in the more serious subreddits by roughly .2 char-
acters. For example, for startrek the median word
length was 3 and for the DaystromInstitute 4.

Note that the average post length refers to all
comments on posts, not just the original post. The
difference in length is much larger if going by the
original post only. We chose to merge the com-
ments and posts here to show that the entire conver-
sation on the in-depth subreddits is more complex,
rather than just the starting post.

Because a higher type-token ratio (TTR) has
been associated with registers with a higher infor-
mation density (e.g. Biber, 1988), and as such we
might expect the less general subreddits to have
a higher TTR, we calculated the moving average
type-token ratios (MATTR) for the subreddits. We
chose MATTR over TTR since the lengths of the
posts between the subreddit pairs were just so dras-
tically different that for example, for r/startrek a
typical post would only have about 70 words of
which between 55 and 60 were unique making
the TTR values very high (.75 to .8), whereas
r/DaystromInstitute had lower TTR values typi-
cally between .35 and .45 because a typical post
was between 800 and 1400 words of which 400-500
were unique. However, the MATTR values for all
the subreddits in question was between .80 and .81
suggesting that MATTR was no better than TTR as
a measure for information density or intentionality
in our texts.

In table 2 we present the log-likelihood sig-
nificances between joy and anger. The full log-
likelihood (see table 3) and emotion word distribu-
tions (see table 4) are presented in the appendix.

6 Analysis and Concluding Discussion

We found that the average length of a text in posts
and comments were longer in the more serious, in-
depth subreddits at almost twice the length on av-
erage, with some significant deviations for the two
History subreddits where the posts on the more seri-
ous subreddit were almost 15 times longer than on
the less serious one. This finding supports the ear-
lier results on the relationship between text length
and register, which associated longer Reddit com-
ments with linguistic features related to informa-
tion density and more carefully edited content. The
World of Warcraft subreddits differed here slightly
with the post lengths on the general subreddit still
about half the length of the more serious one (33.4
vs. 59.7), but with little difference between the
competitive and beginner subreddits (57.4 vs. 59.7).
This might be because the general subreddit is less
specific and less moderated in terms of allowed
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Subreddit name category Tokens Avg. comment
length

Avg. word
length

Emotion
(log-likelihood)

startrek general 77,286,488 34.88 3.88 Joy+
DaystromInstitute in-depth 38,072,122 75.37 4.08 Anger+
Aviation general 27,775,314 23.71 3.99 Joy+, Anger+
Flying in-depth 49,372,833 39.15 3.78
AskHistory general 4,319,093 23.90 4.18 Joy+, Anger+
AskHistorians in-depth 150,197,577 351.89 4.26
wow general 515,071,857 33.39 4.01 Joy++
CompetitiveWoW in-depth 7,541,880 59.70 4.30 Anger++
wown00bs beginner 5,781,910 57.17 3.97 Joy-, Anger-

Table 2: Results

content, or that by asking a question on a beginner
subreddit posters feel less self-conscious about ask-
ing what might be considered “stupid questions” on
the main subreddit. Perhaps the niche nature of the
discussion is not so much about expertise but about
specificity. Interestingly the average post length on
the main WoW subreddit and the main Star Trek
subreddit was about the same (33.4 vs. 34.9) and
on the general r/aviation and r/AskHistorians (23.7
vs. 23.9).

Our finding that the serious subreddits have both
longer average comment lengths and features as-
sociated with higher information content, such as
higher average word length, is also in line with
the findings by Liimatta (2022, 2023) correlating
longer comment length on Reddit with higher fre-
quencies of linguistic features associated with den-
sification of information, such as nominalizations,
and shorter comments with features of more casual
and personal, less carefully considered language,
as well as Piantadosi et al. (2011) that information
content causes word length to increase.

Another difference became apparent when sort-
ing the posts on the subreddits by all-time top posts;
the top posts in the general subreddits tended to
contain images or videos rather than the long essay-
like posts in the more serious subreddits, further
highlighting the differences between the general
and niche.

For the emotions, we did find that the posts in the
more general subreddits tended to contain more joy-
related words at higher intensities than their more
in-depth counterparts. However, the case for anger-
related words was not as clear-cut. The results indi-
cate that r/DaystromInstitute posts tend to contain
more anger than r/startrek and the same can be said
for r/wow when compared to r/CompetitiveWoW,
but for the others, it seemed that the general sub-

reddit posts contained more emotion-related words
at higher intensities in general.

In conclusion, we have shown that the length of a
post differs based on what we consider intentional-
ity, that is, the in-depth nature of the text with more
niche conversation significantly longer than more
general conversation on the same topic. We were
unable to show a difference in lexical variation due
to the short messages in the general subreddits, but
the results support the idea that general discussions
are more positive than the more complex, longer
texts in the in-depth subreddits.

7 Future Work

The complex relationships between the length, in-
tentionality, register, genre, and emotion-associated
word distributions in texts remains and interesting
and useful area of study. For instance, while we
have demonstrated an indirect relationship between
emotion-associated word distributions and certain
types of register variation, insomuch as both of
them are linked with text length, it would be fruit-
ful to perform a deeper analysis of the connections
between different register dimensions, emotion-
associated words, and text length, to better under-
stand this multifaceted problem.

In future work we hope to include part-of-speech
and syntactic structures as features related to regis-
ter and intentionality. We also hope to study addi-
tional subreddits and better utilize both fine-tuned
LLMs and qualitative analysis.

Limitations

The emotions lexicons used for the analysis are
not specifically designed for social media which
could influence how well the labeled emotions in
the lexicon correspond to the emotions in our data.
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Furthermore, in the selection process of the sub-
reddits, several options were excluded due to com-
putational limitations. Future studies should in-
clude a more varied selection of subreddits and
more manual validation of the results.

Ethics Statement

All data used in this study were obtained from pub-
lic forums using convokit. We recognize that user-
generated content can be subject to ethical concerns
regarding privacy and consent. However, given the
public and anonymous nature of Reddit posts and
the fact that we limited our analysis to text-level fea-
tures (length, register variation, and intentionality),
without making inferences about individual users
or their personal identities, any negative impact on
any specific users or communities is mitigated.

The study was conducted with respect for the
autonomy of online community members, and we
acknowledge that online discourse can contain sen-
sitive content. To mitigate any risks of harm, we
avoided analyzing subreddits that could contain
vulnerable populations or sensitive topics.

Finally, the potential biases in our study, includ-
ing selection bias or platform-specific biases, were
considered in our methodology. We took care to
transparently report these limitations in our find-
ings, ensuring that our conclusions are contextual-
ized within the broader ethical and social consider-
ations of using online data.
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Appendices
Log-likelihood

subreddit O1 1% O2 2% LL %DIFF Bayes ELL RRisk LogRatio OddsRatio
JOY st/DI 1171246 1.52 421554 1.11 31983.22 36.87 31964.65 0.00002 1.37 0.45 1.37
ANG 619212 0.8 316266 0.83 272.86 -3.55 254.3 0 0.96 -0.05 0.96
JOY av/fly 297945 1.07 559895 1.13 604.19 -5.41 586.02 0 0.95 -0.08 0.95
ANG 162804 0.59 225974 0.46 5700.07 28.07 5681.91 0.00001 1.28 0.36 1.28
JOY askhist/hists 44201 1.02 1466122 0.98 94.65 4.84 75.8 0 1.05 0.07 1.05
ANG 42566 0.99 1221812 0.81 1427.85 21.15 1409 0 1.21 0.28 1.21
ANG 83855 0.51 594570 0.54 303.83 -6.18 285.17 0 0.94 -0.09 0.94
JOY wow/comp 7329450 1.42 87558 1.16 3834.93 22.57 3814.86 0 1.23 0.29 1.23
ANG 5859108 1.14 112940 1.5 7683.63 -24.04 7663.55 0 0.76 -0.4 0.76
JOY wow/noob 7329450 1.42 79103 1.37 123.34 4.01 103.27 0 1.04 0.06 1.04
ANG 5859108 1.14 49113 0.85 4581.69 33.92 4561.62 0 1.34 0.42 1.34

Table 3: Log-likelihood calculations

Emotion word distributions

Nanger Nanticipation Ndisgust Nfear Njoy Nsadness Nsurprise NTrust
startrek 80.11904 137.4671 46.7845575 97.41404086 151.546 77.83572 40.96666 236.8187
DaystromInstitute 83.07029 114.2822 36.260473 117.9215713 110.7251 75.66423 36.94725 220.891
aviation 58.61455 104.6397 32.8963086 97.75651717 107.2698 65.30503 45.19683 187.3386
flying 45.76897 126.2415 28.0944731 79.7299766 113.4014 58.57647 39.32689 206.2676
AskHistory 98.554 100.7872 48.1698912 157.3611404 102.3396 89.99936 38.91132 204.3497
AskHistorians 81.34697 95.62274 37.160274 129.5403759 97.61289 74.19905 34.24224 205.5677
wow 113.7532 126.5027 53.5203207 139.9568105 142.2995 94.2153 62.13591 211.5859
CompetitiveWoW 149.7507 120.5169 53.4918681 166.0155359 116.0964 111.2234 71.68543 198.8933
wownoob 84.94327 137.9898 33.5502715 116.2166153 136.812 72.26706 54.0252 226.2408

Table 4: Normalized Emotion-word distributions by intensity measures
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Abstract
Detecting intellectual influence in unstructured
text is an important problem for a wide range
of fields, including intellectual history, social
science, and bibliometrics. A wide range of
previous studies in computational social sci-
ence and digital humanities have attempted to
resolve this through a range of dictionary, em-
bedding, and language model based methods.

I introduce an approach which leverages a sen-
tence embedding index to efficiently search for
similar ideas in a large historical corpus. This
method remains robust in conditions of high
OCR error found in real mass digitized his-
torical corpora that disrupt previous published
methods, while also capturing paraphrase and
indirect influence.

I evaluate this method on a large corpus of
250,000 nonfiction texts from the 19th century,
and find that discovered influence is in line with
history of science literature. By expanding the
scope of our search for influence and the origins
of ideas beyond traditional structured corpora
and canonical works and figures, we can get
a more nuanced perspective on influence and
idea dissemination that can encompass epistem-
ically marginalized groups.

1 Introduction

In Darwin’s Plots, (Beer, 2009) examines Darwin’s
influence on literature as a complex and recipro-
cal system. Beer identifies in Darwin’s writings
not only the influence of naturalists and geologists
like Lyell, but also the stylistic and lyrical influ-
ence of Wordsworth, Coleridge, and Milton. Pro-
ceeding onwards, Beer delves into a close reading
of how Darwinian metaphors, themes, and world-
views emerge in the works of George Eliot and
Thomas Hardy, both correspondents of Darwin
who wrote extensive commentaries and reactions
to the Origin of Species.

As Beer’s work shows, there are connections
between intellectual figures and avenues for the

spread of ideas not possible to observe except
through deliberately interdisciplinary efforts. But
scholars cannot have expertise in every field and ev-
ery potential author; experts with training in dozens
of subfields and time to read hundreds of thousands
of books are in short supply.

Computational methods can enable analysis
across some of these boundaries. In this paper,
I present a novel method to detect intellectual in-
fluence across a large corpus. Taking advantage
of the unique affordances of large language mod-
els in encoding semantic and structural meaning
while remaining robust to paraphrasing, we can
search for substantively similar ideas and hints of
intellectual influence in a computationally efficient
manner. Such a method allows us to operationalize
different levels of confidence: we can allow for di-
rect quotation, paraphrase, or speculative similarity
while remaining open about the limitations of each
threshold.

I apply an ensemble method combining General
Text Embeddings (GTE), a state-of-the-art sentence
embedding method described in (Li et al., 2023)
optimized to capture semantic content while also
retaining aspects of style and vocabulary choice.
I vectorize sentences from a corpus of roughly
250,000 nonfiction books and academic publica-
tions from the 19th century for instances of ideas
and arguments appearing in Darwin’s publications.
This functions as an initial evaluation and proof
of concept; the method is not limited to detecting
Darwinian ideas but is detecting similarities on a
large scale in a wide range of corpora and contexts

2 Related Literature

Previous attempts to quantify and detect intellec-
tual influence have taken three overall directions:
topic modelling, text reuse detection, and word
sense similarity. Studies using topic models gener-
ally compare topic distributions across documents
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or subdocuments. They can capture a zeitgeist of
themes and shifting focus but lack granular focus
on specific claims. (Rockmore et al., 2018) uses
topic models to trace the genealogy of national con-
stitutions. In (Barron et al., 2018), the authors mea-
sure K-L divergence of the Topic Distributions of
French Revolutionary speeches. In general, these
approaches are generally more effective in a limited
context with a controlled set of topics and a high
likelihood of influence between documents in the
corpus. However, changes in topic distribution may
reflect high level shifts in societal context rather
than direct influence.

Text reuse methods focus on high confidence
detection of exact quotation. They can detect one
form of direct influence with near certainty but are
more limited to paraphrasing and indirect influence.
(Funk and Mullen, 2018) and (Smith et al., 2015)
both search a large corpus for direct quotations
while using a mix of computationally intensive cor-
rections to remain robust to OCR errors. While
direct quotation detection ensures high confidence,
it necessarily only captures a very limited range
of potential influence, excluding similarities in lan-
guage use, indirect quotation, and similar claims.
The n-gram alignment problem is also highly com-
putationally intensive, and requires extensive re-
sources to apply to large corpora.

Finally, approaches focused on detecting similar-
ity and changes in word sense (for example, com-
paring diachronic embeddings of how concepts like
‘justice’ evolved over time) can capture stylistic
and discursive influence. (Soni et al., 2021) stud-
ies Abolitionist newspapers uses word2vec word
embeddings. Other approaches, such as (Vicinanza
et al., 2023) use language models such as BERT
to measure stability and innovation in word senses.
However, these findings can be very difficult to in-
terpret across entire vocabularies and are unable to
capture any changes in content or argumentation.
The influence they capture is also highly specula-
tive; stylistic changes may reflect wider shifts in
language use instead of direct interactions.

My proposed method attempts to synthesize text
reuse and word sense embedding methods. By eval-
uating claims on the sentence level, we can gain a
granular understanding of specific ideas, while also
remaining open to abstract similarities in meaning
or structure. Specialized sentence embeddings lan-
guage models have demonstrated improved effec-
tiveness in encoding semantic meaning in general
evaluation tasks as compared to standard BERT and

Word2Vec embeddings (Reimers and Gurevych,
2019). Sentence embeddings have been applied to
the task of detecting citation and plagiarism in gen-
eral academic literature in (Alvi et al., 2021) and
(Lagopoulos and Tsoumakas, 2021) as well as en-
coding documents specific to disciplinary subfields
in (Chen et al., 2019). I selected GTE vectorization
because of the lower computational demands of
the GTE-small model and its higher performance
in evaluation metrics to other sentence embedding
methods.

Finally, the subword tokenization strategy used
by BERT and more recent language models was
demonstrated in (Nguyen et al., 2020) to be re-
silient to OCR error. Real large scale historical
datasets, such as HathiTrust’s digitized book col-
lection, have extensive OCR error, averaging 7%
and up to 20% character error depending on the
scan quality and time period (Jiang et al., 2021).

Previously published word embedding and topic
model approaches are heavily impacted by OCR
character error, and while some text reuse ap-
proaches mitigate OCR error through machine
learning correction, these tend to be highly corpus
specific.

3 Dataset

To evaluate my method, I constructed a dataset
based around authors active in 19th century aca-
demic societies in the British Empire. I curated a
list of journals based on secondary readings (Pal,
2014) (Barton, 1990) as well as prior knowledge
about the period. This is not meant to capture com-
prehensively all academic publications in the 19th
century, but rather to gather a representative cross
section of the most active members of this commu-
nity. Below is a list of the journals scraped:

• General:

– Royal Society
– Royal Institution
– Cambridge Philosophical Society

• Chemical:

– (London) Chemical Society

• Medical:

– (London) Medical and Chirurgical Soci-
ety

• Biological:
10



Figure 1: Distribution of disciplinary community of
author (extensive overlaps between classes)

– Linnean Society
– Zoological Society
– Entomological Society

• Geographical:

– Geographical Society
– (Royal, Calcutta, American) Oriental So-

ciety

• Political and social scientific:

– The Economist
– Westminster Review
– Edinburgh Review

I grouped these societies into proto-disciplines
such as biology, geology, chemistry, and poli-
tics/social science. I constructed a supplementary
dataset of books by Darwin’s correspondents using
letters from the Darwin Correspondence Project.1

Author names were extracted from downloaded
proceedings using Spacy’s NER utility. 250,000
books by the 1.000,000 identified potential authors
were downloaded as digitized texts from the Inter-
net Archive and Project Gutenberg. Metadata about
the books used are available in this csv. 2 I also
used the Project Gutenberg editions of Darwin’s
Origin of Species and Descent of Man and Herbert
Spencer’s Principles of Sociology and Principles
of Biology for a comparative sample.

4 Method

4.1 Preprocessing
I performed sentence tokenization per book using
NLTK. Overly short documents (<1000 characters)

1https://www.darwinproject.ac.uk/
2https://uofi.app.box.com/file/1412863623947

Figure 2: Distribution of books by year

and sentences (<45 characters) were removed be-
cause short documents tended to be either misla-
belled, or consist mostly of images that could not
be accurately converted to text. Short sentences
tended to not contain enough information for a
coherent argument, or represented formatting, in-
dex, and table of contents elements. No further
text cleaning was performed; the BERT base of the
model used for vectorization uses case and punctu-
ation markings to encode meaning.

4.2 Model selection and finetuning

I used the General Text Embeddings (GTE) model,
a BERT based approach fine-tuned with internet
text and specific entailment tasks to capture seman-
tic meaning. For a preliminary set of randomly sam-
pled books, GTE embeddings were generated for
each sentence using the GTE-small model imple-
mented in the sentence-transformers Python pack-
age. GTE-small was selected due to memory and
computational power constraints.

For fine tuning, I randomly sampled pairs of
books to generate 1,000 pairs of sentence similarity
scores. I inspected the pairs to label the accuracy
of the score. If the sentences were similar due
to purely coincidental factors (for example, transi-
tional phrases like "I go on to argue" or "it should
be obvious"), I assign a score of -1. If they have a
missed similarity (i.e. making the same argument)
but have a score that does not meet the threshold,
they are assigned a score of 1. Otherwise, if the
score if correct, the fine tuning score was left the
same. It is difficult to determine the effectiveness
of this method in resolving false positive matches
across the broader corpus due to the lack of labelled
data, but it successfully removed all instances of the
hand annotated false positives from future matches.
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I used these pairs to fine tune the GTE-small model
using cosine embedding loss in Hugging Face.

4.3 Search
No additional hyperparameter changes were per-
formed. Using my fine tuned version of the GTE-
small model, I generated sentence embeddings of
each sentence in the corpus. From these vectors, I
used FAISS (Douze et al., 2024) to create rapidly
searchable cosine indices for every sentence in the
corpus. For further analysis, I used thresholds of
>0.85 cosine similarity (speculative and low confi-
dence), >0.90 cosine similarity (indirect/medium
influence) and >0.95 (high confidence and direct
quotation). All code for the project are available in
this GitHub repository. 3

5 Findings

5.1 Robustness to OCR error

Figure 3: Error rates on simulated corrupted data with
artificially permuted characters. The blue distributions
show the word error rate at different levels of character
error. The orange shows the cosine similarity in sen-
tence embeddings between the original and corrupted
text.

First, I evaluate the impact of low quality OCR on
the performance of this method. Figure 3 demon-
strates its robustness. I took a subset of the cor-
pus consisting of human transcribed books from
Project Gutenberg and simulated character error by
randomly permuting parts of each sentence with a
random character, integer, or empty string. I com-
pared the sentence embedding representation of
this new string with that of the original string, and

3https://github.com/lucianli123/
darwin-novelty

found that there was generally very little decrease
in cosine similarity. Even at 10% character error,
roughly 90% of sentences will still be captured
above the 0.85 cosine similarity threshold.

Conversely, word accuracy is highly sensitive
to increased character error. At the most frequent
CER of 7% in real scanned corpora, between 30-
50% of words are corrupted. At higher CER levels,
the overwhelming majority of words are lost. For
dictionary based approaches, like text reuse, word
embeddings, and topic modelling, this creates ex-
tensive accuracy issues.

This method is more robust to OCR error than
dictionary based approaches at all CER levels, sug-
gesting that in applications where transcription er-
ror is expected, this method will generally preserve
more signal accuracy.

5.2 Validation against historical ground truth

Because annotated data does not exist for the very
messy corpus of scanned 19th century books, I con-
ducted evaluation against historical ground truth.
I take the set of sentence embeddings for selected
books by Darwin, Herbert Spencer, and 2 randomly
sampled books published in the same year as Ori-
gin of Species. Based on academic consensus about
Darwin (Mayr, 1995), and documented evidence
about his correspondents, we would expect Dar-
win’s publications to display more similarity with
his intellectual circle and in certain disciplinary
communities (geology, natural history) vs (chem-
istry and orientalist circles).

Figure 5: Similarity with books published before and
after.

Also, we would expect the impact of Darwin’s
books to display prescience, i.e., that they exert
more influence on future publications than they re-
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Figure 4: Percent of books post-publication with any detected influence. The last two books are randomly sampled
books published in the same year as Origin of Species and included as a baseline comparison.

ceive from past ones. This would be consistent with
the idea that Darwin’s publications revolutionized
attitudes and ideas.

When we plot the influence over time (Figure
4), we see the method’s sensitivity to shifts in the
overall discourse. Each point represents the simi-
larity of books published each year and the colored
lines represented the average similarity of all pre-
and post- publication books. In red, the Origin of
Species (1859) draws from a handful of primarily
geological and biological sources prepublication,
but radically shifts the overall discourse. In blue,
the Descent of Man (1871) engages more with dis-
courses across a diverse range of disciplines as
well as the evolutionary ideas already introduced
in the Origin. Descent has relatively more connec-
tions to previously published works, coming from
Darwin’s main thesis already existing in the dis-
course community. However, it likewise radically
shifts the discourse in the corpus. Both of Darwin’s
major works proved innovative, as they drew less
from previously published texts while exerting sig-
nificant influence on future texts. The randomly
sampled book in green shows that the effect is not
likely due to corpus wide factors.

We can get a more detailed view of influence
in specific disciplinary communities in Figure 5.
The rightmost column of both Figure 5 heatmaps
show the overrepresentation of Darwinian influ-
ence in books by Darwin’s correspondents (peo-
ple with documented interactions with Darwin).
As a further confirmation, we can see more influ-
ence from Darwin’s books in Biology and Geology
than Chemistry or Political Theory. Even when the

confidence threshold is lowered and more specula-
tive matches are allowed, the same patterns persist.
While this may not give us confidence that all ex-
amples of influence are being detected, we can at
least be more sure that the distributions of detected
influence reflect some kind of underlying historical
pattern.

The very low levels of influence detected for the
"control" books in Figures 4 and 5 gives us some
confidence in the resilience of this method against
excessive false positives. Individual false positive
matches do not result in a book level false signal,
as books we expect to be obscure have extremely
few matches across the corpus.

5.3 Close reading

In table 1, we see examples of sentences at each
similarity threshold. In the first example, we can
see that the method detects direct quotation at high
confidence while remaining robust to OCR errors
and minor structural and punctuation changes. The
second example shows the ability of the method
to identify cases of paraphrase with very limited
shared word use. These two statements make the
same claim, but only share a limited number of
words. Corpus based approaches will likely fail to
capture the similarity in ideas in this case.

Lastly, we see the ability of the method to cap-
ture speculative matches across genres. The first
quote is from Origin of Species and the second
book is from George Eliot’s Middlemarch. In this
quote, we can see Darwin’s metaphor of the web
of life echoed in Middlemarch. Eliot uses the same
metaphor to describe a complex network of human
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Sentence 1 Sentence 2 Cosine Similarity
Would it be believed, that the larvae of
an insect, or fly, no larger than a grain of
rice, destroy some thousand acres of pine-
trees, many of them from two to three feet
in diameter, and a hundred and fifty in
height?

Would it be believed, says Wilson, the
ornitholog-ist, ’ that the larvs of an in-
sect, or fly, no larger tliaan a grain of rice,
should, destroy some thousand ncres of
pine trees, many of uiem two or three feet
in diameter, and one himdred and fifty feet
high.

High confidence
(0.97)

I have called this principle, by which each
slight variation, if useful, is preserved, by
the term natural selection, in order to mark
its relation to man’s power of selection.

The expression "natural selection" was
chosen as serving to indicate some par-
allelism with artificial selection–the selec-
tion exercised by breeders.

Medium confidence
(0.92)

I have so much to do in unraveling cer-
tain human lots, and seeing how they were
woven and interwoven, that all the light
I can command must be concentrated on
this particular web, and not dispersed over
that tempting range of relevancies called
the universe.

We shall never disentangle the inextricable
web of affinities between the members of
any one class; but when we have a distinct
object in view, and do not look to some
unknown plan of creation, we may hope
to make sure but slow progress.

Speculative influ-
ence (0.85)

Table 1: Selected examples of sentence pairs with similarity scores

relationships. She draws the same conclusion as
Darwin: that in a highly complex situation, we
must focus on the particular rather than the general.
We know this isn’t random chance because literary
scholars like Beer have examined the correspon-
dence between Eliot and Darwin, but that relies on
a whole infrastructure of experts in the papers of
both authors. countless lesser known examples that
subject area specialists haven’t focused on study-
ing remain unknown. The speculative matches in
discovered here include extensive false positives,
cases where stylistic or structural similarities don’t
suggest true influence, but may allow for the dis-
covery of previously unknown influence.

6 Limitations

Because of the training process for GTE, semantic
similarity is the main component in calculating
embeddings. This captures the spread and influence
of specific claims, but is much weaker in terms
of metaphor, stylistic similarity, and influence in
argument structure and construction.

For future work, I plan to create an ensemble ap-
proach generating AMR graphs (Opitz et al., 2021)
or knowledge graphs from the structure of each in-
dividual argument. Then, graph embeddings can be
generated through a neural network based approach
like (Wang et al., 2018).

There are also issues with false positive matches,

particularly in terms of generic and stock sen-
tences used as transitions or argumentative sign-
posts rather than conveying a specific claim. First,
once larger scale results are discovered across the
corpus, highly frequent sentences across the corpus
can simply be removed. I plan to train a relatively
simple BERT based model to detect false positive
matches, especially because there are commonly
appearing stock phrases that account for a large
percentage of false positives.

However, false negatives are likely impossible
to adequately evaluate or completely remove. To
identify with complete confidence all instances of
false negatives, the entire corpus must be examined
and annotated. The preliminary results presented in
this paper suggest that the matches discovered by
the method roughly approximate what we expect
from historical research. While this is no guarantee
against false positives and negatives, it suggests
that the proportion of false negatives and positives
is not dramatically skewed. But we must remain
aware that this method is not able to comprehen-
sively identify all influence, but instead discovers
previously unknown avenues of research.

7 Conclusion

7.1 Future directions

This method allows for a hypertextual exploration
of any given text. As shown in Figure 6, it can
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Figure 6: Origins and post-publication influence of each
statement in Origin of Species

trace all occurrences of a specific claim over time
in the corpus. Imagine an edition of the Origin
of Species where a reader can click each sentence
and receive information on where that argument
appeared pre-publication. They would be able to
observe the heavy influences from geology, as well
as Darwin’s own original observations based on
his travels. A reader would then be able to look
forward and see which fields each statement res-
onated with and the context for how they read and
interpreted sections differently – in our Darwinian
case, similarities and differences in ways eugeni-
cists read the Origin compared to botanists. I hope
to collaborate and make these enhanced editions
available to a wide range of humanist scholars. By
enabling researchers to perform more comprehen-
sive searches for the origins and impacts of claims
in their subjects and texts of interests, I hope to
open additional avenues for interesting research.

Now imagine this on a larger scale: instead of
arguments from the Origin, all arguments in the
corpus. Would we be able to find common fea-
tures of ideas which gained wider traction or leapt
across disciplinary boundaries? My future work
will focus on larger scale patterns in this corpus,
with particular focus on the generalizable qualities
of ideas or authors whose ideas gained influence
beyond their disciplinary communities.

7.2 Reflection

Traditional narratives of discovery and invention
valorize the contributions of individual geniuses -
almost exclusively wealthy men from metropolitan
societies. While historians of science have chal-
lenged this paradigm, the types of sources currently
available for historical resource have limited practi-
cal moves toward reform. Dependence on personal

papers and close reading of related works limits the
potential scale and representativeness of these ef-
forts; at some point, it becomes impossible to read
the hundreds of thousands of now unknown publi-
cations. Even Beer’s incisive work ultimately limits
itself to Anglo-American literature and canonical
authors. Responsible use of potentially destabi-
lizing new AI technologies, keeping in mind their
gaps and exclusions, can radically reshape our view
of genealogies of ideas and influence and suggest
previously unexplored possibilities for further ex-
ploration.

This mode of analysis has the potential to un-
cover connections between the work of hundreds
of thousands of authors, among them women ex-
plorers and scientists, interlocutors from colonized
peoples, and simply those whose ideas and contri-
butions have been forgotten in the present. These
ideas are as much part of the patchwork of intellec-
tual life in the 19th century as those of Darwin or
Herbert Spencer or Charles Lyell. Taking a wider
view has the potential to reinvent the history of
science.
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Abstract

Several systems have been developed to extract
information about characters to aid computa-
tional analysis of English literature. We pro-
pose character similarity grouping as a holistic
evaluation task for these pipelines. We present
AustenAlike, a benchmark suite of character
similarities in Jane Austen’s novels. Our bench-
mark draws on three notions of character sim-
ilarity: a structurally defined notion of simi-
larity; a socially defined notion of similarity;
and an expert defined set extracted from literary
criticism.

We use AustenAlike to evaluate character fea-
tures extracted using two pipelines, BookNLP
and FanfictionNLP. We build character repre-
sentations from four kinds of features and com-
pare them to the three AustenAlike benchmarks
and to GPT-4 similarity rankings. We find that
though computational representations capture
some broad similarities based on shared social
and narrative roles, the expert pairings in our
third benchmark are challenging for all systems,
highlighting the subtler aspects of similarity
noted by human readers.

1 Introduction

There is growing interest in using computational
techniques to analyze works of literary fiction. Sev-
eral systems have been developed to automatically
extract information about characters from English
literary text (Bamman et al., 2014; Yoder et al.,
2021). In this paper, we explore character similar-
ity as a holistic evaluation task for literary pipelines.
We use character similarity to explore the informa-
tion about characters that is captured by the differ-
ent kinds of features these pipelines extract: their
events, utterances, and attributes.

Because characters can be similar along mul-
tiple axes, we construct a multi-part benchmark,
AustenAlike, that uses three different notions of
character similarity to group characters in Jane
Austen’s novels. The first is a structurally defined

James Morland from Northanger Abbey
Sibling to heroine and single 20-year-old male
clergy with income of £400/year
Social Pairings: Charles Hayter, Edward Ferrars,
Robert Martin
Narrative Role Pairings: Isabella Knightley,
John Dashwood, Margaret Dashwood, Susan Price,
William Price, Elizabeth Elliot, Mary Musgrove,
Jane Bennet, Mary Bennet, Kitty Bennet, Lydia
Bennet
Expert Pairings: Edmund Bertram, Edward Fer-
rars, Henry Tilney, Philip Elton

Figure 1: Example character from AustenAlike

notion of similarity to group Austen’s characters:
characters are similar if they fill similar narrative
roles. The second is a socially defined notion of
similarity: characters are similar if they share de-
mographic features. The final benchmark takes a
wisdom-of-the-crowd approach, but with an expert
crowd: we extract comparisons of characters from
four decades of Persuasions, a journal dedicated
to the analysis of Austen’s work. Figure 1 shows
an example of how these three views of character
similarity can lead to different comparisons.

We use AustenAlike to explore how much infor-
mation about characters is captured by the different
kinds of features that literary pipelines extract. We
extract character events, quotes, modifiers, and as-
sertions using the BookNLP (Bamman et al., 2014;
Sims et al., 2019) and FanfictionNLP Yoder et al.
(2021) pipelines. We build character representa-
tions using contextualized embeddings of these fea-
tures, and compare how well these representations
align with the three sets of character groupings in
the AustenAlike benchmarks. We also compare a
non-feature-based approach by extracting similar-
ity judgments from ChatGPT.

Our results show that event- and assertion-based
representations capture more information about
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character similarity than quote-based representa-
tions. Overall, however, we show that though
computational representations capture some broad
social and narratological similarities, there is a
wide gap between the similarities they capture and
the more nuanced similarities highlighted in our
wisdom-of-the-expert-crowd benchmark. The best
feature-based representations exhibit only medium
correlations with expert rankings of character sim-
ilarity, and GPT-4 lists the expert-identified most
similar character in a top ten similarity list only
half of the time. AustenAlike illustrates how much
work remains to achieve nuanced computational
representations of literary characters.

2 Related Work

There is a growing interest in applying compu-
tational methods to analyze literary fiction, both
in analyses of large collections (distant read-
ing (Moretti, 2013)) (Grayson et al., 2016; Jayan-
navar et al., 2015; Milli and Bamman, 2016) and of
individual authors and works (Agarwal et al., 2013;
Wang and Iyyer, 2019; Liebl and Burghardt, 2020).
Though these projects range in scope, they share a
foundation of feature extraction: literary evidence
must be identified before it can be interpreted.

To facilitate computational analysis, a number
of pipelines for extracting features from literary
text have been developed (Bamman et al., 2014;
Sims et al., 2019; Yoder et al., 2021; Ehrmanntraut
et al., 2023). In this paper, we focus specifically on
features related to literary characters.

Character mentions The first step in computa-
tional studies of character is to identify character
mentions using named entity recognition and coref-
erence resolution. There is a large body of existing
work on these tasks (Vala et al., 2015; Brooke et al.,
2016; Roesiger and Teufel, 2014) given their com-
plexity in a literary setting and their importance for
downstream tasks.

Some pipelines further disambiguate character
references in a character clustering step. BookNLP
is a pipeline trained on data from LitBank, which
provides annotated training data drawn from 19th-
and early 20th-century English fiction, including
annotations for named entity recognition (Bamman
et al., 2019) and coreference resolution (Bamman
et al., 2020). FanfictionNLP is a similar pipeline
that is trained on and tailored to fanfiction.

Character features Once character mentions
have been identified, the surrounding text can be
used to extract information related to characters.

Some previous work focuses on character
personality traits and emotions (Flekova and
Gurevych, 2015). Kim and Klinger (2019) ana-
lyzes how emotions are expressed nonverbally in
a corpus of fan fiction short stories, while Pizzolli
and Strapparava (2019) train classifiers to identify
personality traits in Shakespeare characters. The
pipelines we study target more general descriptions:
for FanfictionNLP, assertions, descriptions of phys-
ical and mental attributes; for BookNLP, modifiers
and possessions.

What characters do and say is also of interest.
Although quote attribution remains a challenging
task with a number of approaches (He et al., 2013;
Almeida et al., 2014; Muzny et al., 2017), it is use-
ful for analyzing both the content and style of char-
acters’ speech (Dinu and Uban, 2017; Vishnubhotla
et al., 2019). BookNLP extracts both events and
quotes, while FanfictionNLP extracts only quotes.

There is also much work on mapping and an-
alyzing relationships between characters (Elson
et al., 2010; Lee and Yeung, 2012; Jayannavar
et al., 2015; Agarwal et al., 2013; Wohlgenannt
et al., 2016; Labatut and Bost, 2019). For instance,
Chaturvedi et al. (2016) and Iyyer et al. (2016)
automatically identify how relationships between
characters change over the course of narratives.

Character models Once character features are
extracted, they can be used to build computational
representations of characters. Some work seeks
to classify characters into types (Chambers and
Jurafsky, 2009; Valls-Vargas et al., 2021; Stamm-
bach et al., 2022; Bamman et al., 2014). For
instance, Jahan and Finlayson (2019) propose a
narratologically-grounded framework for character
identification and a simple rule-based system for
extracting characters and their roles.

Others explore authorial decisions in represent-
ing characters (Bullard and Ovesdotter Alm, 2014)
or how they evolve over retellings (Besnier, 2020).

Some approaches learn character representations
directly. Grayson et al. (2016) show that word em-
beddings learned from 19th-century works of fic-
tion provide insight into characters.Holgate and Erk
(2021) learn vector representations using masked
entity prediction as a training objective. Most sim-
ilar to our work, Inoue et al. (2022) propose a
benchmark for evaluating character representations.
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Their work takes a broad multi-author, multi-task
perspective, while ours dives more deeply into char-
acters by a single author, exploring character simi-
larity from three different angles.

3 A Three-Part Benchmark for
Evaluating Character Similarity

Character similarity is a multi-faceted concept.
Two characters may play the same role in a nar-
rative or follow the same plot trajectory. They may
have similar personality traits or fill similar social
roles. AustenAlike uses a multi-faceted approach
to character similarity that explores three aspects
of literary characterhood: shared narrative roles,
shared social characteristics, and pairwise com-
parisons from expert analysis.1 The AustenAlike
benchmark focuses on characters from the six Jane
Austen novels published within or immediately af-
ter her lifetime: Sense and Sensibility, Pride and
Prejudice, Mansfield Park, Emma, Persuasion, and
Northanger Abbey. We include all named charac-
ters who speak more than once, except those who
die in the first chapter.

3.1 Social Characteristics

Jane Austen’s novels highlight how her character’s
choices are impacted by their position in society.
Although her characters struggle to varying degrees
to reconcile their desires with constraints imposed
by gender, rank, and wealth, these social character-
istics play a large part in determining the options
available to them within the novel.

We consider five demographic dimensions that
define social relationships within Austen’s writing:
marital status, gender, rank, age, and wealth. There
are other social characteristics that demarcated op-
portunities within Austen’s historical context, such
as race and nationality; however, the characters un-
der consideration are homogeneously White and
English.2 A summary of the social categories and
the size of each group is in Appendix A.

Rank Although almost all of Jane Austen’s char-
acters belong to the upper middle or lower up-
per classes, their relative social rank is nonethe-
less important to their prospects. Most characters
are gentry: independently wealthy, often landown-
ers. Lower-ranked characters belong to professions.

1The dataset and support code are available at
https://github.com/Wellesley-EASEL-lab/AustenAlike.

2Given the exclusion of Austen’s unfinished Sanditon.

Following social conventions of the time, an un-
married woman has her father’s rank and a married
woman her husband’s.

Wealth Austen novels center on questions of
wealth, particularly as they relate to marital
prospects. As a result, the wealth of unmarried
characters is typically stated. The wealth of mar-
ried characters is not always stated. We draw on
estimates from Heldman (1990) and Toran (2015).

Gender The genders of all Austen characters are
overt and stable. All characters are Male or Female.

Age Character ages are reasonably stable as al-
most all plot events take place within a year. If a
character’s age is not mentioned, we estimate from
the ages of their family members.

Marital status Marital status is a key social char-
acteristic of Austen characters. We divide charac-
ters into four groups: Single, Married, Widowed,
and Transitional, a group comprising the handful
of characters whose marital status changes before
the climax of the novel.

3.2 Narrative Roles
Another way in which characters can resemble each
other is in the role they play in the narrative struc-
ture of the work. We define seven narrative roles:

• Heroine: each novel has at least one protag-
onist who is an unmarried woman seeking a
marriage partner.

• Hero: the character that each protagonist mar-
ries at the novel’s end.

• Deceiver: each novel features a character who
sets key events in motion by lying about him-
self or the heroine.

• Rival: an alternate love interest for the hero.

• Wooer: an alternate love interest for the hero-
ine.

• Parents: the parents of the heroine.

• Siblings: the siblings of the heroine.
.

These groupings are shown in Table 1.

3.3 Wisdom-of-the-Experts Character Pairs
In our most fine-grained benchmark, we look at
characters who have been identified as similar by
literary scholars. We use a wisdom-of-the-crowds
approach, but with an expert crowd: authors of
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Heroines: Emma Woodhouse, Elizabeth Bennet, Elinor Dashwood, Marianne Dashwood,
Fanny Price, Catherine Morland, Anne Elliot

Heroes: George Knightley, Fitzwilliam Darcy, Edward Ferrars, Edmund Bertram, Henry Tilney,
Frederick Wentworth, Colonel Brandon

Deceivers: John Thorpe, George Wickham, John Willoughby, William Elliott, Henry Crawford,
Frank Churchill

Rivals: Caroline Bingley, Lucy Steele, Louisa Musgrove, Mary Crawford, Harriet Smith
Wooers: Henry Crawford, William Elliot, Philip Elton, Charles Musgrove, William Collins,

John Thorpe
Siblings: Marianne Dashwood, Jane Bennet, Lydia Bennet, Mary Bennet, Kitty Bennet,

Susan Price, Mary Musgrove, Elizabeth Elliot, Isabella Knightley, James Morland,
William Price

Parents: Mr. Bennet, Sir Walter Elliot, Lieutenant Price, Mr. Woodhouse, Mrs. Bennet,
Mrs. Dashwood, Mrs. Price, Mrs. Morland

Table 1: Narrative Roles benchmark summary

articles published in Persuasions, the Jane Austen
Society of North America’s peer-reviewed journal.

We manually reviewed 43 volumes of Persua-
sions to create a set of character pairings. We ex-
tract all instances of a similarity or shared property
discussed in an article. When an article mentions
a similarity between more than two characters, we
add all pairings from the set. The resulting dataset
contains 5740 character comparison pairs.

The identified comparisons are diverse, encom-
passing traits from our other benchmarks, such
as rank, age, and narrative role, as well as more
nuanced commonalities. For instance, Persua-
sions authors describe Edward Ferrars and Frank
Churchill as similar because both are secretly en-
gaged; Emma Woodhouse and Lady Catherine de
Bourgh because they oversee charitable work; and
Isabella Thorpe and Lydia Bennet because of their
flirtatiousness. These expert-identified pairings pro-
vide a comprehensive view of character similarity.

4 Building Computational
Representations of Character

We build computational representations of charac-
ter from the output of two literary pipelines. We
construct representations out of the features they
extract: for BookNLP, events, quotes, and modi-
fiers; for FanfictionNLP, quotes and assertions.

4.1 Character Mentions

We use each pipeline to identify all character men-
tions, perform coreference resolution, and aggre-
gate character mentions. We then merge and filter
character clusters using a handwritten alias map for

Austen character names.

4.2 Feature Embeddings

We retrieve contextualized embeddings for each
kind of feature. For events and modifiers, which are
single words, we retrieve a contextualized embed-
ding of the word in its context using T5 (11B) (Raf-
fel et al., 2020). For quotes and assertions, we
retrieve sentence embeddings using NV-Embed
(7.85B) (Lee et al., 2024). We center each kind
of feature embedding by subtracting the mean of
all embeddings for the feature.

For each feature and character, we construct a
character representation by averaging the embed-
dings of the character’s features. For events, we
average the character’s agent events and patient
events separately and concatenate the vectors. This
process produces 5 representations per character:
an assertion vector, a modifier vector, an event vec-
tor, and two quote vectors (one per pipeline).

Having produced these 5 representations for
each character, we are interested in exploring the
effectiveness of each kind of feature-based repre-
sentation in capturing character similarity. Thus,
we compute each result presented in Section 6 for
each of the 5 representations.

4.3 GPT-4 comparison

We provide a non-featured-based comparison by
querying a pretrained large language model, GPT-
4 (Achiam et al., 2023), for character similarity
rankings. Given the popularity of Austen’s work,
we assume that GPT-4’s training data contains all
six novels and many web pages discussing them.
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We extract character similarities using three ap-
proaches: asking GPT-4 to select the most similar
character from a list of all benchmark characters;
asking GPT-4 to select the most similar character
and explain its choice; and asking GPT-4 to choose
the ten most similar characters from a list of all
benchmark characters. We repeat each experiment
5 times (further details in Appendix B).

5 Evaluating character similarity

We have proposed three benchmarks that capture
different aspects of character similarity. For the
social and narrative roles benchmarks, we are in-
terested in the similarity between characters in the
same groupings. For the expert benchmark, we are
interested in whether characters are most similar to
those they are paired with by experts.

5.1 Grouping evaluation

The Social and Narrative benchmarks define group-
ings of characters. We explore how strongly these
groupings are captured by computational character
representations using two evaluation metrics.

In-group Cosine Similarity We explore whether
characters are more similar to characters within
their group than those outside of their group. We
compute the average cosine similarity between a
grouped character and all other group members,
and compare it to the average cosine similarity be-
tween the character and non-group characters. We
call this in/out-group cosine similarity difference.

Most Similar Character We also ask whether
very similar characters come from the same groups.
We count how often the single character with high-
est cosine similarity to the target character belongs
to the same group.

5.2 Pairing evaluation

For the Expert benchmark, we measure the extent
to which the cosine similarities of each kind of
representation align with the expert-identified pairs
using three metrics:

Correlation We look at the correlation between
cosine similarity of two character representations
and the number of times experts describe the two
characters as similar. We calculate Pearson’s ρ to
measure the strength of the correlation.

Ranking similarity Literary experts may be
more interested in identifying highly similar char-
acters than in quantifying degrees of dissimilarity.
We identify the ten most similar characters accord-
ing experts and to cosine similarity, and compute
the alignment between the lists using Jaccard simi-
larity. Jaccard similarity measures the intersection
of the groups divided by their union. If the two lists
are completely different, their Jaccard similarity is
0; if they mostly agree, it is close to 1.

Top character in ten-most similar Finally, we
focus on the top expert-identified pairings. We
count how often the character who experts pair
most with a target character has one of the ten
highest cosine similarities to the target character.

6 Results

We explore how well computational representations
of character capture aspects of character similarity
using the three-part AustenAlike benchmark.

6.1 Narrative Roles Benchmark

The narrative roles benchmark explores similar-
ity between characters who play similar roles in
the plot of a novel. Are heroines similar to other
heroines? Are parents similar to other parents?
If parents are described similarly to other par-
ents, assertion- and modifier-based representations
should capture their similarity; if they say and do
similar things as other parents, their quote- and
event-based representations should be similar.

6.1.1 Are same-role characters more similar?

We test whether characters who share the same nar-
rative role are more similar than characters who
do not. We compare the average cosine similarity
of representations within a narrative role group to
their similarity to non-group members. We com-
pute the in-group and out-group scores for each
character in a target role group and average them.

Figure 2 plots the cosine similarity for characters
within the same narrative role group compared to
characters outside of the group. We observe that
event- and assertion-based representations are the
best at showing dissimilarity for characters outside
of the role group. The FanfictionNLP quote-based
representations show the weakest differences be-
tween in-group and out-group members.
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Figure 2: Narrative Role Benchmark: Mean cosine similarities between same-group characters and other characters
by representation type.

System Hero Heroine Deceiver Rival Wooer Parent Sibling
FanfictionNLP Assertions 0.29 0.43 0.33 0 0 0.18 0.29
BookNLP Events 0 1 0.36 0.09 0.18 0.35 0
BookNLP Modifiers 0 0.86 0.33 0.2 0 0.27 0.18
BookNLP Quotes 0.13 0.78 0.57 0.33 0.43 0.08 0
FanfictionNLP Quotes 0 0.43 0 0.14 0 0.18 0.08
GPT-4 0.43 0.43 0.5 0 0 0.33 0.25
GPT-4 Reasoning 0.86 1 0.83 0.17 0.5 0.42 0.08

Table 2: Narrative Role Benchmark: Average occurrence of most similar character in same narrative role group by
character representation. Characters from same novel are excluded.

6.1.2 Is the most similar character from the
same group?

We also explore whether a target character’s most
similar character belongs to the same narrative role
group. For each character, we count how often the
character with highest cosine similarity belongs to
the same role group. Feature-based representations
can be skewed towards same-novel similarity: for
instance, characters in Northanger Abbey are more
likely to engage in reading events since this is a
theme of the novel. We therefore explore results
with and without characters from the same novel.

Table 2 reports how often the most similar char-
acter occurs in the same role group, with same-
novel characters excluded (inclusive version in Ap-
pendix C). We see marked differences between
categories. Heroines are frequently similar to hero-
ines for all representations, while other groups have
lower rates of same-group membership.

The BookNLP quote representations capture nar-
rative role similarity better than the FanfictionNLP
quote representations, perhaps because BookNLP

is trained on literary fiction. However, Fanfic-
tionNLP assertions perform competitively in two of
the most challenging categories for feature-based
representations, Hero and Sibling.

We observe that GPT-4, when asked to justify its
decision, is more sensitive to narrative role than the
feature-based representations in about half of the
categories. However, without reasoning-prompting,
it is no better than the feature-based representations,
identifying selecting a heroine as the most similar
to heroines only 43% of the time.

Qualitatively, a challenging aspect of this bench-
mark seems to stem from young single characters
with different narrative roles. Like heroes and hero-
ines, deceivers, wooers, and rivals tend to be unmar-
ried and of a similar age. We observe that heroes
tend to be similar to deceivers (10/69 out-group
cases) and vice versa (12/50 out-group cases), and
rivals to heroines (26/64) and vice versa (6/31 out-
group cases), aligning with the social characteris-
tics of each set. The error patterns for the remaining
categories seem less clear, perhaps reflecting the
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Figure 3: Social Benchmark: average differences in cosine similarity between same-group characters and other
characters by character representation and social role group.

System Age Gender Income Marital Status Rank
FanfictionNLP Assertions 0.16 0.9 0.02 0.5 0.34
BookNLP Events 0.23 0.76 0.07 0.51 0.29
BookNLP Modifiers 0.22 0.80 0.05 0.46 0.19
BookNLP Quotes 0.06 0.63 0.15 0.42 0.26
FanfictionNLP Quotes 0.13 0.54 0.02 0.3 0.25
GPT-4 0.26 0.80 0.21 0.52 0.42
GPT-4 Reasoning 0.32 0.98 0.07 0.58 0.39

Table 3: Social Benchmark: average occurrence of most similar characters in the same social group by character
representation. Characters from same novel are excluded.

limited mentions of parent characters and the more
heterogeneous characteristics of siblings.

6.2 Social Benchmark

The second AustenAlike benchmark evaluates char-
acter similarity on the basis of social characteristics.
It groups characters based on five demographic fea-
tures: rank, wealth, gender, age, and marital sta-
tus. Modifiers and assertions may directly describe
these characters. However, given that a character’s
social status delimits the set of actions and utter-
ances available to them, we also expect event- and
quote-based representations to echo back similari-
ties based on these characteristics.

6.2.1 How similar are characters with shared
social characteristics?

We explore whether characters within the same
group in each of the social categories are most
similar to each other. Figure 3 plots the average
cosine similarity for characters within the same
social group compared with non-group members.

We observe that the event-based representations

are the most reliable for distinguishing social sim-
ilarity. Gender shows the sharpest in-group/out-
group differences for all three categories, followed
by income. Quote-based representations struggle
to capture similarity by social group: the Fanfic-
tionNLP quote-based representations do not cap-
ture differences for any of the criteria, while the
BookNLP quote-based representations show only a
(weak) in-group/out-group difference for income.

6.2.2 Is the most similar character from the
same group?

We also focus more narrowly on the top-most simi-
lar character. Table 3 shows how often the charac-
ter with the highest cosine similarity to the target
character occurs in the same social group. Top char-
acter representations most commonly share gender
and then marital status. This makes sense, since
Austen’s plots center around courtship: these key
aspects of identity should be reflected in how they
are described and the events they participate in.

GPT-4’s similarity judgments align with so-
cial characteristics more strongly than any of the
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Dataset Pearson’s ρ Jaccard Similarity Top in Top 10
FanfictionNLP Assertions 0.29 0.03 0.69
BookNLP Events 0.4 0.02 0.34
BookNLP Modifiers 0.28 0.01 0.29
BookNLP Quotes 0.27 0.03 0.56
FanfictionNLP Quotes 0.15 0.02 0.49
GPT-4 - - 0.52
GPT-4 Reasoning - - 0.56
GPT-4 Top Ten List - 0.02 -

Table 4: Expert Benchmark: measures of alignment between expert pairing counts and computational similarity.

feature-based representations. Quote-based rep-
resentations do not seem to capture similarity by
social characteristics as well as the other feature-
based representations in most categories.

6.3 Expert Benchmark
Our last benchmark takes an expert wisdom-of-the-
crowd approach. The expert benchmark contains
counts of character similarity pairings. We com-
pare these pairing counts to the cosine similarity
between the computational representations of the
two characters to evaluate how well computational
representations aligns with expert judgments of
character similarity.

6.3.1 Does cosine similarity correlate with
expert judgments?

We examine how well computational character rep-
resentations align with expert judgments by mea-
suring the correlation between expert character pair-
ings and cosine similarity. We posit that high qual-
ity computational representations should produce
higher cosine similarity between the characters that
are more frequently deemed similar by experts.

Table 4 shows the correlation between expert
pairing counts and cosine similarity for each of the
computational representations.

Overall, we observe moderate positive correla-
tions between the cosine similarity of character
representations and the number of expert similar-
ity pairings. The BookNLP event representations
correlate most strongly with expert pairings, while
the FanfictionNLP quote-based representations cor-
relate less strongly than other feature-based rep-
resentations. This converges with our social and
narratological similarity findings.

Although the expert benchmark is useful in dif-
ferentiating among feature-based representations,
it is also important to note that none of the feature-
based representations are strongly correlated with

expert judgments. This shows that there are many
aspects of character similarity that are apparent to
human readers that remain uncaptured in the com-
putational character representations we explore.

6.3.2 Is there agreement on the most similar
characters?

Correlations between cosine similarity and expert
pairing counts may be skewed by very dissimilar
characters, whose expert pairings are few. We also
look at two measures of agreement for the most
similar characters.

For each character, we retrieve the ten characters
with the highest cosine similarity, and the ten char-
acters with whom they are most frequently paired
by experts. We then measure agreement by com-
puting the Jaccard similarity of the two sets.

Table 4 shows the average Jaccard similarity
these top ten sets. The Jaccard scores are uniformly
low, indicating that cosine similarity tends not to
identify the same set of highly similar characters as
experts. Interestingly, GPT-4 does not appear any
more successful at identifying expert-aligned sim-
ilar characters than the feature-based approaches,
despite its success in identifying socially and nar-
ratologically similar characters.

We also examine how often the single charac-
ter that experts compare most to a target character
occurs within the target’s top ten closest represen-
tations by cosine similarity. Table 4 shows the
average success on this lenient measure.

Even with this easier measure, the expert bench-
mark is quite challenging. GPT-4 includes the ex-
pert top character in its top ten list only half of the
time. The best feature-based representation, Fan-
fictionNLP assertions, include it 69% of the time.
Since this is a very lenient measure of success,
this illustrates the large gaps that remain between
similarity by computational representations of char-
acter, pretrained LLM understanding of character
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similarity, and expert evaluations.

7 Conclusion

We present AustenAlike, a three-part Jane Austen
benchmark for evaluating multiple aspects of char-
acter similarity: narrative role similarity, social
similarity, and expert judgments of character simi-
larity drawn from prior scholarly analysis. We use
AustenAlike to evaluate five computational repre-
sentations of character built atop features extracted
by pipelines for analyzing English literature.

We find that event- and assertion-based represen-
tations tend to capture character similarity better
than quote-based representations. Overall, how-
ever, our results show how much work still re-
mains to be done to improve computational rep-
resentations of character: feature-based representa-
tions and GPT-4 alike struggle to place the expert-
identified most similar character in their top ten
lists of character similarity. We hope that by pro-
viding a multi-faceted benchmark with expert judg-
ments, AustenAlike can guide future work on com-
putational representations of character.

Limitations

We have evaluated five kinds of feature-based char-
acter representations across two systems. However,
our approach has a number of limitations.

Noisy Character Data Both pipelines produce
character clusters with some amount of inconsis-
tency and error. In some cases, the pipelines failed
to resolve multiple ways of referring to the same
character (Miss Tilney, Eleanor Tilney). We post-
process the output with an Austen-specific alias
map; to extend our work to other works of liter-
ature, this post-processing step would need to be
manually extended.

Missing Characters Both pipelines failed to ex-
tract features for some characters included in our
benchmark. BookNLP failed to identify twelve
characters and FanfictionNLP failed to identify
four. This was most impactful in the siblings and
parents subsets of the narrative roles benchmark.

Generalizability Our benchmark focuses on
characters from the work of Jane Austen. As a
result, it may favor methods of deriving compu-
tational representations that are trained on simi-
lar literary text. This may affect our comparison
of FanfictionNLP and BookNLP quotes, as noted
above.

Combining Character Data In this paper, we
compare 5 different kinds of feature-based repre-
sentations: events, assertions, modifiers, and quo-
tations extracted from two pipelines. However, it
would also be possible to combine these different
sources of information about a character, and use
them together. Future work could explore this kind
of merged representation.

Ethics Statement

Our work does not involve any human data. The
literary works we analyze are in the public domain.
The computational resources involved in our exper-
iments are also modest: all contextualized embed-
dings were extracted using less than 12 hours on a
single Nvidia RTX A6000 GPU.
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Category Group N
Rank Nobility 2

Titled Gentry 15
Gentle 48
New Gentle 5
Clergy 12
Military 13
Profession 14

Wealth £50 8
£51-£250 7
£251-£500 9
£501-£1000 8
£1001-£3000 6
£3001+ 5

Gender Male 50
Female 59

Age < 18 8
18-20 13
21-24 16
25-27 18
28-30 12
31-40 13
41-50 19
51+ 10

Marital Status Single 48
Transitional 6
Married 42
Widowed 13

Table 5: Social Characteristics benchmark summary

A Further Details of Benchmark
Construction

A.1 Social Benchmark

Rank To achieve a more even balance across
groups, we partition untitled gentry into two groups:
New Gentle, characters whose fathers were not gen-
tlemen, and Gentle, representing more established
gentry. We consolidate professional characters into
three groups: a military group encompassing the
army and navy; a professional group encompass-
ing business, law, and farming; and a clergy group.
This totals six categories: New Gentle, Gentle, Gen-
try, Military, Profession, Clergy, and Nobility.

Wealth Wealth for women is generally reported
as a total sum, while men’s fortunes are typically
stated in terms of yearly income. We convert all fig-
ures to yearly incomes assuming the 5% yearly div-
idend standard during Austen’s time (Toran, 2015).

Marital Status Marital status tends to remain
stable until the end of each novel: although many
single characters marry, most marriages take place
in the last chapter.

A.2 Narrative Roles Benchmark

Heroines All Jane Austen novels involve young
people finding marriage partners. Each novel has at
least one protagonist who is an unmarried woman
seeking a marriage partner. Sense and Sensibil-
ity focuses on a pair of sisters who both marry
by the end of the novel; we treat both as protag-
onists/heroines. Heroines should be particularly
easy to distinguish from other narrative roles since
they are the main viewpoint characters in Austen’s
novels.

Heroes We use the term hero for the character
that each protagonist marries at the novel’s end.

Deceiver Each of Austen’s novels features at
least one character who lies in a way that sets
key events in motion. Frequently, this character
misrepresents himself to the heroine in a key way
(Wickham in Pride and Prejudice; Willoughby in
Sense and Sensibility); in other cases, the character
lies to conceal an ulterior motive (William Elliot
in Persuasion; Frank Churchill in Emma). In one
case, this character spreads lies about the heroine
herself (John Thorpe in Northanger Abbey).

Rivals and Wooers In each of the six novels,
there is at least one character who serves as a rival,
an alternate love interest for the hero. In all but
one novel (Sense & Sensibility), there is a character
who unsuccessfully courts the heroine; we refer to
these characters as wooers.

Family roles Austen’s novels are concerned with
domestic settings and interactions within a rela-
tively confined society. As a result, there are numer-
ous family members. We look at two groups: par-
ents and siblings. In the case of Mansfield Park, in
which the heroine is raised in her uncle’s family, we
considered including her guardians but excluded
them to be consistent with other mentors (Lady
Russell in Persuasion) and temporary guardians
(the Allens in Northanger Abbey).

B Further Details of GPT-4 Experiments

We run three experiments to extract character simi-
larities from GPT-4: a top character experiment, a
top character experiment with reasoning, and a top
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ten characters experiment. We run each experiment
five times at temperature=0.2.

The prompts are shown below (full list of
characters omitted for readability). c represents
the name of the target character, and cIndex is that
character’s number in the list.

Top Character Prompt
Consider the following list of Jane Austen charac-
ters:
1. Anna Weston
2. Augusta Elton
...
108. Sir John Middleton
109. Thomas Palmer

Which character is c most similar to (other than
c)? Respond with only a number. Do not choose
cIndex.

Top Character with Reasoning Prompt
Consider the following list of Jane Austen charac-
ters:
1. Anna Weston
2. Augusta Elton
...
108. Sir John Middleton
109. Thomas Palmer

Which character is c most similar to (other than c)?
Describe your reasoning and then reply with the
number of the character. Do not choose cIndex.

Top Ten Characters Prompt
Consider the following list of Jane Austen charac-
ters:
1. Anna Weston
2. Augusta Elton
...
108. Sir John Middleton
109. Thomas Palmer

List the 10 characters that are most similar to c
(other than c). Consider characters from all Austen
novels. Reply with just their numbers. Do not
choose cIndex.

C Further Results

C.1 Narrative Role Benchmark

Table 6 shows how often the most similar character
is within the same narrative role set as the target

character, with all books included. Table 2 excludes
characters from the same book.

C.2 Social Benchmark
Table 7 shows how often the most similar character
is within the same social role set as the target char-
acter, with all books included. Table 3 excludes
characters from the same book.

C.3 Expert Benchmark
Tables 8 and 9 shows Pearson’s ρ correlations be-
tween cosine similarity and expert pairing counts
by novel, with characters from the same novel in-
cluded and excluded respectively.
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System Hero Heroine Deceiver Rival Wooer Parent Sibling
FanfictionNLP Assertions 0.14 0.36 0.17 0 0 0.18 0.25
BookNLP Events 0.07 1 0.33 0.08 0.17 0.36 0
BookNLP Modifiers 0 0.86 0.33 0.25 0 0.27 0.18
BookNLP Quotes 0.07 0.64 0.33 0.17 0.25 0.09 0
FanfictionNLP Quotes 0.14 0.21 0 0.08 0 0.14 0.08
GPT-4 0.43 0.43 0.5 0 0 0.33 0.25
GPT-4 Reasoning 0.86 1 0.83 0.17 0.5 0.42 0.08

Table 6: Narrative Role Benchmark: Average occurrence of most similar character in same narrative role group by
character representation. Characters from same novel are included.

System Age Gender Income Marital Status Rank
FanfictionNLP Assertions 0.18 0.75 0.13 0.52 0.41
BookNLP Events 0.23 0.77 0.13 0.51 0.30
BookNLP Modifiers 0.21 0.78 0.07 0.46 0.19
BookNLP Quotes 0.09 0.58 0.15 0.40 0.34
FanfictionNLP Quotes 0.10 0.49 0.05 0.37 0.34
GPT-4 0.26 0.80 0.21 0.52 0.42
GPT-4 Reasoning 0.32 0.98 0.07 0.58 0.39

Table 7: Social Benchmark: average occurrence of most similar characters in the same social group by character
representation. Characters from same novel are included.

Novel Emma MP NA Pers. P&P S&S All
FanfictionNLP Assertions 0.30 0.38 0.29 0.27 0.23 0.28 0.29
BookNLP Events 0.44 0.44 0.43 0.31 0.37 0.43 0.4
BookNLP Modifiers 0.31 0.31 0.25 0.26 0.26 0.29 0.28
BookNLP Quotes 0.26 0.28 0.28 0.20 0.24 0.35 0.27
FanfictionNLP Quotes 0.21 0.20 0.15 0.11 0.10 0.11 0.15

Table 8: Expert Benchmark: Pearson’s ρ correlation between cosine similarity and expert pairing count by character
representation. Character pairs with no expert mentions are excluded.

Novel Emma MP NA Pers. P&P S&S All
FanfictionNLP Assertions 0.3 0.38 0.34 0.23 0.33 0.27
BookNLP Events 0.47 0.48 0.50 0.47 0.45 0.48
BookNLP Modifiers 0.34 0.37 0.33 0.38 0.34 0.35
BookNLP Quotes 0.16 0.11 0.27 0.13 0.28 0.27
FanfictionNLP Quotes -0.01 0.04 0.15 0.04 0.04 -0.07

Table 9: Expert Benchmark: Pearson’s ρ correlation between cosine similarity and expert pairing count by character
representation. Characters from the same novel are excluded. Character pairs with no expert mentions are excluded.
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Abstract

This study explores the potential of large lan-
guage models (LLMs) for identifying and ex-
amining intertextual relationships within bib-
lical, Koine Greek texts. By evaluating the
performance of LLMs on various intertextual-
ity scenarios the study demonstrates that these
models can detect direct quotations, allusions,
and echoes between texts. The LLM’s abil-
ity to generate novel intertextual observations
and connections highlights its potential to un-
cover new insights. However, the model also
struggles with long query passages and the in-
clusion of false intertextual dependences, em-
phasizing the importance of expert evaluation.
The expert-in-the-loop methodology presented
offers a scalable approach for intertextual re-
search into the complex web of intertextuality
within and beyond the biblical corpus.

1 Introduction

Intertextuality, coined by Julia Kristeva (Kristeva,
1980), proposes that the meaning which should be
understood as intended by an author is that most
relevant in the common zeitgeist. However, like
stacked layers of a fuzzy neural network (Kwan and
Cai, 1994), authors’ work transforms the meaning
of the input linguistic “sign” so that the understand-
ing incumbent on future works is forever changed.

As shown in Figure 1, many contemporary refer-
ences to Satan depend more (but not exclusively)
upon Milton than the Bible, while Genesis provides
the base understanding invoked and transformed by
Milton (Allen, 2011). This notion of an intertextual
network is an extension of the intertextual graphs
discussed in Kuznetsov et al. (2022) as it supposes
a non-linear transformation is applied by the author
in the work to the inherited linguistic sign.

When the date of authorship and lineage of a
text are known, the structure of the network can be

†Equal Contribution

Genesis

f1(
∑

∀i(xi)) = Paradise Lost

f2(
∑

∀j(xj)) = Hocus Pocus

1

0.9
0.1

Figure 1: Example approximated intertextual depen-
dence over Genesis, Paradise Lost (Milton, 2005), and
Hocus Pocus (Ortega, 1993). Future works depend on
past related texts with some weight. Subsequent work
transforms the combined inherited weighted representa-
tions like a neural activation function.

asserted and the weights may be studied to under-
stand intertextualities. However, in biblical studies,
texts are often dated imprecisely or may not have
been sufficiently distributed to support confident
assertions of textual dependence. Therefore, the
presence of a strong intertextual dependence can
provide both important situational and interpreta-
tional guidance for the passage.

While many such intertextual depencies have
been documented, the relative youth of the inter-
pretational framework and the vast number of rela-
tively co-temporal texts makes searching for poten-
tial intertextualities tedious.

Table 1: List of Contributions

Contribution 1 We find that the query length has a significant impact
while long corpora pose no issue to retrieval.

Contribution 2 We identify a pattern of LLM usage that augments an
expert’s ability to catalogue and evaluate the weight
of intertextual dependencies in Koine Greek.

Contribution 3 We identify types of errors made by the LLM.

Contribution 4 We show that LLMs perform intertextual analysis
by retrieving known intertextualities and by directly
comparing the similarity of passages.

Contribution 5 We identify a strong previously undocumented inter-
textuality through LLM support.

This paper seeks to use large language models
(LLMs) to identify and examine the strength of
intertextual relationships within biblical texts. By
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using LLMs to detect intertextuality in biblical writ-
ings, the user can establish patterns of usage by
individual biblical authors and shed light on how
texts were understood and reinterpreted by later
writers and illuminate the understanding transmit-
ted by the author from inherited concepts.

Armed with an appropriate pattern of LLM us-
age, researchers may be able to scale their efforts
and shed light on long-standing questions in bib-
lical studies. Further, the methodology can be ap-
plied to texts and contexts outside the biblical cor-
pus.

In the following sections we provide the neces-
sary background regarding LLMs and intertextual
analysis, discuss the experiments used to substan-
tiate the contributions in Table 1, and describe the
experimental results. We conclude with a discus-
sion of the limitations of this work.

2 Background

Richard Hays’ seminal work, Echoes of Scripture
in the Letters of Paul, established intertextuality
as a central concern of biblical interpretation for
subsequent research (Hays, 1989). The interest in
biblical intertextuality has only grown through the
years, yet a lack of standardized definitions and
methodology remains (Emadi, 2015).

Discerning intertextual relationships in biblical
texts is not always a straightforward endeavor. Bib-
lical texts often reference previous writings, both
biblical and extra-biblical. Biblical authors are fre-
quently creative in how they use other texts and
do not always cite their sources. Often biblical
authors will merely allude to, paraphrase, or cre-
atively embed intertextual elements in their writing.
This makes intertextual studies challenging and, at
times, controversial.

The study of biblical intertextuality is relevant
to understanding the relationship of the Old Tes-
tament to the New Testament, how later biblical
writers understood and interpreted previous texts,
and how much contemporary writers knew of other
current writings. One prominent area of intertex-
tual study is the synoptic problem, which addresses
the relationships of the three synoptic gospels to
one another in relation to their interdependence,
sources, and manner of composition. Intertextu-
ality has also paved the way for fresh analyses of
the relationship between Paul and Jesus (Wenham,
1995). Advances in intertextual analysis through
AI and LLMs have the potential to illuminate such

important issues in biblical studies.

2.1 LLMs

Transformer-based large language models (LLMs)
like Claude (Anthropic, 2024) have been shown to
be remarkably capable of language analysis. LLMs
function by generating context aware embeddings
of the tokenized words in the context and gener-
ating an attention-filtered compression given the
current last word in the sequence. The compres-
sion is then fed to a non-linear function in the form
of a neural network. This process of projection,
attention, compression, and non-linear mapping is
repeated serially through the layers of the LLM.

Projection into an embedding space has been
shown to permit semantic and syntactic reasoning
(Mikolov, 2013) through a continuous vector repre-
sentation. Further, attention has been shown to en-
able more long range dependencies and meanings
to be captured and conveyed into the compressed
representation of input text (Bahdanau, 2014). Fi-
nally, the feed-forward non-linear mapping pro-
vides more efficient learning from the available
data (Vaswani, 2017) and universal computation
over the input text (Roberts, 2023).

While the technological innovation associated
with transformers (Vaswani, 2017) is arguably an
increment over natural language processing (NLP)
techniques that introduced word vectors (Mikolov,
2013) and attention (Bahdanau, 2014), LLMs have
proved to be a revolutionary advance in the perfor-
mance of virtually all NLP tasks.

2.1.1 Related Work
In Coffee et al. (2012), the authors specifically
sought to detect textual allusions by identifying
shared words between two texts. They found this
method was able to identify previously uncata-
logued passages that may contain allusions. While
this work was an important step, it is brittle to su-
perficial word overlap and does not have the ability
to reason about more nuanced contact between the
texts (themes, synonyms, etc).

Dai et al. (2023) and Yu et al. (2024) used GPT-
3.5 and GPT-4 (Radford et al., 2019) to do thematic
coding. In each, the authors compare the theme
label generated by the LLM to the label generated
by a human annotators. They show that the tested
LLMs tend to be able to reason over thematic con-
tent. Finally, Khan et al. (2024) performed LLM
assisted corpus coding for function-to-form prag-
matic and discourse analysis.

32



The existing work demonstrates compelling
progress toward scalable, automated reasoning for
qualitative textual analysis with human collabora-
tion. However, our work importantly augments
the existing literature in four ways: 1) direct quali-
tative intertextual comparison by an LLM, 2) the
task requires retrieval rather than labeling, 3) the
prompt pattern is intended to augment rather than
automate human ability, and 4) texts are presented
in a non-English language (Koine Greek).

3 Definitions and Criteria

This paper is concerned with identifying and re-
trieving specific literary dependencies between bib-
lical texts in Koine Greek using Claude Opus (An-
thropic, 2024) which can be evaluated by the expert-
in-the-loop to understand intertextual dependence
and weight. Due to the multivalent nature of bib-
lical intertextuality, the dependencies may appear
as direct quotations, allusions, or echoes (Hays,
1989). Allusion can be defined as an indirect refer-
ence with some definable characteristics, such as
lexical or thematic correspondence. Echoes, how-
ever, are subtle references that may exist purely on
a structural or conceptual level or a single specific
keyword. While direct quotations are usually ap-
parent to the reader, allusions and echoes require
some criteria to help with identification.

Hays (1989) enumerates seven criteria for de-
termining allusions and echoes: availability of the
source to the author, volume (characterized by rep-
etition, distinct patterns, prominence), recurrence
of the citation by the author, thematic coherence,
historical plausibility, history of interpretation, and
satisfaction or sensibility. For this study, we will
use Hays’ criteria as the expert lens for human eval-
uation of candidate intertextualities identified by
the LLM.

4 Methodology

We identify 6 passages each representing a unique
scenario of interest. We provide them to Claude
Opus via the pattern in Figure 2 and receive re-
sponses similar to that shown. The returned candi-
date intertextualities are then evaluated for strength
based on the criteria discussed above.

In support of the contributions listed in Table 1:
We 1) evaluate the effect of query and corpus length
by varying each while maintaining the passage and
prompt pattern. We 2) evaluate all passages in
Koine Greek with an author specialized to intertex-

tual biblical analysis as the expert-in-the-loop pro-
viding evaluation over the candidates in the form
of a fuzzy weight (labeled as low, mid, or high)
as alluded to in Figure 1. We 3,4, and 5) identify
failure and performance modes across a compre-
hensive set of scenarios that present passages with
expected false positive, known true positive, prob-
able, speculative, hypothetical, and out-of-sample
true positive intertextualities.

Expert
I am looking for intertextualities,
that is quotations, allusions, or gen-
eral dependence on another passage,
between two passages. Identify rare
words that are mutually used as well.
Please denote potential intertextual-
ities between the corpus and query
passages below:
[Corpus]
[Query]

LLM
Here are the potential intertextual-
ities I identified between the two
passages:
1. The phrase “ἐν ᾧ µέτρῳ µετρεῖτε
µετρηθήσεται ὑµῖν” in the corpus
passage is very similar to “ᾧ µέτρῳ
µετρεῖτε, ἐν αὐτῷ µετρηθήσεται
ὑµῖν” in the query. This appears to
be a direct quotation.
2. Both passages use the relatively
uncommon future passive verbs
“κριθήσεσθε” (you will be judged)
and “µετρηθήσεται” (it will be
measured). ...
5. Both exhort the audience to
act/treat others in a certain way,
using the 2nd person plural present
active verbs ποιεῖτε (you do/make)
and δίδοτε (you give).

Figure 2: Prompt pattern used to identify intertextuali-
ties between the corpus (to be searched) and the query
(passage of interest).
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Table 2: Test Scenarios and corresponding corpus and
query passages.

Test Scenario Corpus Query
True Positive Matthew 7 1 Clement 13
False Positive Matthew 7 1 Peter 2:4-8
Probable Sirach 51 Matthew 11:25-30
Speculative Romans 3:19-5:11 Luke 18:9-14
Hypothesis 1 Matthew 10:5-42 Acts 20:17-35
Hypothesis 2 Matthew 10:5-42 Luke 10:2-12
Out-of-Sample Matthew 7 Fake Biblical Stylized Text

4.1 Selected Texts and Scenarios

Matthew 7 is tested against two texts, a known
positive and a known passage with superficial sim-
ilarity, to evaluate the model’s sensitivity in the
cases of true positive and expected false positive.
In 1 Clement 13, the author directly quotes from
Matthew 7:1-2 and attributes the quote to Jesus.
1 Peter 2:4-8 contains no known parallel with
Matthew 7 but shares a common stone metaphor
with Matthew 7:24-27.

The remaining four sets are all experimental or
hypothetical in some way. First, similar to the
true positive, some scholars argue that Matthew
11:25-30 depends on Sirach 51 while others merely
acknowledge the similarities (Hagner, 1993). On
the other hand, most scholars reject dependence be-
tween Romans and Luke 18:9-14 but acknowledge
superficial thematic similarity (Johnson, 1991).

We suspect Matthew 10:5-42 to have literary in-
terdependence with Acts 20:17-35 based on novel,
unpublished research. However, no known propo-
nent of this relationship exists. Interestingly, the
implications of this scenario can potentially inform
the debate surrounding the synoptic problem.

Finally, to test if LLMs can identify truly novel
intertextualities apart from potential knowledge
from an unknown pretraining corpus, we develop a
novel passage that shares features with Matthew 7
regarding a fish and a tree.

While intertextuality can exist across texts com-
posed in different languages, we chose texts com-
posed in Koine Greek to keep the project manage-
able. Since intertextuality often depends on lexical
forms, unique vocabulary, and morphological fea-
tures, we conducted the exercises in Greek rather
than English translations. Further, research in the
field of new testament studies is conducted in Greek
, and we hope LLMs will be used to augment the
work of other researchers in this space.

5 Experiments

5.1 True Positive: Matthew 7 & 1 Clement 13

Background: In 1 Clement 13, the author seems to
synthesize several related sayings that can be found
throughout the Sermon on the Mount (Holmes,
2007). Scholars date the writing of 1 Clement
as being after or contemporary with the composi-
tion of Matthew’s gospel. While it is possible that
the authors of both texts draw from a hypothetical
common source, no such document exists, and the
grouping of the same sayings in both texts suggests
some direct dependence (Holmes, 2007).

Candidate Intertextualities: The language
model identified the phrase, “With the measure
you use, it will be measured to you,” as a direct
quote (Matt. 7:2). In Greek, the only variation from
the Matthean text is the omission of the preposition
ἐν (“by the measure you use”) and the addition of
the prepositional phrase ἐν αὐτῷ (“by this it will
be measured”). The model detected other lexical
parallels, such as the use of the verb κρίνετε “you
judge” and κριθήσεσθε “you will be judged,” as
well as the usage of δίδωµι “give” (Matt. 7:7).

The model also detected morphological similar-
ities in verbs used, such as the use of the future
passive forms µετρηθήσεται “it will be measured”
and κριθήσεσθε “you will be judged.” It also de-
tected identical imperative forms in person, number,
tense, and voice: ποιεῖτε (you do) and δίδοτε (you
give). The model detected general thematic and
structural features common to both texts.

Observations & Analysis: The 1 Clement cita-
tion explicitly credits Jesus with the sayings (“Let
us remember the words of the Lord Jesus”). In-
terestingly, the model mentioned sayings not in-
cluded in Matthew chapter 7 but did not locate
them. This indicates that the model was work-
ing within the boundaries of the provided texts but
utilizing broader knowledge acquired during pre-
training. When we reran the exercise and omitted
the explicit reference to Jesus, the model did not
acknowledge the additional sayings. The language
model generated no false positives and the weight
of the intertextual dependence is high.

5.2 False Positive: Matthew 7 & 1 Peter 2:4-8

Background: 1 Peter bears no evidence of direct
literary dependence on the synoptic gospels. How-
ever, both Matthew 7:24-27 and 1 Peter 2:4-8 use
stone metaphors. This provides an opportunity to
identify model sensitivity to false positives. As ex-
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pected, the model retrieved the superficial textual
similarities.

Candidate Intertextualities: The model con-
cluded that 1 Peter 2:4-8 drew on the imagery and
language of Matthew 7. It cited the use of construc-
tion metaphors, the use of πέτρα “rock/stone” and
προσκόπτω and πρόσκοµµα “stumble/stumbling
stone,” and the theme of “two ways” in both pas-
sages. However, the model’s assertion of direct
dependence can be confirmed as a false positive
since the pertinent references in 1 Peter 2:4-8 are
explicit quotations from the Old Testament (Mar-
car, 2016).

Observations & Analysis: While the model
provided a false positive, the exercise was helpful.
First, the model built a convincing case with several
concrete and sound data points. There are striking
similarities between Matthew 7 and 1 Peter 2:4-8.
Additionally, the model identified the motif of a
rejected stone in both passages. This is the explicit
content of the Psalm 118 citation in 1 Peter 2:7, but
the model detected the same motif in Matthew 7:9.

However, the shared Old Testament tradition
best accounts for these similarities since the stone
motif from Isaiah and Psalms is extensively cited in
the New Testament. This gives warrant to further
research into the potential intertextual link between
the Isaiah and Psalms texts with Matthew 7. The
language model generated valid candidates with
no false positives. The weight of the intertextual
dependence is low, but likelihood of shared depen-
dence with a common pretext is mid to high.

5.3 Probable: Sirach 51 & Matthew 11:25-30
Background: The Wisdom of Ben-Sirach, or Sir-
ach, is a second-century B.C.E. Jewish wisdom
book in the Deutero-canonical (or apocryphal) writ-
ings. Some scholars maintain that Sirach 51 pro-
vides the background to Jesus’ words in Matthew
11:25-30, but it is not a universally affirmed inter-
textual connection (Hagner, 1993). This experi-
ment will confirm whether LLMs can contribute
to a positive case for intertextuality between these
writings.

Candidate Intertextualities: The model listed
several anticipated intertextual links, such as the
theme of revealed wisdom, references to the “yoke”
of wisdom, instruction, and finding rest. These
were valid intertextual candidates and are supported
by prominent commentators (Luz and Crouch,
2001). The most meaningful contribution was re-
lated to the structure of the passages. The model

noted that both passages begin with thanksgiving
and an acknowledgment of God as father (Sirach
51:1, 10; Matthew 11:25-27). It further elaborated
that the rhetorical form consisting of a prayer to
God followed by an exhortation to seek wisdom
was an established pattern in Jewish wisdom liter-
ature. The LLM neither confirmed nor denied a
direct intertextual relationship between the corpus
and query but suggested that the passages draw on
similar rhetorical patterns.

Observations & Analysis: Our interest turned
to the rhetorical form of the passages and where
else this form might occur. When prompted, the
LLM provided examples of biblical and extra-
biblical texts that reflect this pattern and cited rel-
evant existing research. In this way, the model
generated candidate texts for further study. We are
unaware of anyone making this distinction regard-
ing the relationship between Sirach 51 and Matthew
11:25-30. Also, there appears to be no established
nomenclature for this rhetorical phenomenon.

Further research could shed light not only on the
question of intertextuality but also on the literary
unity of Sirach 51. This chapter is composed of
three poems, and the question of its unity and his-
tory of composition is unsettled (Goodman et al.,
2012). The insights of the language model have
revealed a connection between issues of intertextu-
ality, Jewish wisdom rhetoric, and literary compo-
sition, which merits further research.

The language model generated valid candidates
with no false positives and the weight of the inter-
textual dependence is mid.

5.4 Speculative: Romans 3:19-5:11 & Luke
18:9-14

Background: This experiment involves the rela-
tionship of Jesus’ sayings to the teachings of Paul.
Intertextual analysis of Jesus’ sayings and Paul’s
writings has produced fruitful results, leading Wen-
ham (1995), Allison (1982), and others to posit
a close connection between Jesus and Paul. The
parable in Luke 18:9-14 tells us that the sinful tax
collector was “justified” while the Pharisee was not.
Here, Luke uses the verb δικαιόω “justify” in a sim-
ilar manner as Paul when he writes of justification
by faith in Romans. The scholarly consensus is that
while there is an overlap of ideas, there is no literary
interdependence between these two texts (Johnson,
1991). We chose these texts to learn whether LLMs
could provide evidence of intertextuality.

The corpus passage, Romans 3:19-5:11, was cho-
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Acts 20:17-35 Connection type Matthew 10:5-42 Connection type Luke 10:2-12

19, 23 Paul’s recounts his suffer-
ing

Thematic 17-19, 23 Jesus promises suffer-
ing

22-23 Holy Spirit/persecution Lexical & Thematic 20 Holy Spirit/persecution

23 in every city Lexical & Thematic 5, 11, 14-15 whatever city you
enter

Lexical & Thematic 8, 10, 12 whenever you enter a
city

24 Paul counts his life of no
value

Lexical & Thematic 39 Whoever loses his life finds it

24 testify Lexical 18 testify

25 proclaiming the kingdom Lexical 7 proclaim. . . the kingdom. . . Lexical 9 the kingdom has come

28-29 church as flock Thematic 6 Israel as sheep

29 wolves among sheep Lexical & Thematic 16 sheep among wolves Lexical & Thematic 3 sheep among wolves

33 silver, gold, apparel Lexical & Thematic 9-10 gold, silver. . . two tunics Thematic 4 moneybag, knapsack, sandals

35 Paul’s hard work Thematic 10 worker worthy of food Thematic 7 worker worthy of wages

35 help the weak ἀσθενούντων Lexical 8 heal the sick ἀσθενοῦντας Lexical 9 heal the sick ἀσθενοῦντας

35 more blessed to give than to
receive

Lexical 8 freely you have received, freely
give

Table 3: Candidate Intertextualities for Acts 20:17-35 to Matthew 10:5-42 and Luke 10:2-12 to Matthew 10:5-42

sen based on the distribution of the word δικαιόω in
Romans. The word occurs 15 times in Romans; the
selected portion contains nine occurrences. When
we asked the model to narrow the corpus passage
to the most concentrated section of potential inter-
textual connections, it identified Romans 3:21-4:8
as the portion with the highest density and differen-
tiated it from the subsequent paragraph about Abra-
ham. Seven of the nine occurrences of δικαιόω in
the original corpus occur within the narrowed cor-
pus. By narrowing the corpus, the LLM conducted
what Guthrie (1993) calls "cohesion shift analysis"
which detects shifts in "cohesion fields" usually
around paragraph breaks.

Candidate Intertextualities: The LLM picked
up on the repeated key terms δικαιόω “justify”
and ἁµαρτωλός “sinner” as well as their cognate
noun forms δικαιοσύνη “righteousness/justice” and
ἁµαρτία “sin” which occur frequently in the corpus.
The LLM made loose thematic connections as well,
such as the central role faith plays in both passages
(although the Greek word πίστις is not used in
Luke 18:9-14). The model rightly noted that both
passages feature righteousness apart from works or
boasting. The Pharisee in Luke 18:9-14 illustrates
the concept which is explicit in Romans 3:21-4:8.

The LLM rightly notes the occurrence of a rare
word in both passages. In Romans 3:25, Christ is
a ἱλαστήριον “propitiation” for sin, and in Luke
18:13, the tax collector asks God to ἱλάσθητί “pro-
pitiate” him, the sinner (ἁµαρτωλός). The words
are cognates: a noun in Romans and a verb in Luke.
Both words only occur twice in the New Testament

(the other occurrences are in the Epistle to the He-
brews). The LLM curiously cited references to
Abraham as an intertextual candidate, while there
is no reference to Abraham in Luke 18:9-14.

We then asked the LLM to locate potential in-
tertextual references to Romans 3:21-4:8 in the
preceding and subsequent pericopes. Using Luke
18:1-8 as the new query, the LLM found two lex-
ical correspondences. The use of the word πίστις
“faith” in Luke 18:8 and two cognate words with
δικαιόω/δικαιοσύνη, ἐκδίκησόν meaning “grant
justice” and ἀδικίας which describes the “unrigh-
teous” judge.

Next, we asked the LLM to analyze Luke 18:15-
27, which follows the original query passage. It
provided three meaningful connections. It juxta-
posed the emphasis on righteousness apart from
the law in Romans to the focus on keeping the
law in Luke 18:20-21. The LLM also noted the
correspondence between the righteousness of God
in Romans and the statement in Luke 18:19 that
“none is good except God alone.” The LLM corre-
lated the statement in Luke 18:27 that nothing is
impossible with God with the claim in Romans 4:5
that God justifies the ungodly, which is impossible
with man.

Observations & Analysis:
While this exercise did not yield groundbreak-

ing insights, the LLM provided valuable analysis
of the passages in question and handled multiple
queries well. When asked to evaluate the three
queries in terms of their relatedness to the corpus,
the model identified the original query as the most
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related. However, at no point did the LLM assert
direct literary dependence between the corpus and
queries.

The language model generated valid candidates
with one false positive and the weight of the inter-
textual dependence is low to mid.

5.5 Hypothesis: Matthew 10:5-42, Acts
20:17-35, & Luke 10:2-12

Background: The rationale behind this exercise
is exploratory. While working on another project,
we found a journal article that noted similarities
between Paul’s farewell discourse in Acts 20:17-35
and Jesus’ commissioning of the disciples (Brown,
1963). Upon analyzing the passages, we suspected
direct literary dependence between Matthew 10:5-
42 and Acts 20:17-35 though no known scholarship
explores intertextual connections between these
passages. Since the passages in Matthew and Luke
are parallel passages, we ran both against Acts
20:17-35 to see which had the strongest connec-
tions. Interestingly, Acts 20:17-35 and Luke 10:2-
12 do not appear to have as strong of an intertextual
dependence even though they share an author.

Observations & Analysis: While the model ac-
knowledged the possibility of literary dependence
with both, it cited six intertextualities with Luke
and twelve with Matthew. This is mainly due to
Matthew’s expanded version of the missionary dis-
course. Matthew’s version contains unique mate-
rial not included in Luke but alluded to in the Acts
discourse. This is a remarkable observation con-
sidering that Luke and Acts have the same author,
and Luke’s version of the missionary discourse
omits much of the Matthean material present in
Acts 20:17-35.

When using Acts 20:17-35 as the query passage,
the LLM provided several parallels and concluded
that the passage was dependent on the Matthew pas-
sage. However, we continued submitting prompts
and encountered false information and non-sequitur
reasoning. We determined that this was due to the
query size. We broke the query passage into smaller
sections and ran each section separately. Reducing
the query size also reduced the number of parallels,
and the LLM did not recognize patterns of literary
dependence when working through the query one
section at a time.

The language model generated over a dozen
valid candidates with some false positives and the
weight of the intertextual dependence is high.

5.6 Out-of-Sample: Matthew 7 & Fish and
the Tree

Background: This comparison is intended to eval-
uate the LLM’s ability to retrieve intertextualities
when it is guaranteed that the model has no back-
ground information from pre-training on which to
draw intertextual information. A novel, moralistic
story stylized via an LLM was written in Koine
Greek involving a tree and a fish. This story in-
tentionally included motifs and words from the
Matthean passage.

Candidate Intertextualities: The model gen-
erated the following intertextual candidates: the
metaphor of a tree bearing fruit, the word ἰχθύς
(fish), the thematic similarity between deep roots
and a rock foundation, and the thematic similar-
ity between deep roots of faith and good fruits of
faith. The model generated two false positives by
identifying the words ποταµός (river) and ἀγαθός
(good) as rare words. The word ἀγαθός occurs 101
times in the New Testament while ποταµός occurs
17 times.

Observations & Analysis: The model correctly
identified intertextual similarities even though the
query passage was entirely out of context. This
shows with certainty that LLMs are capable of in-
tertextual candidate retrieval without apriori knowl-
edge.

English Translation of the Parable of the Fish
& the Tree: The river flows through the forest,
and by the river there is a great tree. But the tree
bore good fruit and gave shade to the animals of
the forest. But in the river there is a small fish,
which asks for food every day. And the fish saw
the tree and its fruits falling into the water. And
he ate of the fruit and gave thanks to the tree. But
there was a great flood and the river was flooded.
But the river dragged the fish away from the tree.
And the fish was troubled and afraid, having no
food or shelter. But the tree had deep and strong
roots, and it remained firm in the flood. And when
the water receded, the fish found its way to the tree
again. And they lived in peace, the tree providing
and the fish giving thanks. Likewise we, if we have
a deep root of faith, remain firm in tribulations
and will find the way to God again. Because He
always provides us with His goods according to the
measure of our faith.
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6 Results and Observations

The LLM successfully identified lexical correspon-
dences by detecting common words and analyz-
ing morphological data in verbal forms, including
tense, mood, voice, person, and number. It also
provided keyword statistics, sometimes identify-
ing rare words and the number of occurrences in
the New Testament. The model identified direct
quotes, even when the quoted form was adapted
or paraphrased. It made an important distinction
between direct quotes and verbatim citations. Dis-
cerning a direct quote not in verbatim form shows
advanced language processing capability. In addi-
tion to detecting these textual phenomena, the LLM
also identified areas where these features were most
dense within a larger corpus.

In addition to lexical and textual analysis, the
LLM found intertextual relationships through other
modes of analysis. The model performed contex-
tual analysis of the passages. It could differentiate
between the usage of the same word in two differ-
ent contexts. The same word used in a different
context from the corpus text was not afforded the
same weight as a word used in a similar or identical
context. Additionally, the model could detect the-
matic correspondence when no lexical parallel was
present. It also detected shared structural features
that indicate relatedness between texts.

It is worth noting that the level of analysis con-
ducted by the LLM has great potential beyond in-
tertextual study. The type of structural, lexical, and
morphological analysis modeled here has been pro-
ductively used for discourse analysis (Umphrey,
2022). Like intertextual studies, discourse analysis
suffers from a lack of clear methodological con-
sensus and could benefit from the advancements
offered by LLMs.

6.1 Evidence of Novel Intertextual Work

One concern of this type of experiment is that
the language model would draw from background
knowledge in the training data rather than conduct-
ing novel analyses of the provided texts. On mul-
tiple occasions, the LLM demonstrated the ability
to reason exclusively from provided texts yet draw
from its knowledge bank as necessary. When an-
alyzing the sayings of Jesus in 1 Clement 13, it
acknowledged that some of the sayings were from
outside the corpus text of Matthew 7 but did rec-
ognize the previous chapters of the Sermon on the
Mount as their source (Matthew 5-7). This indi-

cates that the LLM was doing a closed analysis of
the provided texts. Similarly, the LLM asserted
intertextual dependence between 1 Peter 2:4-8 and
Matthew 7, when the correspondence points are di-
rect quotations from Isaiah and Psalms. The model
reasoned from the provided texts without looking
outside them. This suggests the LLM tended to
limit the scope of consideration, avoiding irrele-
vant retrieval beyond the target passage.

The analysis of Sirach 51 provided what appears
to be a completely novel intertextual observation
regarding the structure of both passages. Further-
more, the intertextual links discovered in the analy-
sis of Acts and Matthew seem to be without prece-
dent in the scholarly literature. These observations
have potential for future research. We are con-
vinced that LLMs have great potential for gener-
ating novel research ideas for biblical intertextual
studies.

Finally, by retrieving intertextual candidates for
an unseen passage, the LLM has shown that it is
able to reason over complex intertextualities with-
out the benefit of pre-trained knowledge.

7 Conclusions

This study demonstrates the potential for using
LLMs to identify and examine intertextual rela-
tionships within biblical texts. By evaluating the
effect of query and corpus length, testing perfor-
mance on passages in Koine Greek, and assessing
the model’s ability to handle various intertextual-
ity scenarios, we have shown that LLMs can be a
valuable tool for biblical scholars. This tool works
exceptionally well when the query is short and the
corpus is between 1 and 3 chapters. By succes-
sive application of the pattern across corpora, this
method can be used to evaluate large bodies of texts
for intertextual connections to a query passage in a
scalable manner.

Our findings suggest that LLMs are capable of
detecting direct quotations, allusions, and echoes
between biblical texts, even when presented in a
non-English language. The LLM successfully iden-
tified lexical correspondences, morphological simi-
larities, direct quotes (even when adapted or para-
phrased), and thematic and structural parallels. It
also demonstrated the ability to narrow down a cor-
pus to the most relevant sections for intertextual
analysis.

Importantly, the LLM exhibited evidence of
novel intertextual work, generating observations
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and connections that appear to be unprecedented in
the scholarly literature. This suggests that LLMs
have the potential to uncover new insights and gen-
erate fresh ideas for biblical intertextual studies.

7.1 Future Work

An interesting facet of this paper is the inspiration
from fuzzy neural networks which provided an im-
portant lens. However, an important limitation of
any work that attempts to charactize the intertextual
dependence weight between any pair of passages is
that it will necessarily fail to determine relational
direction since historical information is sparse. So,
future work should simultaneously consider mul-
tiple nodes within the graph to identify the order
of intertextual dependence which finds the most
probable candidate textual chain.

Future work should also investigate the impact
of contextual recall effects like the fan effect ob-
served in some LLMs (Roberts et al., 2024). It may
be that objects or people which appear frequently
in the corpus in varying scenarios may be more
highly impacted by LLM hallucinations leading to
a greater frequency of intertextual false positives.

8 Limitations

There were some limitations in the LLM’s intertex-
tual analysis which must be considered. The model
struggled with long query passages, occasionally
producing errors and non-sequiturs. It also failed
to consider shared pretexts in some cases, asserting
direct dependence between texts when a common
source was more likely. Additionally, the intertex-
tual candidates generated by the LLM sometimes
included false positives or tenuous connections, re-
quiring expert evaluation.

First, the model does not perform well with
long queries. In the experiment with Acts 20 and
Matthew 10, the model produced basic errors such
as identifying words that did not exist and making
non-sequitur judgments. The errors compounded
as more prompts were submitted.

Next, when presented with two similar texts for
analysis, the model may not consider a shared pre-
text, even if one exists. This was the case with
the analysis of Matthew 7 and 1 Peter 2:4-8. The
model asserted direct depenence between the query
and corpus without considering the shared pretexts
in Psalms and Isaiah.

Finally, the candidates generated by AI require
the critical eye of an expert in the field. Of Hays’

seven criteria for intertextuality used for this pa-
per, the LLM provided results based on volume,
thematic coherence, and sensibility. The LLM did
not evaluate availability, recurrence, historical plau-
sibility, or the history of interpretation. The user
must possess these competencies to properly evalu-
ate generated candidates.
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Abstract

Motivated by the increasing volume of data
and the necessity of getting valuable insights,
this research describes the process of extracting
entities and relations from Italian texts in the
context of ecclesiastical cultural heritage data.
Named Entity Recognition (NER) and Relation
Extraction (RE) are paramount tasks in Natural
Language Processing. This paper presents a
traditional methodology based on a two-step
procedure: firstly, a custom model for Named
Entity Recognition extracts entities from data,
and then, a multi-input neural network model
is trained to perform Relation Classification
as a multi-label classification problem. Data
are provided by IDS&Unitelm (technological
partner of the IT Services and National Office
for Ecclesiastical Cultural Heritage and Reli-
gious Buildings of CEI, the Italian Episcopal
Conference) and concerns biographical texts
of 9,982 entities of type person, which can be
accessed by the online portal BeWeb. This ap-
proach aims to enhance the organization and
accessibility of ecclesiastical cultural heritage
data, offering deeper insights into historical bi-
ographical records.

1 Introduction

In the current landscape, the abundance of data is
unprecedented; technological advancements, the
Internet of Things (IoT), increasing connectivity,
and digitalization are some factors that led to to-
day’s scenario. Yet, whereas methods of data col-
lection continue to expand, the true value of this
phenomenon is not related to the mere accumula-
tion of information, but to the acquisition of mean-
ingful insights. For this reason, there is a major
focus on applying innovative techniques to all pos-
sible domains; the cultural heritage environment
is also experimenting with big attention to exploit
new possibilities. In the post-COVID era, the Na-
tional Recovery and Resilience Plan (NRRP) has
funded numerous endeavors to underline the impor-

tance of preserving and exploring cultural heritage,
signaling a great moment for the combination of in-
novative approaches with domains traditionally less
associated with these topics. This study positions
itself among those initiatives, aiming to bridge this
gap by employing advanced methodologies within
the cultural heritage landscape. At the core of this
pursuit, a paramount role is played by Knowledge
Graphs, tools based on the concept of Knowledge
Bases. Knowledge Graphs enable us to navigate the
complex and intricate depths of data; for this rea-
son, this work aims at finding the basic components
of a knowledge graph, by extracting entities and re-
lations from texts. The proposed methodology uses
a traditional approach structured as a two-step pro-
cess: first Named Entity Recognition (NER), key
for pinpointing names, locations, and other text ele-
ments, and later sentence-level Relation Extraction,
implemented as a multi-class classification task. A
multi-input neural network model is built to lever-
age a labeled dataset of sentences and entity types.
In Natural Language Processing, extracting seman-
tic relationships from text is a very crucial task.
This process concerns converting unstructured data
(text) into structured. Relation Extraction (RE)
can be achieved in several ways; one of them con-
sists of setting the problem as a Classification task:
Relation Classification (RC) (Zeng et al., 2014),
(Zhang et al., 2017). Relation Classification has
been approached using pattern-based (Suchanek
et al., 2006), (Kambhatla, 2004), or kernel-based
methods (Zhou et al., 2016). Early approaches
make use of pipelines that identify entities and
then classify relations between pairs using CNNs or
LSTMs to capture sentence-level semantics (Zeng
et al., 2014), (Zhou et al., 2016). Moreover, cur-
rent methods for sentence-level Relation Extraction
employ Transformer models (Yamada et al., 2020)
like BERT (Devlin et al., 2019). In the context of
art, especially in the last years, increasing impor-
tance is reserved for applications of digital tools
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mainly focused on art discovery or recommenda-
tion mechanisms (Gonzalez and Andrew, 2014). In
Santini et al. (2022) the authors describe several
techniques (such as entity recognition and link-
ing, coreference resolution, time extraction, and
artwork extraction) applied to Vasari’s most im-
portant piece “The Lives of the Artists”. In Chen
et al. (2022), instead, NLP techniques have been
applied to biographical texts of artists to achieve
sentence-pair binary classification, hence connec-
tions among artists, without considering the type
of the relations, conversely to what is developed
in this study. The paper is organized as follows:
sections 2 and 3 respectively illustrate the data and
the methodology that were employed, starting from
the formulation of the problem and continuing with
the construction of models, and their evaluation
(section 4). The last part shows conclusions and
potential future applications.

2 Data

Data for this research were provided by the part-
ner company 1 and can be accessed through
an online website: BeWeb (https://beweb.
chiesacattolica.it/). The portal allows seam-
less exploration of diverse databases acquired
through the joint efforts of UNBCE 2 and the Ital-
ian dioceses (Russo, 2014). This collaborative ini-
tiative began in 1996 and has resulted in a cen-
sus of diocesan and ecclesiastical assets, including
archives, libraries, and museums. Throughout the
years they were able to assemble a database that
comprises over 5 million records, including 4 mil-
lion historical and artistic assets, 66,000 places of
worship, 1.5 million library assets, 6,800 archival
collections, and 1,588 cultural institutions (Weston
et al., 2017). Thanks to the help of approximately
3,000 experts, the projects are constantly reviewed
and updated. Upon validation, the data is inte-
grated into the national database; BeWeb, therefore,
shows data validated from several inventories and
facilitates cross-domain navigation of databases
making use of the specific descriptive standards for
each sector. The project’s development involves
two main elements: a dataset derived from sector-

1This project is the result of a PhD program financed by
an EU scholarship initiative designed for Italian public school
students, aimed at fostering innovation, and is a collaboration
between University of Messina (Italy) and the local company
IDS&Unitelm.

2UNBCE stands for Ufficio Nazionale Beni Culturali Ec-
clesiastici, namely National Office of Ecclesiastical Cultural
Assets

specific descriptive standards and a clustering sys-
tem that interconnects terms referring to the same
entity across various catalog databases, resulting
in clusters identified by cross-domain aggregates:
CEI 3 Authority File. Hence, the CEI Authority
File (AF-CEI) can be seen as a centralized reposi-
tory that integrates authority records from diverse
cataloging domains through a clustering mecha-
nism. Each domain interacts with the AF-CEI to
establish, associate, or revise clusters. These re-
sulting clusters undergo enrichment by designated
reviewers, incorporating additional elements such
as alternative nomenclature, biographical and his-
torical annotations, images representing the entity,
where present, interrelationships with other AF-
CEI, and potential references to external web re-
sources (Weston et al., 2017). This research focuses
on the biographical notes of 9,982 CEI Authority
Files categorized as Person.

3 Methodology

3.1 Problem Definition

The primary goal of this study is to extract struc-
tured triplets from Italian biographical texts. The
study concerning entities and relations can be for-
mulated as the exploration of triplets, such as
{e1, rel, e2}, where e1 and e2 are respectively the
first and second entity in the sentence, and rel is
the relationship existing between the two. The
proposed work, therefore, starts with an initial as-
sumption: given that the text analysis involves bio-
graphical notes of entities categorized as “Person”,
and considering a sentence-level relation classifica-
tion, the e1 in the triplet is always the entity whose
texts is being analyzed (namely the CEI Author-
ity File), while e2 changes each time a new entity
is extracted from the sentences. For this reason,
these triplets consist of the implicit entity that is the
subject of the biographical text (referred to as the
Authority File entity), the second entity, which is
explicitly mentioned in the sentence and extracted
using Named Entity Recognition (NER), and the
relationship between the two, which is classified
based on predefined relationship categories. The
final output of this process will eventually look like:
{Authority_File, relationship, entity}.

3CEI stands for "Conferenza Episcopale Italiana", namely
the assembly of bishops of the Catholic Church, responsible
for coordinating and promoting the Church’s activities and
policies in Italy.
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Authority File Text Note
Franco Margari Painter, graphic designer,

video artist. He trained
at the Accademia di Belle
Arti of Rome. He be-
gan his artistic experience
in the graphic field in
the 1980s and specialized
in engraving techniques;
since the early 1990s he
has also simultaneously
dedicated himself to paint-
ing: in 1993 he began his
exhibition activity in 1993.
In 2019 he was awarded
the Fiorino d’Argento for
graphics at Palazzo Vec-
chio in Florence. There
are numerous presences in
public and private collec-
tions. He lives and works
in Florence.

Table 1: Biographical Text Note of Franco Margari

3.2 Data Segmentation and Entity Type

Named Entity Recognition (NER) plays a crucial
role in this research; however, its standalone appli-
cation is insufficient and some adjustments to the
data are imperative to facilitate the sentence-level
extraction of relationships. As mentioned above,
the aim is to identify triplets where the Authority
File itself denotes the first component, the relation
is intrinsic in the semantics of the sentence and the
third unit encompasses every other entity identified
by the model. Consider Table 1 as an illustrative
example.

The initial column denotes the name of the Au-
thority File, specifically "Franco Margari", while
the subsequent column contains the corresponding
text data.4 Firstly, texts undergo a segmentation
into individual sentences. This segmentation is ini-
tiated at every punctuation dot occurrence, marking
a new sentence’s beginning. The NER model is em-
ployed to analyze each sentence within the data
and as well as identifying the entities, it is asked to
retain only sentences containing named entities, as
depicted in Table 2.

Sentences such as “Painter, graphic designer,

4Texts are originally in Italian, but for the sake of under-
standing examples will show an English-translated version.

video artist”, “He began his artistic experience in
the graphic field in the 1980s and specialized in
engraving techniques; since the early 1990s he has
also simultaneously dedicated himself to painting:
in 1993 he began his exhibition activity in 1993”,
“There are numerous presences in public and pri-
vate collections” are excluded as the model did
not detect any entities within them. Moreover, in
cases where a single sentence contains multiple
entities, the model generates an equivalent number
of triplets. Table 2 shows an example: the second
sentence (“In 2019 he was awarded the Fiorino
d’Argento for graphics at Palazzo Vecchio in Flo-
rence”) encompasses two separate entities, namely
"Fiorino d’Argento" and "Palazzo Vecchio in Flo-
rence". The model extracts both entities, resulting
in the creation of not only three triplets - as sug-
gested by the number of sentences - but rather four,
accounting for the total number of named entities
identified and extracted by the model. For this rea-
son, the total number of potential triplets, hence the
total number of relations, is obtained after applying
the NER model to the dataset. In addition, while
extracting the entities, the model is asked to create
another field to account for the type of each entity.
This augmentation is motivated by the fact that
sentences may include multiple entities, some of
which may correspond to distinct types of relations.
Notably, the differentiation between entities often
underlines the nature of these relations. Hence the
augmentation with entity types can offer enhanced
insights into the diverse nature of relations, facili-
tating a more comprehensive understanding of the
associations and enabling a more granular analysis
of the relationships within the data.

3.3 Identification of relations

The dataset used in this study is highly domain-
oriented, consequently, the choice of multi-label
classification for relation extraction relies on the
fact that recognizing the topic of a sentence will
likely reflect the nature of the relationship among
the entities mentioned within that sentence. For this
reason, four distinct categories were identified to
represent all the potential relationships in the texts:
Work/Study, Birth/Death/Travel, Kinship, and Ec-
clesiastical Titles. The classes were constructed
intentionally to be broad and able to encompass
similar relations. Table 3 shows the categories and
relative explanations. After identifying the cate-
gories, relation classification is achieved with a
multi-label classification model, part of supervised
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Authority File Sentence-Level Note Extracted Named Entity Entity Type
Franco Margari He trained at the Accademia di Belle

Arti of Rome
Accademia di Belle Arti of
Rome

Organization

Franco Margari In 2019 he was awarded the Fiorino
d’Argento for graphics at Palazzo Vec-
chio in Florence

Fiorino d’Argento Miscellaneous

Franco Margari In 2019 he was awarded the Fiorino
d’Argento for graphics at Palazzo Vec-
chio in Florence

Palazzo Vecchio in Flo-
rence

Organization

Franco Margari He lives and works in Florence Florence Location

Table 2: Named Entity Recognition on Texts

Relationship Explanation Examples
Work/Study Connections expressing work or study

relations.
“Franco Margari trained at the Ac-
cademia di Belle Arti of Rome."

Birth/Death/Travel A relation between a Person and a Loca-
tion, that represents the place where the
Person was born, found dead, or trav-
eled to.

“Cassiano Carpaneto died in 1998 and
was buried in the Langasco cemetery.”

Kinship Relations showing a familiar bond, such
as: “is son of”, “is married to”.

“Giovan Battista Del Tasso, son of
Marco di Domenico.”

Ecclesiastical Titles Religious relationship. “Piero Novati was a priest of the Dio-
cese of Lodi.”

Table 3: Classes for Relationships and Examples

machine learning. This branch of machine learn-
ing involves presenting the algorithm with input
data along with the corresponding correct output so
that the model can learn patterns and relationships
between inputs and outputs. For this purpose, a
sample of 1,000 sentences, was randomly selected
and used for manual annotation. Table 4 shows an
example of one annotated sentence.

Fig. 1 displays the distribution of the categories
within the annotated dataset and shows a quite
balanced division across all classes. As will be
discussed later, the model is trained twice, once
on the dataset containing 1,000 labeled sentences,
and again on an augmented dataset that comprises
2,000 newly annotated sentences. Hence, the aug-
mented dataset (composed of 3,000 labeled sen-
tences) shows a different distribution for the cate-
gories, as depicted in Fig. 2, and a significative im-
balance among classes. This problem is addressed
later during the compiling of the model, when the
optimizer, loss function, and custom metrics are
defined.

Figure 1: Distribution of relations in the first annotated
dataset

3.4 Named Entity Recognition

Named Entity Recognition (NER) techniques aim
at identifying significant elements such as names,
locations, companies, or events within texts. While
various methods exist for NER, this study focused
on developing a custom pipeline using the pub-
licly available SpaCy library. SpaCy is an open-
source tool that employs machine learning models
trained on extensive corpora to detect entities. It
offers pre-trained models for different languages
and domains. Specifically, the Italian version of
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Authority
File

Sentence Extracted Named Entity Entity Type Label

Franco Mar-
gari

He trained at the Ac-
cademia di Belle Arti of
Rome

Accademia di Belle Arti of
Rome

Organization Work/Study

Table 4: Annotation Example

Figure 2: Distribution of relations in the second anno-
tated dataset

SpaCy classifies entities into four categories: per-
son, location, organizations, and miscellaneous;
the same notation was adopted in this application,
with the only difference being that they were trans-
lated into Italian. However, given the domain-
specific nature of our dataset, creating a custom
model seemed the best choice. Training a custom
pipeline using SpaCy is a straightforward process.
Detailed guidelines and configuration resources
can be found on SpaCy’s training documentation
(https://spacy.io/usage/training). For the
model’s training, a random sample was drawn from
the original dataset, consisting of 1,000 biographic
annotations, and was split into the standard 70%
for training and 30% for testing. Using an on-
line platform (https://tecoholic.github.io/
ner-annotator/), the subset was manually an-
notated, considering four entity types, mirroring
SpaCy’s pre-trained NER model for Italian: Per-
son, Organization, Location, and Miscellaneous.
The training phase involved utilizing SpaCy’s pro-
vided configuration files; following training, the
model’s performance was tested. Fig. 3 depicts
evaluation metrics such as loss, precision, recall,
and F1-score.

Loss values initially start quite high but gradually
decrease over epochs, while all evaluation metrics
(F1-score, Precision, and Recall) showcase upward
trends over the iterations. The precision and re-
call values in Fig. 3 reflect only the identification

Figure 3: Evaluation Metrics for Named Entity Recog-
nition

of named entities, not their types. These metrics
were calculated based on the test set, ensuring the
model’s performance was properly evaluated with-
out influencing subsequent training iterations. The
number of extracted entities is the following: 4243
Location, 2471 Miscellaneous, 11731 Organiza-
tion, and 10651 Person. However, it is pertinent
to note that these figures are distinct values. A
higher number of entities was extracted, but they
have been manipulated to account for instances
where a singular entity might be referenced multi-
ple times, albeit with slight variations in notation
or expression. For this reason, whereas the sum of
all distinct entities is 29,098, the total number of
triplets resulting from NER is, instead, 65,289.

3.5 Relation Classification
This section introduces a recurrent neural network
multi-label classification model constructed using
TensorFlow, an open-source framework created by
Google specifically for machine learning applica-
tions (Abadi et al., 2016); its workflow comprises
defining an architecture, compiling, training, and
finally evaluating the model. Fig. 4 shows the
architecture of the model.

As mentioned previously, the model is con-
structed by defining two input layers: the sentences
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Figure 4: The model’s architecture

and the type of the entities extracted in that specific
sentence. The difference in the inputs defines a dif-
ference in the approach as well. Sentences, indeed,
are passed through the Universal Sentence Encoder
(Cer et al., 2018) which preprocesses and then en-
codes the sentences into embedded vectors. Since
entity types, instead, are categorical data they are
treated with the so-called one-hot encoding, namely
a technique used to transform qualitative features
into a format that can be easily comprehended by
machine learning algorithms. In this specific case,
there are four categories (Person, Location, Or-
ganization, Miscellaneous), and applying one-hot
encoding results in a binary vector for each. For
instance, the class “Person” might be represented
as [1, 0, 0, 0] whereas “Location” might be rep-
resented as [0, 1, 0, 0] and so on. Each position
in the vector corresponds to a category, and only
one position has a value of 1, while the others are
0. After obtaining embedding vectors, the two in-
puts go through a concatenation layer, where they
are merged to allow the model to learn from both
sources of information simultaneously. This com-
bined representation, then, is fed into a dropout
layer, that behaves as a regularization process cre-
ated to prevent overfitting in neural networks, by
dropping a fraction of input units randomly. To
that end, during the training a portion of inputs is

randomly set to zero preventing the co-adaptation
of neurons; this process encourages the network to
learn from robust features that generalize better to
unseen data. Given an input x (which in this case is
represented by the output from the concatenation of
sentence and entity type embeddings) the dropout
layer randomly sets a fraction (p) of input units to
zero, where p is the dropout rate. In this case, the
dropout rate is set to 0.20. Next, a dense layer is
introduced, establishing a fully connected hidden
layer where the Rectified Linear Unit (ReLU) ac-
tivation function is applied to the input tensor x.
In this layer the input data is transformed, allow-
ing the network to learn and extract higher-level
representations and meaningful features from the
merged inputs. Mathematically, a ReLU activation
function can be defined as in (1); for a certain input
x

f(x) = max(0, x) (1)

meaning that for any input x, the function will
output the maximum of that input’s value or zero.
This essentially signifies that the function "acti-
vates" (returns a non-zero value) only when the
input is positive, and otherwise, remains inactive
(returns zero). ReLU is used in neural networks to
introduce non-linearity, which enables the network
to learn complex patterns and relationships in intri-
cate data. The last dense layer in the model serves
as the output layer; its purpose is to produce the
final predictions, namely the classifications, based
on the features learned from the previous steps.
The activation function, in this case, is the Soft-
Max. Given a vector z of K real numbers (where
K is the number of classes, four in this case), the
SoftMax function computes the probability p(yi)
for each class i as in (2).

p(yi) =
ezi

∑K
j=1 e

zj
(2)

The numerator in (2) calculates the exponential
value of the ith element of z; this value is then
normalized by dividing by the sum of all expo-
nential values. This process forms a probability
distribution through the function, that guarantees
that the total sum of probabilities across all classes
equals 1 and that allows the model to make pre-
dictions based on the class with the highest proba-
bility; the resulting values represent the likelihood
of the input belonging to each class. In the com-
pilation step, the model’s configurations and op-
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timizations are determined. For this architecture,
the Adam optimizer (Kingma and Ba, 2014) was
chosen, along with categorical cross-entropy as the
loss function. This combination is commonly re-
garded as effective for training neural networks,
particularly in multi-class classification problems.
Adam optimizer is popular due to its effectiveness,
adaptability, and efficiency in optimizing the train-
ing process for neural networks. The objective
during training is to minimize the categorical cross-
entropy loss by adjusting the model’s weights and
biases using the Adam optimizer. Additionally, spe-
cific metrics are defined to monitor both training
and validation phases. In this case, the metrics
(Precision, Recall, and F1-score) are designed for
multi-class scenarios where class imbalance might
exist, ensuring that the evaluation considers perfor-
mance equally across all classes rather than being
biased towards majority classes. The model is then
trained following two separate phases. Initially,
the labeled dataset comprises 1,000 manually an-
notated sentences, forming the initial training data
for the model. The training duration is set to 20
epochs and the model undergoes iterative learn-
ing, gradually improving its ability to predict re-
lations between entities within the provided sen-
tences. Upon training the model, it is then applied
to a new dataset containing 2,000 sentences for
label prediction. Once the model classifies the rela-
tions, after a manual analysis where any incorrect
predictions are rectified, the corrected ones are ap-
pended to the original annotated dataset. This pro-
cess results in an augmented dataset useful to refine
and improve the model. At this point, the model
benefits from a larger corpus of labeled sentences
and shows a more robust and accurate performance
due to the increased diversity and quantity of anno-
tated data. Table 5 illustrates the performance of
the two models on the test set, namely a subset that
the model does not see during the training phase
and that consists of 30% of the annotated datasets.

As depicted in Table 5, the second model out-
performs the first significantly in terms of loss, in-
dicating lower errors in predictions, and demon-
strates higher accuracy, achieving approximately
89% compared to the first model’s 83%. There are
also improvements concerning Balanced Recall,
Precision, and F1-score implying enhanced ability
in correctly identifying instances across different
classes while minimizing false positives. Overall,
the second model displays superior performance
across all evaluation metrics.

Metrics First Model Second
Model

Loss 0.47 0.33
Accuracy 0.83 0.89
Balanced
Precision

0.85 0.88

Balanced Re-
call

0.80 0.85

Balanced F1-
Score

0.82 0.86

Table 5: Test Sets Evaluation

4 Evaluation of Relationship
Classification

To ensure the model grasps relationships effectively
without merely memorizing the training data, the
evaluation is carried out in two distinct ways. First,
evaluation metrics are observed for both training
and validation sets during the training process. The
validation set is created using 30% of the train-
ing data and is used to assess how well the model
generalizes to unseen examples. This step aids
in identifying any signs of overfitting, where the
model might excessively adapt to the training data
and struggle to perform well on new data. By vali-
dating the model’s performance on this subset, we
ensure it can make accurate predictions beyond the
examples it was trained on. Initially, the model
starts with a loss of 0.9039 and an accuracy of ap-
proximately 61.8%, however, as training proceeds,
the model shows notable improvements, with de-
creasing loss values and increasing accuracy, as
well as balanced metrics such as Recall, Precision,
and F1-score. These metrics exhibit positive tra-
jectories across different classes. The model is
further evaluated on a new subset composed of 250
manually annotated sentences. Out of these 250
sentences, 29 are wrongly predicted, representing
an error rate of 11.6%. Table 6 provides the values
for Accuracy, F1-score, Precision, and Recall. Fi-
nally, the complete dataset is fed into the model to
classify the 65,289 relations. Figure 5 illustrates
the final distribution of the relationships, where
"Work/Study" is the most frequent class (40.3%),
and "Kinship" is the least frequent (12.4%).

5 Results and Conclusion

The evaluation of the NER model demonstrates its
growing capacity to accurately recognize entities
within the provided text data, suggesting that the
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Metrics Values
Accuracy 0.884
Precision 0.90
Recall 0.884
F1-Score 0.888

Table 6: Evaluation of a manually annotated subset of
250 sentences

Figure 5: The distribution of all extracted relations
across classes in the final and complete dataset

model effectively fine-tunes its parameters to bet-
ter capture these entities, leading to significantly
improved performance. Similarly, the results from
the evaluation of the Relation Classification model
reveal consistent and progressive enhancements
throughout the training process. Beginning with
a moderate initial accuracy of 61.8%, the model
exhibits significant improvements over time. By
the 20th epoch, it achieves a loss of 0.2037 and
an accuracy of approximately 92.1%, indicating
substantial progress from the initial stages. The
declining loss values reflect a reduction in predic-
tion errors, while the positive trends in Recall, Pre-
cision, and F1-score demonstrate the model’s in-
creasing ability to correctly identify relationships
across various classes. The steady improvement
in these metrics highlights the model’s enhanced
capability to capture true positives while minimiz-
ing false positives and false negatives. The final
evaluation on a new subset of 250 manually anno-
tated sentences, which resulted in an error rate of
11.6%, further supports the model’s effectiveness
in classification tasks. The high overall accuracy
and balanced metrics indicate robust performance.
Figure 6 shows that the model excelled in clas-
sifying "Work/Study" and "Ecclesiastical Title,"
achieving high true positive counts of 111 and 60,
respectively. However, there are notable misclassi-
fications, particularly in the "Birth/Death/Travel"

Figure 6: Confusion Matrix for the Extracted Relations

and "Kinship" categories. These issues may be
attributed to the class imbalances highlighted in
Figure 5, suggesting areas for improvement in dis-
tinguishing these categories. Finally, the classifica-
tion of 65,289 relations within the complete dataset
reveals a meaningful distribution of relationships,
with "Work/Study" as the most frequent and "Kin-
ship" as the least common. These findings not only
underline the model’s ability to accurately recog-
nize and categorize different relationships within
the text data, but also align with the patterns that
are evident from simply reading the texts, suggest-
ing that the model is well-optimized for the task at
hand.

Cultural heritage has a huge role in shaping
national and cultural identity, promoting tourism,
and attracting visitors; on the other hand, digital
technology enables cultural institutions to offer
global access to their collections, including items
rarely exhibited due to space constraints or fragility
(Sporleder, 2010). Therefore, in the era of rapid
digital transformation where the volume of data has
surged dramatically, the challenge is not merely in-
creasing the number of information but transform-
ing it into valuable insights. Whereas digitalization
has initiated a new era, the true potential of data
can only be unlocked through innovative method-
ologies that transcend conventional approaches and
offer new opportunities for exploration. Within this
context, the endeavor to employ new tools holds
profound significance, because whereas traditional
methodologies, reliant on manual studies of liter-
ature and documents by academics, have laid the
groundwork, they may not have fully revealed all
the potentiality of knowledge. This work wants to
be an opportunity to bridge this gap, leveraging nat-
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ural language methodologies to delve deeper into
these big collections of data. The present study pro-
poses a two-step procedure to extract entities and
relations from text data concerning ecclesiastical
cultural heritage. A custom pipeline for Named En-
tity Recognition and a multi-classification model
are exploited with manually annotated data, to ex-
tract and classify 65,289 relations. A differentiated
evaluation process is performed to assess the sig-
nificance of the proposed methodology. For future
work, we intend to train the model using a larger
corpus of annotated data to enhance the classifi-
cation performance. Finally, the ultimate goal of
this study is to transform unstructured text into
structured data to create a graph database, specifi-
cally a Knowledge Graph. This Knowledge Graph
will serve as a valuable tool for operators study-
ing extensive texts, enabling them to uncover new
connections that may not have previously emerged.
Additionally, the extracted information will be inte-
grated into a recommender system designed to as-
sist users on the BeWeb platform. BeWeb is a web-
site that provides access to a vast amount of data
concerning ecclesiastical cultural heritage. By of-
fering personalized suggestions, the recommender
system aims to enhance user engagement and foster
the creation of communities around shared inter-
ests.

6 Limitations

This research presents some limitations that can be
viewed as opportunities for future studies. One key
aspect is the number of annotators involved in the
annotation process. Increasing the number of anno-
tators could lead to more standardized annotations
and, ultimately, more accurate predictions, thereby
enhancing the overall quality of the research. More-
over, as suggested by the reviewers, it would be
interesting to explore the differences in predictions
between sentences containing only one entity and
those with multiple entities, possibly by incorporat-
ing entity name embeddings. This analysis could
provide valuable insights into how the model han-
dles different situations. This research direction
has the potential to yield meaningful results, fur-
ther increasing the accuracy and reliability of the
described system. Finally, it is important to em-
phasize that this research is focused solely on the
Italian language; however, a similar approach could
be implemented for texts of other languages.
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Abstract

This study presents the development of a
sentiment-annotated corpus of historical news-
paper texts in Austrian German, addressing
a gap in annotated corpora for Natural Lan-
guage Processing in the field of Digital Human-
ities. Three annotators categorised 1005 sen-
tences from two 19th-century periodicals into
four sentiment categories: positive, negative,
neutral, and mixed. The annotators, Masters
and PhD students in Linguistics and Digital
Humanities, are considered semi-experts and
have received substantial training during this
annotation study. Three tools were used and
compared in the annotation process: Google
Sheets, Google Forms and Doccano, and re-
sulted in a gold standard corpus. The analysis
revealed a fair to moderate inter-rater agree-
ment (Fleiss’ kappa = 0.405) and an average
percentage agreement of 45.7% for full consen-
sus and 92.5% for majority vote. As majority
vote is needed for the creation of a gold stan-
dard corpus, these results are considered suffi-
cient, and the annotations reliable. The study
also introduced comprehensive guidelines for
sentiment annotation, which were essential to
overcome the challenges posed by historical
language and context. The annotators’ expe-
rience was assessed through a combination of
standardised usability tests (NASA-TLX and
UEQ-S) and a detailed custom-made user ex-
perience questionnaire, which provided quali-
tative insights into the difficulties and usability
of the tools used. The questionnaire is an addi-
tional resource that can be used to assess usabil-
ity and user experience assessments in future
annotation studies. The findings demonstrate
the effectiveness of semi-expert annotators and
dedicated tools in producing reliable annota-
tions and provide valuable resources, including
the annotated corpus, guidelines, and a user
experience questionnaire, for future sentiment
analysis and annotation of Austrian historical
texts. The sentiment-annotated corpus will be
used as the gold standard for fine-tuning and
evaluating machine learning models for senti-

ment analysis of Austrian historical newspapers
with the topic of migration and minorities in a
subsequent study.

1 Introduction

Sentiment analysis (SA), the automatic identifica-
tion of attitudes, opinions, and emotions in textual
data, has been popular since the early 2000s (Liu,
2012). Deriving from Natural Language Processing
(NLP), it was initially used to study contemporary
data, including reviews and microblog posts. Re-
cently, it has gained prominence in Digital Human-
ities (DH), expanding beyond contemporary texts
to historical and literary texts (Häußler and Gius,
2023; Koncar et al., 2020; Kim and Klinger, 2019).
However, texts such as newspaper articles, novels,
letters, and poetry, which are commonly studied in
DH, pose a challenge due to their formal structures
and historical nuances, making sentiment analysis
difficult (Kaur and R. Saini, 2014).

Traditional dictionary-based SA methods, heav-
ily relied upon in DH, involve annotating words
and phrases with sentiment values. Although
this method is easily interpretable and transpar-
ent, sentiment dictionaries suffer from low reusabil-
ity and do not consider word context, missing nu-
ances such as sarcasm or negation (Schmidt et al.,
2021c; Schmidt and Burghardt, 2018). To address
these limitations, context-sensitive transformer-
based machine learning models such as BERT have
been developed (Devlin et al., 2018) (Suissa et al.,
2022). These models require less annotated data
data than traditional ML algorithms (such as BOW
or TF-IDF), since they can be pre-trained on large,
unannotated datasets. This means that pre-training
is usually done once and the model can then be
further fine-tuned for various specific purposes and
tasks, such as e.g. named-entity recognition or sen-
timent analysis, using a smaller annotated corpus
(of e.g. sentences, plays or verses with correspond-
ing sentiment annotation). This is particularly use-
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ful in DH, where the annotation process is often
tedious and time-consuming due to the complexity
of literary and historical texts.

However, good quality annotations are crucial
for the accuracy of the models with which they
are fine-tuned. To better understand the conditions
necessary for creating a high-quality sentiment-
annotated fine-tuning corpus for texts in DH, recent
studies have focused on the annotation process (Al-
Laith et al., 2024; Sprugnoli et al., 2023), annotator
behavior (Schmidt et al., 2018), and annotation
tools (Schmidt et al., 2019). These studies discuss
the relevance of expert versus non-expert annota-
tors, the optimal tool for sentiment annotation, and
the importance of guidelines. These insights in-
formed the approach taken in this study, as will be
shown in the next chapters.

There is still a gap in sentiment-annotated DH
corpora that could be used for fine-tuning Machine
Learning models, one such model being presented
in Schweter (2020). This model was trained on
non-annotated historical newspapers and offers the
possibility of further fine-tuning with an annotated
corpus, for a specific task - such as named-entity
recognition or sentiment analysis. However, news-
paper texts pose various annotation challenges: his-
torical language and context, discriminatory lan-
guage, sarcasm and metaphors.

The following sections present the current state
of sentiment annotation in Digital Humanities and
describe the creation of a sentiment-annotated cor-
pus of Austrian historical newspapers through an
annotation study. The annotations, the annotation
process and annotation tools are evaluated quanti-
tatively and qualitatively. This evaluation identifies
key challenges and provides guidelines for annotat-
ing historical newspaper texts. These initial results
will guide future refinements of the corpus, which
will be openly accessible on Zenodo in accordance
with the FAIR principles

2 Sentiment annotation for the Digital
Humanities

Sentiment analysis (SA), in the context of Digi-
tal Humanities (DH), has often been used to an-
swer specific research questions related to literary
or historical studies. It has been used to analyse
German plays (Schmidt et al., 2021a), Spanish En-
lightenment periodicals (Koncar et al., 2021), Span-
ish song lyrics (Hernández-Lorenzo et al., 2022)
and conflict in German novels (Häußler and Gius,

2023). Texts investigated by DH, such as news-
papers, novels, poetry, and drama, present unique
challenges due to their formal structures and histor-
ical linguistic nuances, making SA and annotation
particularly complex (Kaur and R. Saini, 2014).

Sprugnoli et al. (2023) lists several aspects of
the annotation process that are to be considered
when constructing an annotation study: classifi-
cation granularity, type of annotator (expert, non-
expert or crowd workers), perspective, unit of anno-
tation, and language of annotation unit. A further
consideration (Schmidt et al., 2019) is the choice of
annotation collection tool, which can have an effect
on the annotation experience. These factors can
impact the inter-rater agreement, which informs
about the quality of annotations and is crucial in
the development of a gold standard corpus.

In SA, two primary classification tasks are typ-
ically addressed: polarity and emotion analysis.
Polarity analysis focuses on determining the direc-
tion of the sentiment within the text, often classified
into categories such as positive, negative, and neu-
tral (Liu, 2012). For more complex analyses, po-
larity classification may involve finer distinctions,
such as differentiating between highly negative and
highly positive sentiments, often using a numeri-
cal scale or additional categories. Sprugnoli et al.
(2023) annotate four categories: positive, negative,
neutral, and mixed. On the other hand, emotion
analysis refers to the classification into emotional
categories, often following Ekman’s theory of basic
emotions (Ekman, 1992) or Russell’s circumplex
model (Russell, 1980). Schmidt et al. (2019) con-
duct a polarity annotation study of German histori-
cal plays by G.E. Lessing, using extended polarity
categories - negative, positive, neutral, mixed, un-
certain, and other. In a subsequent study (Schmidt
et al., 2021b), they conducted an additional annota-
tion study with emotion categories. In these stud-
ies, inter-rater agreement, measured by statistical
measures of Cohen’s or Fleiss’ kappa and Krippen-
dorff’s alpha, decreases with the higher number of
categories that need to be annotated (Sprugnoli and
Redaelli, 2024). However, these studies show that
the agreement on literary and historical texts ranges
from poor to moderate agreement, due to subjectiv-
ity and difficulty of the annotation process.

When conducting sentiment annotation, experts
are preferred annotators, due to their accuracy and
deep understanding of complex texts (Sprugnoli
et al., 2023). But, they are scarce and expensive
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(Schmidt et al., 2018). Semi-experts, such as ad-
vanced students, provide a more accessible alterna-
tive with reasonably reliable results (Yeruva et al.,
2020; Schmidt and Burghardt, 2018), while non-
experts (e.g. obtained through crowd-sourcing),
though less accurate, can be effectively utilised in
large-scale projects with appropriate guidance and
annotation schemes (Schmidt et al., 2018)).

Sentiment annotation can focus on two perspec-
tives: the emotions the author intended to convey,
or the emotions perceived by the reader (Sprug-
noli and Redaelli, 2024). Most studies focus on
sentiments as intended by the author of the text
(Sprugnoli et al., 2023; Häußler and Gius, 2023;
Schmidt et al., 2019), as the annotation from the
perspective of the reader can lead to low inter-rater
agreement, due to subjectivity of the task.

The unit of annotation is also significant, and
highly dependent on the type of text. Sprugnoli
et al. (2023) and Häußler and Gius (2023) annotate
sentences, while Schmidt et al. (2018) annotate
speeches in a larger play. Annotating a shorter unit
can be beneficial, as it minimises the change in
sentiment shifting within the annotation unit.

Traditionally, spreadsheets and Word have often
been used as the main tool for annotation collec-
tion (Sprugnoli and Redaelli, 2024; Sprugnoli et al.,
2023; Schmidt et al., 2018). Schmidt et al. (2019)
compare various annotation tools, such as Word,
WebAnno, CATMA, eMargin and Sentimentator.
They report using Sentimentator (a dedicated an-
notation tool) and Word increases annotator levels
of certainty, thus, making the choice of annotation
tool important for obtaining high-quality annota-
tions. They employ standard usability and user
experience questionnaires, NASA-TLX (Hart and
Staveland, 1988) and User Experience Question-
naire (UEQ-S) (Hinderks et al., 2018), to assess
user experience and perceived annotator workload.

With respect to the previous work presented in
this section, the annotators in this study are semi-
experts who have received extensive training in sen-
timent annotation. They annotate sentences in four
categories: positive, negative, neutral and mixed,
focusing on the sentiment intended by the writer.
Furthermore, Google Forms (an online survey tool),
Google Sheets (an online spreadsheet tool) and
Doccano (Hiroki et al., 2018) are compared for
the annotation process in order to establish an opti-
mal tool for future annotation processes. To assess
the usability of different annotation tools, Google

Forms, Google Sheets, and Doccano (Hiroki et al.,
2018) were compared. The findings from this com-
parison, along with insights into annotator expe-
riences, will inform the choice of tools for future
sentiment annotation projects. Additionally, user
experience was assessed using a combination of
NASA-TLX, UEQ-S, and custom questions target-
ing the specific challenges of annotating historical
texts.

3 Aims and research questions

The main aim of this study is establishing the
optimal conditions for sentiment annotation of
Austrian historical newspapers, with the goal
of creating a reliable gold standard corpus for
fine-tuning of ML models for sentiment analysis.
This study aims to answer the following questions:
RQ1 Is using semi-expert annotators appropriate
for the task of annotation of historical newspapers?
RQ2 How does the historical language and context
of the texts influence the annotation process?
RQ3 How do the annotators perceive the difficulty
of the annotation task?
RQ4 Which tool is most optimal for sentiment
annotation of historical newspapers?

4 Methods

4.1 Corpus
The corpus used for the annotation consisted of
1005 sentences from two Austrian periodicals,
“Neue Freie Presse” and “Das Vaterland”. The
newspapers were published between 1850 and
1900. The corpus was created using Dynamic Topic
Modelling with BERTopic (Grootendorst, 2022)),
and through this process was automatically anno-
tated with topics such as "migration", "labour",
"Jews", "Croats", “Czechs”, etc. Sentences were
used as the unit of annotation, with an average sen-
tence length of 35.7 tokens, the shortest sentence
having four tokens and the longest having 350 to-
kens. A sentence was used as the annotation unit
because sentiment often changes within an article
and sometimes even within a sentence.

4.2 Annotation process
The corpus was annotated by three semi-expert an-
notators (Masters and PhD students in Linguistics
and Digital Humanities), two native German speak-
ers and one fluent German speaker. The annotators
were previously familiar with the task of sentiment
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analysis and received additional training for the
task of sentiment annotation. Each annotator was
individually introduced to the corpus and the anno-
tation process, followed by practical examples. The
annotators were assigned to the annotation tasks
for 3 months, 5 hours per week.

They individually annotated the sentiment in
four categories:

• Positive (positive sentiment is expressed in
the sentence)

• Negative (the sentence expresses a negative
sentiment)

• Neutral (there is no sentiment in the sentence)

• Mixed (two sentiments are expressed, it is not
possible to find a clear dominant one).

With regard to annotation perspective (Sprugnoli
et al., 2023) they annotated the sentiment the au-
thor intended to convey through the sentence. The
process was organised in stages, with group meet-
ings after each round of annotation to exchange
feedback, provide further training and resolve any
uncertainties. In the first stage, 50 comments were
provided in the form of a Google Forms survey
with multiple choice questions. No additional in-
formation was provided in this round. In the sec-
ond stage, 232 annotation units were provided to
the annotators via a spreadsheet in Google Sheets.
This time, in response to annotator feedback, the
previous and subsequent sentences were provided
as additional context, as well as the name of the
journal and the date of publication. A column for
comments was also added so that annotators could
leave comments about their annotation choices if
they felt it was necessary.

In the following 5 annotation rounds, they were
given the remaining 723 sentences, divided into
separate annotation tasks. The sentences were an-
notated using Doccano, an open source data la-
belling tool for machine learning tasks such as clas-
sification (Hiroki et al., 2018). Doccano was built
in Python using the Django library, and an instance
of it was deployed using Heroku for this annotation
study. Doccano allows the upload and download
of datasets in various non-proprietary formats (in-
cluding csv). The main benefits are the ease of as-
signing annotation units to users, the ability to view
one annotation unit at a time and navigate between
them, and the ability to view additional information

about the annotation unit on the side of the screen.
You can also easily track your progress, adding a
gamification aspect to the annotation process. This
has previously been shown to be beneficial to the
user experience (Schmidt et al., 2019).

4.3 Evaluation

The annotations were evaluated for inter-rater
agreement using Fleiss’ Kappa (McHugh, 2012)
and average percentage agreement (APA) overall
and per category.

At the end of all annotation tasks, annotators
were asked to complete a questionnaire (admin-
istered via Google Forms) about various aspects
of the annotation process and the annotation tools
used. The questionnaire comprised seven sections
and a total of 25 questions. The complete question-
naire is available in Appendix A. The questionnaire
included questions on the overall perceived diffi-
culty of the annotation task, the perceived time
taken to complete the annotations, and confidence
in the annotations. The impact of historical lan-
guage, context and specific linguistic features (such
as sarcasm and metaphor) on the complexity of the
annotation process was also examined. A section
dedicated to the comparison of annotation tasks
evaluated the ease of use of each tool and the speed
of adaptation to the tool using a 5-point Likert
scale.

In addition, following the recommendation of
(Schmidt et al., 2019), two standardised usability
tests were used to quantify the overall usability
and user experience, namely the Nasa Task Load
Index (NASA-TLX) (Hart and Staveland, 1988)
and the User Experience Questionnaire (UEQ-S)
(Hinderks et al., 2018). The NASA-TLX assesses
the perceived workload of a task across different
dimensions such as mental, physical and tempo-
ral (Schmidt et al., 2019). The scores are then
combined and averaged into an overall workload
score. The UEQ-S (User Experience Question-
naire - Short Version) (Hinderks et al., 2018) is
used to quantitatively assess user experience across
two key dimensions: Pragmatic Quality (PQ) and
Hedonic Quality (HQ). PQ evaluates the usability
and functionality of a product or task, indicating
how easy it is for users to accomplish their goals.
HQ measures the emotional appeal, reflecting how
enjoyable, engaging, and motivating the product
or task is for users. By analysing both PQ and
HQ scores, the UEQ-S provides a comprehensive
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overview of the user experience. Using the above
metrics and questionnaire, the quality of annotation
and the experience of annotators will be assessed.

5 Annotation evaluation

The inter-rater agreement, as measured by Fleiss’
kappa, indicates a fair to moderate level of agree-
ment (0.405), which is in line with expectations.
The Average Percentage Agreement (APA) is
45.7% when all three annotators concur. However,
for a sentence to be included in the gold standard,
a majority vote – where two out of three annotators
agree – is deemed sufficient. This resulted in a
92.5% agreement among at least two annotators
across all annotation items in our corpus, which
was used to create a gold standard of 930 items. Of
the total number of annotations, 447 were classified
as negative, 345 as neutral, 81 as positive, and 56
as mixed. The results indicate that the token length
may have an impact on the annotations. Items rated
as ’mixed’ had a mean of 53 tokens, compared to
means of 31, 29, and 38 tokens for ’positive’, ’neu-
tral’, and ’negative’ annotations, respectively. This
indicates that additional splitting of the annotation
items may be required to eliminate ambiguity. No-
tably, two annotators classified approximately half
of the units as negative, while the third annotator
rated 34% as negative and 45% as neutral, indi-
cating that the most predominant sentiments were
negative and neutral (see Table 1).1.

By closely examining the sentences in the anno-
tation study, we can identify the causes of disagree-
ment. For instance, the sentence “In den Beziehun-
gen zwischen Polen und Czechen ist, trotz der vie-
len gegenseitigen Versicherungen brüderlicher Fre-
undschaft, in jüngster Zeit — wie fast regelmäßig
vor jedem Wiederzusammentritte des Reichsrathes
— eine Spannung eingetreten.” (English translation:
“In the relations between Poles and Czechs, despite
the many mutual assurances of brotherly friendship,
a tension has recently arisen—almost always be-
fore each reconvening of the Reichsrat.”) is highly
ambiguous. It conveys both positive and negative
sentiments between the subjects (Czechs and Poles)
and suggests a possible disdain by the author (“al-
most always”). In contrast, sentences with com-
plete agreement, such as “Treibt auch Noth einen
Serben oder Walachen zur Arbeit, so strengt er sich
durchaus nicht an.” (English translation: “Even if

1A Jupyter Notebook outlining the evaluation can be found
at https://github.com/lucijakrusic/SentiAnno/

necessity drives a Serb or Wallachian to work, they
do not exert themselves at all.”), present a clearer
sentiment and a more evident object of that senti-
ment.

6 Evaluation of annotator experience and
annotation tools

The questionnaire yielded valuable insights into
the attitudes and perceptions of the annotators re-
garding the annotation process. In terms of the
complexity of the text annotation process, two par-
ticipants rated it as "challenging" (4 on a 5-point
scale), while one rated it as "moderate" (3 on a
5-point scale). The estimated time required for
one annotation unit is between one and four min-
utes, with one annotation round taking between
three and over five hours. Two annotators reported
needing to take regular breaks from the annotation
process. However, two out of three annotators re-
port having high confidence (4 out of 5 on a Likert
scale) in their annotations, while one reports mod-
erate confidence (3 out of 5). In terms of specific
difficulties, annotating longer texts was identified
as particularly challenging, particularly when sen-
tences were complex and required close attention.
Another challenge identified was the need to re-
main objective, as one participant mentioned the
difficulty of not letting personal beliefs influence
the annotation process. The historical context and
language of the texts had a notable impact on the
annotation process. The participants indicated that
the historical context affected their ability to an-
notate, with one annotator finding it particularly
challenging. This emphasizes the importance of
familiarity with the historical background when
conducting sentiment analysis.

Moreover, all participants felt that the histori-
cal context significantly influenced their ability to
annotate sentiment, reporting the need to indepen-
dently research the historical background using re-
sources like Wikipedia, the University Library Cat-
alogue, Britannica, and the ANNO repository. The
historical language, including vocabulary, gram-
mar, and phrasing, also posed challenges, similarly
influencing their ability to annotate sentiment.

Participants indicated that the clarity of what
should be annotated—whether it was the sentiment
of the language, sentiment towards a group, or the
emotional state of the speaker—was not always
clear. They reported that regular discussions and
feedback sessions were useful for overcoming these
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Annotation Annotator 1 Annotator 2 Annotator 3
negative 550 (54.7%) 435 (43.33%) 346 (34.36%)
neutral 236 (23.51%) 423 (42.13%) 453 (45.12%)
positive 147 (14.61%) 73 (7.27%) 79 (7.87%)
mixed 71 (7.07%) 73 (7.27%) 126 (12.55%)

Table 1: Annotation results across three annotators.

challenges.
The use of sarcasm and metaphors in the texts

presented a challenge for most participants. Two
respondents found metaphors challenging, while
one was affected by sarcasm, indicating a need
for additional training or guidelines on handling
figurative language in sentiment analysis.

Access to the previous and following sentences
(context) was generally seen as helpful, with all
participants agreeing that it aided in making more
accurate annotations. However, opinions were di-
vided on whether more context was necessary, with
one participant suggesting that additional context
could clarify ambiguous sentiments.

The overall NASA-TLX score was calculated
by averaging the scores on six dimensions: men-
tal, physical, temporal demand, performance, effort
and frustration level. This equates to a score of 3.09
out of 5, indicating that the perceived workload is
slightly above neutral. The annotators indicated
that the level of workload was moderate overall,
with some dimensions (such as mental demand, ef-
fort, and performance) rated higher than others. In
terms of the UEQ-S, the Pragmatic Quality (PQ)
achieved a score of 4.97 on a scale from 1 to 7
(1 reflects a poor experience in terms of usability,
and a higher score of 7 reflects a good experience).
This indicates that the task was moderately usable
and clear. The hedonic quality (HQ) was rated at
4.45 out of 7 (with 1 indicating a less enjoyable
experience and 7 indicating an emotionally satisfy-
ing one), indicating that the task was perceived as
somewhat enjoyable and not unpleasant.

The questionnaire also assessed the usability of
different annotation tools, with participants evalu-
ating Google Forms, Google Sheets, and Doccano.
All three annotators identified Doccano as the most
intuitive tool, citing its clear layout, ease of naviga-
tion, and effective display of context as key factors.
Additionally, the ability to leave comments and
track progress was identified as a valuable feature.
However, both Google Forms and Google Sheets
are also considered relatively straightforward to

use and easily adaptable (see Figures 1 and 2). The
annotators found Google Sheets less practical for
navigating between the annotation units and view-
ing the full sentences. This is reflected in Figure
1, where one annotator noted that Google Sheets
were difficult to use.

Lastly, annotators provided constructive feed-
back on how to improve the annotation process.
One suggestion was to standardise the token length
of context provided for each sentence, as incon-
sistencies sometimes made interpretation difficult.
Another recommendation was to allow annotators
to "correct" incomplete sentences by adding parts
from adjacent sentences. These insights will be im-
plemented in the following rounds of annotation.

7 Discussion

In this study, a sentiment-annotated corpus of Aus-
trian historical newspaper texts was developed,
with three semi-expert annotators categorizing sen-
tences into four sentiment classes: positive, nega-
tive, neutral, and mixed. The inter-rater agreement,
measured using Fleiss’ kappa, resulted in a score
of 0.405, indicating fair to moderate agreement
and reflecting the inherent challenges in annotating
historical corpora. This aligns with previous re-
search ((Sprugnoli et al., 2023; Schmidt et al., 2019,
2018)) and highlights the difficulty of classifying
complex texts, particularly those with mixed senti-
ments. This category, indicating both positive and
negative sentiments within a single sentence, was
the most challenging due to its higher token count,
and presumably as a result, higher content ambi-
guity. This finding underscores the complexity of
historical texts, where sentiments can shift within
the same sentence or be expressed through nuanced
language, including sarcasm and metaphors, that is
difficult to categorise definitively. The study also
observed a notable imbalance in sentiment cate-
gories, with the majority of annotations marked
as negative or neutral. This distribution mirrors
the historical context of the periodicals, which fre-
quently adopted a critical stance toward migration
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Figure 1: Annotation tool comparison on ease of use.

Figure 2: Annotation tool comparison on speed of adaptation.

and minorities. Despite these challenges, the an-
notation process achieved an Average Percentage
Agreement (APA) of 45.7% for full agreement and
92.5% for majority vote (two out of three annota-
tors). These results validate the reliability of the
annotation process, allowing the creation of a gold
standard corpus comprising 930 sentences, which
will be extended in future annotation rounds.

Notably, the successful use of semi-expert an-

notators—advanced students—demonstrates that
it is possible to achieve reliable annotations with-
out relying on fully trained experts. This finding
corroborates previous studies (Yeruva et al., 2020;
Schmidt and Burghardt, 2018), reinforcing the no-
tion that semi-experts, can serve as an accessible
yet effective alternative for similar tasks.

The annotation process was systematically sup-
ported by providing essential contextual informa-
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tion, including references to the previous and
following sentences, newspaper name, and date,
which helped annotators interpret complex histor-
ical texts more accurately. Such contextual cues
were particularly important given the nuanced lan-
guage found in historical materials, where sen-
timents often shift within a sentence. The user
experience questionnaire (Appendix A) revealed
the cognitive and emotional demands on annota-
tors, especially when dealing with historical lan-
guage, figurative expressions like metaphors, and
sarcasm. This feedback is valuable for improv-
ing future annotation workflows and provides a
basis for comparing annotator experiences in simi-
lar tasks. Reusing the questionnaire, particularly its
sections on historical language and context, could
further enhance the systematic evaluation of annota-
tion processes within Digital Humanities projects.

The standardized usability assessments, NASA-
TLX and UEQ-S, highlighted the need to con-
sider both cognitive workload and user engagement
when designing annotation tasks. The NASA-TLX
results showed that while the task was manage-
able, it required significant cognitive effort, partic-
ularly for complex, sentiment-laden historical texts.
This finding aligns with Schmidt et al. (2019) and
highlights the importance of considering workload
when designing annotation tasks, particularly for
complex historical texts. The UEQ-S results reveal
a clear process (Pragmatic Quality) but suggest the
task could be more engaging (Hedonic Quality).
While Doccano proved to be the most user-friendly
tool, with a positive impact on annotator efficiency
and accuracy, there is room for improvement in user
experience, particularly regarding task engagement.
These results reinforce the need for comprehensive
guidelines and tool evaluations, as well as attention
to annotator workload, to ensure efficient and accu-
rate sentiment annotation in Digital Humanities.

8 Conclusion

This study contributes to the field of Digital Hu-
manities by presenting the first sentiment-annotated
corpus of Austrian historical newspaper texts in
Austrian German. Through the collaboration of
three semi-expert annotators, 930 sentences were
annotated for sentiment using a carefully designed
process supported by tools like Doccano, Google
Sheets, and Google Forms. The fair-to-moderate
inter-rater agreement (Fleiss’ kappa of 0.405) re-
flects the challenges of annotating historical texts,

where sentiment is often complex and contextually
dependent.

A contribution of this study is the user expe-
rience questionnaire, which were specifically de-
signed to assess the cognitive and emotional chal-
lenges encountered during the annotation process.
The bespoke sections of the questionnaire not only
provided valuable insights for improving subse-
quent annotation rounds but also offer a reusable
framework for evaluating annotator experiences in
other historical and literary annotation projects.

Furthermore, this study highlights the feasibility
of employing semi-expert annotators in sentiment
annotation, achieving reliable results through thor-
ough guidelines and iterative feedback. Standard-
ized assessments of usability and user experience,
combined with the custom questionnaire, provided
critical insights into annotators’ cognitive demands
and areas where the task could be improved.

By making the corpus openly available, this re-
search offers a valuable resource for further sen-
timent analysis in Austrian German, particularly
on topics such as migration, minorities, and labor
rights. The findings and methodology outlined here
will serve as a basis for future annotation projects,
contributing to more nuanced and accessible senti-
ment analysis in historical and literary contexts.

Limitations

It should be noted that this study is subject to a
number of limitations. Firstly, the limited number
of annotators may impact the representativeness
of the findings, particularly in terms of inter-rater
agreement.

Secondly, the imbalance in sentiment categories,
with a predominance of negative and neutral an-
notations, may have had an impact on the over-
all results. This imbalance reflects the content of
the newspapers, but it also presents a challenge
for model training and evaluation, as models may
be biased towards these more common categories.
Further rounds of annotation will be added to the
corpus in the future, with the aim of reducing this
imbalance.

Thirdly, the historical context and language of
the texts presented significant challenges to the an-
notators, who had to navigate complex sentences
and cultural references that may not have been im-
mediately apparent. While the annotators were
semi-experts, additional training or the use of an-
notators with expertise in history or media studies
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could help to overcome some of the challenges
identified.

Furthermore, the annotators indicated that they
would have benefited from additional context ac-
companying the annotation unit and the ability to
correct over-split annotation units, which will be
addressed at a future stage in the annotation pro-
cess.

The process of annotation of further data from
historical newspapers will continue (with an exten-
sion of the temporal coverage and the addition of
other newspapers with different political leanings).
These limitations can serve as lessons that can be
applied in the future to improve the creation of the
gold standard.

Ethics Statement

This study was conducted with careful considera-
tion of ethical principles, particularly in relation to
the sensitive nature of historical newspaper content.
The annotation units in this study included topics
such as migration, labour, and minorities, which
are often associated with discriminatory language
and sentiments. The annotators were instructed
to approach these texts with sensitivity and objec-
tivity, ensuring that their annotations reflect the
sentiment expressed in the text rather than their
personal beliefs or biases.

Moreover, the historical context of the texts was
acknowledged as a potential source of bias, both
in the content of the texts themselves and in the
interpretation by the annotators. To mitigate this,
the annotators were provided with extensive train-
ing and were encouraged to research the historical
background of the texts using reputable sources.

The study also adhered to ethical guidelines re-
garding the use of human participants. The annota-
tors were informed about the purpose of the study,
the tasks they were required to perform, and the
potential challenges they might face. Their partici-
pation was voluntary and paid.

The study recognizes the potential impact of cre-
ating a sentiment-annotated corpus for historical
texts, particularly in terms of how these texts may
be interpreted and used in future research. The
authors are committed to ensuring that the corpus
is used responsibly and that any findings derived
from it are presented in a manner that respects the
historical context and the individuals represented
in the texts.
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A Appendix A - Annotation questionnaire

A.1 Section 1 - General experience
1. How would you describe the difficulty of an-

notation of texts? (5 point Likert scale, very
easy - very difficult)

2. How much time did you approximately spend
on an annotation unit (sentence)? (short an-
swer)

3. How much time did you approximately spend
on 150 annotation units - one annotation
round? (short answer)

4. Did you need to take frequent breaks from
annotation due to the difficulty of the task?
(multiple choice - yes/no/other)

5. How would you describe your confidence in
your annotations? (5 point Likert scale, not
confident at all - really confident)

6. Provided for you were the texts from two Aus-
trian newspapers - "Neue Freie Presse" (NFP)
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and "Das Vaterland" (VTL). The name (or
the abbreviation) was also provided. Was one
of them more difficult to annotate, and if so,
which one? (multiple choice - NFP/VTL/not
sure/both were equal in difficulty)

7. What did you find most difficult about the
annotation process? (short answer)

A.2 Section 2 - Nasa Task Load Index (Hart
and Staveland, 1988)

Please rate your experience on the following as-
pects of the task:

1. How mentally demanding was the task? (5
point Likert scale, very low - very high)

2. How physically demanding was the task? (5
point Likert scale, very low - very high)

3. How hurried or rushed was the pace of the
task? (5 point Likert scale, very low - very
high)

4. How successful were you in accomplishing
the task? (5 point Likert scale, very low - very
high)

5. How hard did you have to work to accomplish
your level of performance? (5 point Likert
scale, very low - very high)

6. How insecure, discouraged, irritated, stressed
and annoyed were you? (5 point Likert scale,
very low - very high)

A.3 Section 3 - User Experience
Questionnaire (UEQ-S) (Hinderks et al.,
2018)

Please rate your experience on the following as-
pects of the task:

1. Annoying - enjoyable (7 point Likert scale,
left extreme - right extreme)

2. Not understandable - understandable (7 point
Likert scale, left extreme - right extreme)

3. Slow - fast (7 point Likert scale, left extreme -
right extreme)

4. Unpleasant - pleasant (7 point Likert scale,
left extreme - right extreme)

5. Complicated - easy (7 point Likert scale, left
extreme - right extreme)

6. Boring - exciting (7 point Likert scale, left
extreme - right extreme)

7. Demotivating - motivating (7 point Likert
scale, left extreme - right extreme)

8. Difficult to learn - easy to learn (7 point Likert
scale, left extreme - right extreme)

A.4 Section 4 - Historical Language and
Context

1. How much did the historical context of the
texts affect your ability to annotate the senti-
ment? (5 point Likert scale, not at all - signifi-
cantly)

2. How much did the historical language (e.g.,
vocabulary, grammar, phrasing) of the texts
affect your ability to annotate the sentiment?
(5 point Likert scale, not at all - significantly)

3. Did you feel the need to investigate the his-
torical background of the texts on your own?
(multiple choice - yes/no)

4. If yes, which resources did you use for this
research (please specify)? (short answer)

5. How clear was it what should be annotated:
the sentiment of the language, the sentiment
towards a person/group of people, the senti-
ment towards a subject or the emotional state
of the speaker? (5 point Likert scale, com-
pletely unclear - very clear )

6. If the task was unclear, what would have/has
helped you overcome it? (short answer)

A.5 Section 5 - Specific Language Properties

1. How much did the appearance of sarcasm in
the texts affect your annotation? (5 point Lik-
ert scale, not at all - significantly)

2. How much did the appearance of metaphors
in the texts affect your annotation? (5 point
Likert scale, not at all - significantly)

3. How much did having access to the previous
and following sentences (context) help you in
making accurate annotations? (5 point Likert
scale, not at all - significantly)

4. Do you believe more context is necessary?
(multiple choice - yes/no/other)
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A.6 Section 6 - Tool usability comparison
1. How easy was it to use the following tools for

annotation?

(a) Google Forms (5 point Likert scale, very
easy - very difficult)

(b) Google Sheets (5 point Likert scale, very
easy - very difficult)

(c) Doccano (5 point Likert scale, very easy
- very difficult)

(d) How quickly were you able to adapt to
using each tool for annotation?

(e) Google Forms (5 point Likert scale, took
a long time - immediately)

(f) Google Sheets (5 point Likert scale, took
a long time - immediately)

(g) Doccano (5 point Likert scale, took a
long time - immediately)

(h) Which tool did you find the most intu-
itive to use for annotation tasks? (mul-
tiple choice - Google Forms/ Google
Sheets/Doccano)

2. Please shortly elaborate why (short answer)

A.7 Section 7 - Additional feedback
1. This section is for any additional observations

and remarks. How would you improve the
annotation setup? Do you have any additional
feedback or advice on how to improve the
annotation process? (long answer)
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Abstract

Cross-references link source passages of text
to other passages that elucidate the source pas-
sage in some way and can deepen human un-
derstanding. Despite their usefulness, however,
good cross-references are hard to find, and ex-
tensive sets of cross-references only exist for
the few most highly studied books such as the
Bible, for which scholars have been collecting
cross-references for hundreds of years.

Therefore, we propose a new task: generate
cross-references for user-selected text on de-
mand. We define a metric, coverage, to evalu-
ate task performance. We adapt several mod-
els to generate cross-references, including an
Anchor Words topic model, SBERT Sentence-
Transformers, and ChatGPT, and evaluate their
coverage in both English and German on exist-
ing cross-reference datasets. While ChatGPT
outperforms other models on these datasets,
this is likely due to data contamination. We
hand-evaluate performance on the well-known
works of Jane Austen and a less-known sci-
ence fiction series Sons of the Starfarers by
Joe Vasicek, finding that ChatGPT does not
perform as well on these works; sentence em-
beddings perform best. We experiment with
newer LLMs and large context windows, and
suggest that future work should focus on de-
ploying cross-references on-demand with read-
ers to determine their effectiveness in the wild.

1 Introduction

A cross-reference is a connection between a source
passage of text and another passage with bearing on
the source passage. A cross-reference may contex-
tualize, define, reinforce, restate, or even rebut the
source passage, but a good cross-reference always
elucidates the source passage in some way.

Good cross-references are hard to find because
it takes familiarity with the text as a whole and a
focused search through the text to find connections.
While scholar-created sets of cross-references are

rare, the concept of self-reference within a text
is ubiquitous. Consider the following two con-
versations from the film, “The Emperor’s New
Groove” (Dindal, 2000):

Yzma: Fired? What do you mean, fired?

Kuzco: Um, how else can I say it?
You’re being let go. Your department
is being downsized. You’re part of an
outplacement. We’re going in a differ-
ent direction. We’re not picking up your
option. Take your pick. I got more.

<later>

Yzma: Just think of it as you’re being
let go, that your life’s going in a differ-
ent direction, that your body’s part of a
permanent outplacement.

Kronk: Hey, that’s kind of like what he
said to you when you got fired.

This type of cross-reference, known as a “call-
back” in screenwriting, reuses or paraphrases a
previous line. This type of cross-reference is easy
to identify, since its express purpose is to be iden-
tified by the audience and to recontextualize the
earlier line, often for laughs.

Most cross-references are subtler and more dif-
ficult to find, especially when not intended as
cross-references by the writer(s).1 Subtle cross-
references can be found in one of two ways:

1. While reading, the cross-referencer happens
to remember another connected passage–like
Kronk recognizing the callback in “The Em-
peror’s New Groove”

2. The cross-referencer performs a focused
search through the text specifically looking
for connections to a source passage. When ap-
plied to each passage in a text, this translates
to a complexity of O(n2).

1See Appendix A for examples of subtler cross-references.
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For print books, all desired cross-references
must be discovered prior to printing since they
cannot be added later. Electronic texts make it
possible to discover cross-references dynamically
instead. We therefore propose a fundamentally new
task: provide cross-references on demand directly
to readers for any passage they select.

Our contributions are as follows:

• Define the task: cross-references on demand.
• Define a metric to evaluate the task.
• Adapt several models to accomplish the task.
• Evaluate the model performance on three

works in two languages, English and German.

We discuss prior work with cross-references in
Section 2, define the task, cross-references on de-
mand, in Section 3, discuss our methodology in
Section 4, and present results in Section 5.

2 Prior Work

Before the advent of computers, all cross-reference
sets were necessarily compiled manually. The more
than 500,000 biblical cross-references originally
published as the Treasury of Scripture Knowledge
around 1830, were collected by “many authors
. . . over centuries” (Morton, 2010).

In 1973, the Church of Jesus Christ of Latter-
day Saints formed a committee to create a new
edition of the Bible for use by their congrega-
tions. This committee and “hundreds of workers”–
mostly volunteers–took six years to create a cross-
reference set for the new edition, despite evaluating
existing Bible cross-references and using concor-
dance software (Anderson, 1979).

The labor-intensive nature of these manual cross-
referencing projects highlights the reasons why
scholarly cross-reference sets are so rare.

Lund et al. (2019) investigated reducing the
cost to create a cross-reference set by using topic
modeling to suggest cross-references and crowd-
sourcing to evaluate them. However, creating a
set of cross-references will be labor-intensive no
matter how much technology improves. Even
the Qur’an, although revered, was not extensively
cross-referenced until 2022, the culmination of a
project that took a decade to complete despite ac-
cess to modern technology (Sirry, 2022).

There are over 130,000,000 books in publica-
tion (Taycher, 2010). It would be impossible to
create sets of cross-references for all of them, but
it might be possible to cross-reference them on
demand instead.

Source Passage: “It is a truth universally
acknowledged, that a single man in posses-
sion of a good fortune, must be in want of
a wife.” – Pride and Prejudice, ch.1

ChatGPT: “Happy families are all alike; ev-
ery unhappy family is unhappy in its own
way.” – Anna Karenina, ch.1

Sentence Embeddings: “But there certainly
are not so many men of large fortune in the
world as there are pretty women to deserve
them.” – Mansfield Park, ch.1

Topic Modeling: “It must make you better
satisfied that your other four are single.”
– Pride and Prejudice, ch.53

Figure 1: The best examples from the top five sugges-
tions generated by our best-performing models on the
first sentence of Pride and Prejudice. ChatGPT suggests
first lines from various literary works.

3 Defining Cross-references On Demand

What would cross-references on-demand look like?
A reader selects a desired source passage, and a
model returns suggested cross-references; see Fig-
ure 1 for an example of what this might look like.
The difficulty of this task lies in finding good cross-
references and evaluating cross-reference quality.

A good cross-reference enhances the reader’s
understanding of the source passage. However
readers are not monolithic, so we cannot ex-
pect every suggested cross-reference to be a
good cross-reference for every reader. Even
scholar-produced sets–which should only contain
good cross-references–contain cross-references
that some readers find unhelpful. If experts cannot
produce universally good cross-references, we do
not expect models to do so. Instead, we consider
a model successful if a reader finds a satisfactory
number of good cross-references in a relatively
small number of suggestions.

To encapsulate this concept, we define the fol-
lowing metric which we refer to as coverage:

C =

n∑
d=1

f(d)

n
(1)

f(d) =

{
1, if |{xd1, xd2, . . . , xdi} ∩G| ≥ t

0, otherwise
(2)
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where C is the coverage, d is a source passage; n
is the total number of source passages for which
we evaluate suggested cross-references; x is a sug-
gested cross-reference from the model; i is the
number of cross-references suggested, G is the set
of good cross-references, and t is the number of
cross-references required to satisfy the reader. It is
similar to precision@k, but instead of calculating
the ratio of good suggestions to total suggestions,
we determine whether or not critical mass of good
suggestions has been achieved.

Coverage can be calculated for the entire text,
or, conveniently, for a sample of the text with the
result extrapolated to the rest of the text. Using
coverage we can now compare the performance
of various models to determine which produce the
most satisfactory results.

4 Methodology

We consider which models to apply to cross-
reference generation in Section 4.1; we discuss
the Datasets to which we will apply them in Sec-
tion 4.2; and we discuss using coverage to evaluate
model performance in Section 4.3.

4.1 Model Selection

While any number of models could be adapted to
cross-references on demand, we choose three to
represent them.

Since Lund et al. (2019) applies topic model-
ing to static cross-reference set creation with good
effect, it is logical to adapt their models to our
task–see Section 4.1.1. These models rank cross-
reference suggestions using topical similarity.

Sentence embeddings are a more mainstream
way of comparing semantic similarity; we therefore
adapt them as well–see Section 4.1.3.

Finally, it is unclear whether semantic similar-
ity is the most effective way to find good cross-
references. The context of the passage–including
context external to the work–may prove essential
to finding good cross-references. Large language
models (LLMs) such as ChatGPT have proven as-
tonishingly good at performing many difficult lan-
guage tasks (OpenAI, 2022), and ChatGPT has
recently been incorporated into a Bible study tool
with an option to suggest cross-references (Norton,
2024). Therefore, we experiment with ChatGPT–
see Section 4.1.5.

4.1.1 Topic-based Models

We adapt variations of two different topic-
modeling-based models from Lund et al. (2019)
to use as cross-reference generators and create a
third, unique model using randomized topic-words.

We adapt the most successful model from Lund
et al. (2019) to serve as a baseline. This model
is based on Tandem Anchors (Lund et al., 2017),
an extension of the Anchor Words algorithm for
topic modeling (Arora et al., 2013) and uses 3000
topics. In order to generate cross-references, the
model is given the entire text split up into passages
(verses for the Bible and sentences for the other
two works). The topics are chosen by randomly
selecting a number of passages from the text equal
to the desired number of topics. For each of these
passages, we take the harmonic mean of the vec-
tor representation of all the words in the passage
and add a small epsilon of 1e−10 in each dimen-
sion to avoid zero weights. The topics and text
are then processed using the Anchor Words algo-
rithm to produce topical weights for each passage.
This topic-weight vector for each passage is then
compared to the topic-weight vector for the source
passage and the most topically similar passages
are suggested as cross-references. We adapt this
model further by sweeping the space of topics to
determine an optimum number–which has not been
done previously. We refer to models based on Tan-
dem Anchors with tand_n, where “n” represents
the number of topics.

The Anchor Words algorithm chooses words as
topics based on a variation of the Gram-Schmidt
process (Arora et al., 2013). Lund et al. (2019)
also employed this model, which performed on par
with their Tandem Anchors model. We therefore
also adapt this model to our task. Topics are chosen
by representing words in a high-dimensional space
and attempting to pick n words to use as topics
that maximally span that space, very similar to a
convex hull. We refer to variations on this model
with gram_n, where “n” represents the number of
topics chosen for the model, and we sweep the
topic space since this has not been done previously.

Using 3,000 or more topics for gram_n may not
be sensical. For perspective, our datasets have a
vocabulary between 9,000 and 20,000 words de-
pending on preprocessing, meaning 3,000 topics
is 15-30% of the vocabulary. This was not the ex-
pected use of topic modeling or Anchor Words, and
it is unclear how well the modified Gram-Schmidt
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process for selecting topic words will work at such
high saturation. We therefore employ a model that
selects n words from the vocabulary at random, and
adds a small epsilon of 1e−10 in each dimension.
We refer to this model as rand_n, where “n” repre-
sents the number of topics chosen for the model.

4.1.2 Preprocessing
For topic-based models–which use a bag-of-words
approach–we remove stopwords and employ a
stemmer: the Porter stemmer (Porter, 1980) for all
English datasets, and the Snowball German stem-
mer for Bible-GER (Porter, 2001).

4.1.3 Sentence Embedding
We employ SBERT sentence-transformer models
for sentence embedding (Reimers and Gurevych,
2019, 2020). For English data, we use all-mpnet-
base-v2 which currently has the best average perfor-
mance among available SBERT models. For Ger-
man data we use paraphrase-multilingual-mpnet-
base-v2, which currently performs best among mul-
tilingual SBERT models. Similar to the topic-based
algorithms, we use the embedding vectors to rank
the similarity of each passage to the source passage
and suggest the most similar passages.

4.1.4 Distance Metrics
Lund et al. (2019) explored several distance metrics
and ultimately evaluated their models using cosine
similarity. However, a close viewing of their metric
comparison results suggests that cityblock distance
performs on par with cosine similarity for the most
similar passages evaluated. We therefore include
both cosine similarity and cityblock/Manhattan dis-
tance to determine semantic similarity.

4.1.5 ChatGPT
Finally, we employ the GPT-3.5-turbo model using
default hyperparameters (OpenAI, 2022) to gener-
ate cross-references with the following prompt:

I am reading [TEXT_NAME] and want
to find some good cross-references
for [REFERENCE_AND/OR_QUOTE].
Can you suggest some good cross-
references?

replacing [TEXT_NAME] with the name of the
book (e.g. the Bible) and replacing [REFER-
ENCE_AND/OR_QUOTE] with a reference to the
passage (only for Bible data), the text of the pas-
sage, or both (e.g. “Genesis 1:1 - In the beginning,

God created the heavens and the earth.”)2. We eval-
uate the cross-references generated, ignoring other
generated text. We evaluate the first generation
produced for each passage.

4.2 Datasets

We evaluate our models on their ability to sug-
gest good cross-references for three different texts.
First, the Bible for which there are expansive, freely
available cross-reference sets. Second, for the
works of Jane Austen which are widely known and
analyzed, but for which there are no existing cross-
reference sets. Third, for a science fiction series,
The Sons of the Starfarers, by Joe Vasicek, which
is less well-known and unlikely to be included in
ChatGPT’s training data.

4.2.1 The Bible
The Bible allows us to evaluate results at scale us-
ing existing cross-reference sets. “The Treasury of
Scripture Knowledge, Enhanced” (TSKE) (Mor-
ton, 2010) is a cross-reference resource based
on the original TSK. This set of cross-references
is especially useful since it contains an impres-
sive 670,000 cross-references and contains cross-
references for 96% of verses. While not the
most expansive cross-reference set–there is at least
one Biblical cross-reference set that boasts over
900,000 cross-references (Smith, 2016), the TSKE
is freely available for download.
OpenBible.info has cross-references seeded

from the TSK and other open source cross-
reference sets and allows users to upvote help-
ful cross-references and downvote unhelpful ones.
We use the OpenBible.info cross references and
attached up/downvotes. This yields multiple cross-
reference sets, allowing us to simulate readers with
different views of what is a good cross-reference.
We use the set of cross-references from Open-
Bible.info that have at least as many upvotes as
downvotes–and call this Open. We also use the set
of cross-references that have a minimum of 5 net
upvotes and call this Open5.

Beyond the existence of expansive cross-
reference sets, the Bible is a useful text because
of its many translations. At the time of this writ-
ing, there were 3,035 bible translations available
in 2,014 languages on Bible.com. For English

2When prompting ChatGPT with the passage text without
the reference, we change the last sentence to “Can you suggest
some good quotes as cross-references?” Without adjusting it,
ChatGPT tends to ask for a reference or describe a scene.
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tand_2000 tand_3000 tand_4000 tand_5000

cos city cos city cos city cos city

TSKE 0.307 0.393 0.328 0.416 0.357 0.445 0.353 0.442

Open 0.231 0.299 0.248 0.320 0.272 0.345 0.270 0.340

Open5 0.141 0.190 0.146 0.202 0.161 0.216 0.158 0.211

Table 1: The results for the tandem anchors model using cosine and cityblock distance metrics. Tandem anchors
with 4,000 topics performs best for each dataset using the cityblock distance metric.

gram_2000 gram_3000 gram_4000 gram_5000 gram_10241

cos city cos city cos city cos city cos city

TSKE 0.290 0.327 0.334 0.379 0.381 0.447 0.380 0.443 0.379 0.445

Open 0.217 0.248 0.252 0.293 0.289 0.348 0.289 0.345 0.288 0.346

Open5 0.108 0.127 0.135 0.160 0.163 0.204 0.161 0.206 0.162 0.203

Table 2: Results for the gram_n model using cosine and cityblock metrics. 4,000 topics performs best, except for
the Open5 cross-reference set with the cityblock metric for which 5,000 topics performs best.

Bible experiments, we use the text of the English
Standard Version (ESV) of the Bible, since that
is the version of the Bible on OpenBible.info. In
2022, the Luther Bible was the bestselling German
translation of the Bible according to the German
Bible Society (Bigl, 2023). We evaluate the cross-
reference sets using this translation of the Bible
which we refer to as Bible-GER.

4.2.2 The Works of Jane Austen
We know good cross-references exist for the Bible,
but it is unclear to what extent this is true for other
texts. Also, data contamination, specifically the
ubuiquity of Bible-cross-references, almost cer-
tainly gives ChatGPT an edge when it comes to
Bible data. Therefore, Jane Austen’s novels are a
great dataset to explore ChatGPT’s ability to per-
form on a text with which it is very familiar but for
which there are not existing cross-reference sets.

We ask our three best-performing models to sug-
gest 5 cross-references each for 100 randomly se-
lected sentences from the works of Jane Austen.
Two of our authors then hand-evaluate each sug-
gestion.

4.2.3 Sons of the Starfarers
We include Sons of the Starfarers by Joe Vasicek
because it is data that ChatGPT has never seen. We
experiment with both one-shot prompting, and fine-

tuning chatGPT on this text, to see what ChatGPT
can do with an entirely unknown text.

4.3 Coverage

We report coverage at n = 1 and i = 5. In other
words, a passage adds to the coverage if at least one
good cross-reference appears in the first 5 sugges-
tions. We assume that a typical reader, interested
in the source passage, will be willing to read 5 sug-
gested cross-references before giving up on finding
a good one. Future research could be done with
actual readers to validate these assumptions. Cov-
erage results on Bible data for a range of values of
n and i are given in Appendix B.

5 Results

We report results on the English Bible, followed by
Bible-GER, followed by the works of Jane Austen.

5.1 Topic sweeps

We sweep the topic space with a low of 50 topics,
increasing until we no longer see improvements
in coverage. Performance gains steadily from 50
topics with best results around 4,000 topics. We
report results for best-performing number of topics.

For the tand_n model, 4,000 topics always per-
forms best. See Table 1 for results for the tand_n
model surrounding 4,000 topics.
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rand_4000 rand_8000 rand_9000 rand_10241 rand_14730

cos city cos city cos city cos city cos city

TSKE 0.363 0.421 0.443 0.506 0.461 0.529 0.465 0.547 0.469 0.546

Open 0.278 0.326 0.346 0.400 0.360 0.419 0.364 0.434 0.368 0.435
Open5 0.154 0.193 0.208 0.256 0.229 0.270 0.219 0.280 0.225 0.286

Table 3: Bible coverage results for the rand_n model using both cosine and cityblock metrics. This model performs
best when given the entire vocabulary as topics, sometimes with stemmed vocabulary (rand_10241), sometimes
with unstemmed vocabulary (rand_14730).

embeddings ChatGPT

cos city ref quote both

TSKE 0.564 0.562 0.50 0.60 0.66
Open 0.440 0.437 0.44 0.55 0.54

Open5 0.294 0.288 0.47 0.50 0.45

Table 4: Bible coverage results for the sentence embed-
ding and ChatGPT models.

The gram_n model also tops out at 4,000 top-
ics, except on Open5, where 5,000 topics using
the cityblock distance has a very slight advantage,
gaining 0.2% coverage. Interestingly, despite the
fact that the tand_n model outperforms the gram_n
model when creating a static set of cross-references
in Lund et al. (2019), here the gram_n model out-
performs the tand_n model in terms of coverage
for nearly all numbers of topics. See Table 2 for
the results for the topic sweeps surrounding 4,000
topics for the gram_n model.

Perhaps the most interesting of the topic-
modeling-based results is for the rand_n model
which continues to increase its performance be-
yond 4,000 topics, and in fact increases in cover-
age until we max out the vocabulary at rand_10241.
After maxing out the stemmed vocabulary, we run
the model without stemming. Maxing out the un-
stemmed vocabulary at gram_14730, we see very
small gains in most instances. See Table 3 for the
results for the rand_n topic sweeps.

Surprised by this outcome, we run gram_10241–
the whole vocabulary–to ensure that gram_4,000
is not a local minimum. However, gram_10241
fails to improve on gram_4000, performing slightly
worse in all cases. This is surprising since
rand_10241 and gram_10241 use exactly the same

set of topic words at this point. The only difference
between the two models is the epsilon of 1e−10

added in each dimension to the rand_10241 topics.
We do not know why this epsilon produces such
a large increase in coverage (7-10% depending on
the cross-referencing set). The epsilon represents
uncertainty about the exact position a particular
topic word should occupy in the topic space. Per-
haps this allows the model the leeway it needs to tie
topic words to words they might otherwise ignore
if they contained zero weights in some dimensions.

The best topic-based model is rand_14730.

5.2 Sentence Embeddings

The sentence embedding model outperforms
rand_14730 by 0.5-1.4% using cosine similarity.
See Table 4 for sentence embedding results.

5.3 Distance Metrics

Cityblock distance outperforms cosine similarity
for all topic-modeling models by a wide margin–up
to 9%. This is not too surprising since the cityblock
metric (L1 norm) has been shown to outperform
other norms in high-dimensional spaces (Aggarwal
et al., 2001). Cosine similarity outperforms city-
block distance by a small margin for all sentence
embedding models. This is likely due to the way
each model represents data. In topic models each
vector component represents a discrete topic. Sen-
tence embedding vector components represent data
more abstractly, with no single concept attached to
a particular component.

5.4 ChatGPT

ChatGPT outperforms all other models we employ
on the Bible dataset, achieving a performance 3.8-
20.6% better than the next best performance. See
Table 4 for the ChatGPT results. ChatGPT partic-
ularly outperforms other models on the Open5 set
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tand_3000 (cos) rand_20984 (city) embeddings (cos) ChatGPT (quote+ref)

TSKE 0.270 0.490 0.432 0.588
Open 0.200 0.383 0.342 0.490

Open5 0.109 0.245 0.241 0.419

Table 5: Bible-GER coverage results for the baseline model (tand_3000), rand_20984 (the entire unstemmed
German vocabulary), multilingual sentence embeddings, and ChatGPT given both the reference and passage text.

of cross-references. This is most likely because
the Open5 cross-references tend to be very pop-
ular cross-references, and since ChatGPT almost
certainly contains Bible cross-references in its train-
ing data, very popular cross-references are highly
likely to reappear in ChatGPT-generated text.

5.5 German

For the Bible-GER dataset, ChatGPT also performs
best, followed by rand_20984 (using the entire un-
stemmed German vocabulary), followed by the sen-
tence embedding model, see Table 5. Each model
performs worse on the German data than on the
English data. Some of this may be because the
cross-referencing set we are using to evaluate the
data was compiled using English Bibles. Likely, it
is also because of the language-specific nature of
many of the models and tools we are employing,
including the stemmer we use for preprocessing,
the sentence embedding model, and ChatGPT.

We also saw one particular recurring error in the
ChatGPT generations for the Bible-GER dataset.
ChatGPT often merged the number in front of a
Bible reference into the structure of the list, (e.g.
“5. 5.1 Thessalonicher 2:3-4”, instead of “5. 1
Thessalonicher 2:3-4”). We do not see this behavior
in English ChatGPT generations, but for the Bible-
GER dataset it occurs in 37% of generations with
an average of 2.3 errors in those generations.

5.6 Jane Austen

Our authors rated cross-references for Jane Austen
wildly differently. However, sentence embedding
widely outperformed rand_20948 (the full Jane
Austen vocabulary), which widely outperformed
by ChatGPT. See Appendix D for the numerical
results for the Jane Austen data. Because Chat-
GPT performed so much worse for our Jane Austen
data, we perform an error analysis of ChatGPT’s
responses below.

5.6.1 ChatGPT Error Analysis

For 28 source passages, ChatGPT did not produce
5 total suggestions.

In 19 suggestions (4% of the time), ChatGPT
gave recommendations for how to find cross-
references for a particular sentence instead of sug-
gesting cross-references (e.g ‘Social Class and
Morality: "Mansfield Park" explores themes of so-
cial class and morality. You can look for quotes that
delve into the moral values and social hierarchies
of the characters.’).

In 67 suggestions (14% of the time), ChatGPT
recommended an entire scene instead of the explic-
itly requested quote (e.g. “Mr. Collins’s proposal
to Elizabeth is a comical but cringe-worthy mo-
ment that relates to the theme of marriage and the
importance of character in choosing a spouse.”)

Of the 377 quotes that ChatGPT suggested, 149
(40%) were not accurate quotes; 42 contained
pieces of recognizable quotes and 107 appeared to
be entirely fabricated (e.g. “Truth is always truth,
either in the shape of a woman or a rhinoceros;”).

Of the remaining 227 verifiably accurate quotes,
47 (21%) were from other sources besides Jane
Austen’s work including movies based on her nov-
els and other literary works, and 142 (63%) had
at least one duplicate among cross-reference sug-
gestions for other sentences (e.g. “It is a truth
universally acknowledged . . . ” was suggested
12 times). In other words, it seems that the more
well-known a quote is, the more likely it is to be
suggested as a cross-reference by ChatGPT, indi-
cating that ChatGPT may not be cross-referencing
related passages so much as suggesting popular
quotes regardless of the context. This so-called
“Matthew Effect” (Merton, 1968) of ChatGPT has
been reported in citation generation and in envi-
ronmental science (Salleh, 2023; Petiska, 2023).
ChatGPT’s performance on this task suggests that
unless the cross-referencing task has already been
performed manually for a text, ChatGPT struggles
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to find cross-references.

5.7 Sons of the Starfarers

As expected, when applying a one-shot prompt to
Sons of the Starfarers, ChatGPT cannot suggest
any real quotes from the novel. It either suggests
quotes from other literature–often classic literature,
which seems odd for the space genre. Or it sug-
gests unattributed quotes that seem to be entirely
fabricated.

After finetuning ChatGPT on a chapter comple-
tion task (see Appendix C for details), ChatGPT
was still unable to generate any real quotes from
the novel. The finetuned model also stopped sug-
gesting quotes from other literary works and only
suggested fabricated quotes. This may indicate that
ChatGPT’s performance on Jane Austen’s works
can be attributed to the prevalence of criticism and
well-known quotes in ChatGPT’s training data.

6 Discussion

The big winner on Bible data is ChatGPT. However,
ChatGPT has an unfair advantage over the other
models in this use case. Specifically, ChatGPT has
undoubtedly seen cross-references and discussion
of cross-references in its training data. We should
obviously use this unfair advantage to our benefit
when possible (for a Bible study tool, ChatGPT
may be the best option). However, we also need
to consider how ChatGPT will perform on texts
that do not already have extensive cross-references
available (the majority of texts).

For the works of Jane Austen and Sons of the
Starfarers, ChatGPT performs significantly worse
than the semantic similarity methods. There are
almost certainly some ways in which these prob-
lems could be mitigated, including using newer
models or embedding the entire corpus of text in
the prompt.

We do some prelimary experiments using large
contexts with ChatGPT and OpenAI’s new gpt-4o
model on quotes from Sons of the Starfarers. When
including large portions of the text in the prompt
both ChatGPT and gpt-4o were able to suggest
quotes that were recognizably from the novel, with
gpt-4o seemingly able to capture more nuanced
connections. These methods may quickly become
expensive (approximately $0.25 per source passage
when employing the widest possible context length)
which could make cross-references on demand less
widely available. The desired cross-referencing cor-

pus for a particular work may also be too large for
even the largest context windows currently avail-
able, Google currently boasts a Gemini model with
a 1 million token context (Pichai, 2024).3 However,
as LLM models improve and costs come down, this
may indeed be a viable solution. It may also be
possible to implement some form of retrieval aug-
mented generation (RAG) to achieve better results
without needing to use exceedingly large context
windows (Lewis et al., 2020). Indeed, we are hope-
ful that this task will be adopted broadly, and new
models and methods will be adapted and devel-
oped to improve on our results. Meanwhile, for
non-Biblical texts, we recommend using sentence
embeddings for cross-references on demand.

7 Related Works

Our work is most similar to work on intertextuality,
source attribution, and literary evidence retrieval.
Forstall and Scheirer provide an in-depth descrip-
tion of the use of computational tools, including
topic-modeling, to discover literary intertextual-
ity. Source attribution has been long-studied, but
recent work by Muther and Smith (2023) is simi-
lar to our work in that it uses language models to
rank candidate text. The most similar task to ours
is likely literary evidence retrieval as explored by
Thai et al. (2022) who created a novel dataset for
literary evidence retrieval to test the ability of mod-
els to match literary analysis with the quotation
described by that analysis. Source attribution, inter-
textuality, and literary evidence retrieval all seek to
find the source for a statement, working from the
assumption that a ground-truth source exists, gener-
ally in another body of work. For cross-references,
there is no assumed source. In stark constrast, the
“ground-truth” is how useful the cross-reference is
to the reader.

8 Conclusion

We proposed cross-references on demand, defined
coverage–a metric to evaluate performance on this
task, and showed the efficacy of three different
models on producing cross-references for three
texts in English and German.

ChatGPT outperforms other models on the Bible.
However, it performs significantly worse on texts
that do not have existing cross-references, includ-

3Some authors, such as Brandon Sanderson, routinely
write hundreds of thousands of words per year (Sanderson,
2018).
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ing those represented in its training data. Topic-
modeling and sentence embedding models perform
comparably on the Bible, but hand-evaluation of
these models suggests sentence embedding per-
forms significantly better. We suggest applying
sentence-embedding models when implementing
interactive cross-references for texts for which no
cross-reference sets exist.

Further research could focus on validating model
performance directly with readers as well as adapt-
ing other models to cross-reference on demand.

9 Limitations

This work is still exploratory, and as such has sev-
eral limitations. First, and foremost is our heavy
reliance on Bible data. We are largely restricted
in the ability to evaluate texts at scale by the lim-
ited existence of other large-scale cross-referencing
resources.

Second, while we did use ChatGPT to pro-
duce cross-references, many other LLM models
are available including more sophisticated models.
Future work could explore these and ways to im-
prove large language model performance for cross-
referencing. It may be that fine-tuning a model on
a large dataset of cross-references from a variety
of sources could yield better results. However, the
lack of available cross-referencing resources out-
side the Bible could make this a difficult endeavor.

Thirdly, while coverage is a useful quantitative
representation of overall reader satisfaction, it does
not take into account more qualitative aspects such
as the relevance or explanatory power or cross-
references. Future work with users should both
validate the coverage metric and explore qualitative
attributes of the cross-references suggested when
determining the success of an on-demand cross-
reference system.

Finally, we limit ourselves to cross-references
from within a single body of work. Future work
could assess whether these approaches are as effec-
tive when texts from multiple sources are included
in the corpus.

References
Charu C Aggarwal, Alexander Hinneburg, and Daniel A

Keim. 2001. On the surprising behavior of distance
metrics in high dimensional space. In Database The-
ory—ICDT 2001: 8th International Conference Lon-
don, UK, January 4–6, 2001 Proceedings 8, pages
420–434. Springer.

Lavina Fielding Anderson. 1979. Church publishes first
lds edition of the bible. Ensign, 10.

Sanjeev Arora, Rong Ge, Yoni Halpern, David Mimno,
Ankur Moitra, David Sontag, Yichen Wu, and
Michael Zhu. 2013. A practical algorithm for topic
modeling with provable guarantees. In Proceedings
of the 30th International Conference on International
Conference on Machine Learning-Volume 28, pages
II–280.

Sven Bigl. Bestseller luther-bibel: Nachfrage im ju-
biläumsjahr 2022 um ein drittel gestiegen [online].
2023.

Mark (director) Dindal. 2000. The emperor’s new
groove. Film.

Christopher W Forstall and Walter J Scheirer. Quantita-
tive intertextuality.

Patrick Lewis, Ethan Perez, Aleksandra Piktus, Fabio
Petroni, Vladimir Karpukhin, Naman Goyal, Hein-
rich Küttler, Mike Lewis, Wen-tau Yih, Tim Rock-
täschel, et al. 2020. Retrieval-augmented generation
for knowledge-intensive nlp tasks. Advances in Neu-
ral Information Processing Systems, 33:9459–9474.

Jeffrey Lund, Piper Armstrong, Wilson Fearn, Stephen
Cowley, Emily Hales, and Kevin Seppi. 2019. Cross-
referencing using fine-grained topic modeling. In
Proceedings of NAACL-HLT, pages 3978–3987.

Jeffrey Lund, Connor Cook, Kevin Seppi, and Jordan
Boyd-Graber. 2017. Tandem anchoring: A multi-
word anchor approach for interactive topic modeling.
In Proceedings of the 55th Annual Meeting of the
Association for Computational Linguistics (Volume
1: Long Papers), pages 896–905.

Robert K Merton. 1968. The matthew effect in science:
The reward and communication systems of science
are considered. Science, 159(3810):56–63.

Timothy Morton. 2010. Treasury of Scripture Knowl-
edge, Enhanced. BibleAnalyzer.com.

Ryan Muther and David Smith. 2023. Citations as
queries: Source attribution using language models as
rerankers. Preprint, arXiv:2306.17322.

Oak Norton. 2024. Introducing daniel, your scripture
notes ai research assistant " scripture.

OpenAI. Introducing chatgpt [online]. 2022.

Eduard Petiska. 2023. Chatgpt cites the most-cited arti-
cles and journals, relying solely on google scholar’s
citation counts. as a result, ai may amplify the
matthew effect in environmental science. arXiv
preprint arXiv:2304.06794.

Sundar Pichai. 2024. Our next-generation model: Gem-
ini 1.5.

Martin F Porter. 1980. An algorithm for suffix stripping.
Program, 14(3):130–137.

71



n\i 1 2 3 4 5 6 7 8 9 10

1 0.337 0.428 0.481 0.517 0.546 0.570 0.589 0.604 0.619 0.633

2 - 0.119 0.181 0.224 0.256 0.283 0.306 0.328 0.345 0.361

3 - - 0.045 0.078 0.104 0.127 0.148 0.165 0.182 0.198

4 - - - 0.018 0.034 0.050 0.064 0.076 0.089 0.100

5 - - - - 0.007 0.016 0.025 0.033 0.041 0.049

6 - - - - - 0.004 0.008 0.013 0.017 0.021

7 - - - - - - 0.002 0.004 0.007 0.009

8 - - - - - - - 0.001 0.002 0.004

9 - - - - - - - - 0.000 0.001

10 - - - - - - - - - 0.000
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this was the most successful topic-based model.
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A Examples of Subtle Cross-references

Below we give two examples of cross-references
more subtle than the Emperor’s New Groove call-
back in the Introduction.

A.1 Harry Potter Example
In J.K. Rowling’s first book Harry Potter and the
Philosopher’s Stone (Rowling, 1997), at one point
Harry thinks:

Could Snape possibly know they’d found
out about the Philosopher’s Stone? Harry
didn’t see how he could–yet he some-
times had the horrible feeling that Snape
could read minds.

In the fifth Harry Potter book, Harry Potter and
the Order of the Phoenix (Rowling, 2003), we find
the following quote from Snape:

Those who have mastered Legilimency
are able, under certain conditions, to
delve into the minds of their victims and
to interpret their findings correctly.

In other words, in an early book Harry wonders
if Snape can read minds, and in a later book he
finds out that Snape can read minds, at least after
a fashion. However, unlike the callback from the
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n\i 1 2 3 4 5 6 7 8 9 10

1 0.341 0.436 0.494 0.534 0.564 0.589 0.611 0.628 0.642 0.655

2 - 0.114 0.176 0.221 0.258 0.289 0.313 0.336 0.354 0.372

3 - - 0.039 0.073 0.099 0.122 0.143 0.162 0.179 0.195

4 - - - 0.013 0.027 0.042 0.056 0.069 0.081 0.093

5 - - - - 0.005 0.012 0.019 0.027 0.033 0.041

6 - - - - - 0.002 0.005 0.009 0.012 0.016

7 - - - - - - 0.001 0.002 0.004 0.006

8 - - - - - - - 0.000 0.001 0.002

9 - - - - - - - - 0.000 0.000

10 - - - - - - - - - 0.000

Table 7: This table shows the coverage as evaluated for various values of n and i on Bible data using sentence
embeddings and the cosine similarity metric, the random words topic model using the entire unstemmed vocabulary
as topics.

Emperor’s New Groove given above, Harry’s sup-
position in the first book is not emphasized enough
that it will easily be remembered 4 books later, nor
does the fifth book refer back to the earlier thought,
making this a much more difficult cross-reference
to find.

We found this cross-reference in Renfro (2020),
an article discussing this reference as well as other
“foreshadowing” in the Harry Potter series.

A.2 Scriptural Example
One example of a more subtle cross-reference is
given below between the Bible and the Book of
Mormon–a book of scripture for The Church of
Jesus Christ of Latter-day Saints.

John 9:1-3 – As he passed by, he saw a
man blind from birth. And his disciples
asked him, “Rabbi, who sinned, this man
or his parents, that he was born blind?”
Jesus answered, “It was not that this man
sinned, or his parents, but that the works
of God might be displayed in him.

After which, Jesus proceeds to heal the man of his
blindness.

In Ether, God is speaking, and says:

Ether 12:27 – And if men come unto me
I will show unto them their weakness. I
give unto men weakness that they may
be humble; and my grace is sufficient for
all men that humble themselves before

me; for if they humble themselves before
me, and have faith in me, then will make
weak things become strong unto them.

The connections between the two passages are
as follows:

• Both of these verses begin by mentioning a
“flaw.” In John it is a physical disability, blind-
ness, and in Ether it is the abstract concept of
weakness.

• In each case the individual with the flaw is
not blamed for the flaw. In John the idea of
blame is specifically rejected by Jesus, and in
Ether God assumes blame for weakness: "I
give unto men weakness . . ."

• In each there is a different purpose given for
the flaw. In John "that the works of God might
be displayed," and in Ether “that they may be
humble.”

• Finally, the flaw is at the center of a transfor-
mation. In John Jesus heals the blind man so
that he can see, and in Ether God promises,
“I will make weak things become strong unto
them.”

While there are very strong connections between
these verses, they would not appear together in
any kind of word-based search, and so would be
difficult to identify without great familiarity with
the texts.
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rand_20984 (city) embeddings (cos) ChatGPT (quote)

Author 1 0.36 0.70 0.16

Author 2 0.79 0.95 0.52

Table 8: Manually evaluated Jane Austen coverage results for rand_12753 (the entire unstemmed vocabulary),
sentence embeddings, and ChatGPT given the source passage.

B Coverage Results for multiple values of
n and i

See Table 6 for the coverage for various values of n
and i for the unstemmed random word model with
14730 topics—the whole vocabulary–using the city-
block distance metric, i.e. the best-performing
topic-based model.

See Table 7 for the coverage for various values
of n and i for the sentence embedding model using
cosine similarity.

Remember that i is the number of suggested
cross-references evaluated, and n is the minimum
number of valid cross-references that must be
found for a source passage of text to be consid-
ered covered. In other words n = 2 and i = 2
means that two cross-references are suggested and
both must be valid cross-references in order for
that passage to add to the overall coverage. The
bottom left side of the table is blank because it is
impossible to find more valid cross-references than
verses examined, so n can never be larger than i
and produce a valid result.

It may be of interest to note that although the
sentence embedding model performs better than
the rand_14730 model at n = 1, i = 5, as the
value of n increases, rand_14730 performs better
than the sentence embedding model including for
some values of i when the value of n is 2. By the
time n is 3, rand_14730 outperforms the sentence
embedding model for all values of i.

C Finetuning ChatGPT

We used the following prompt to finetune ChatGPT
with the text of Sons of the Starfarers:

What does the [NTH] chapter, [CHAPTER-
NAME] of [TITLE] by Joe Vasicek say? It’s impor-
tant that you know this so you can cross-reference
it later. [CHAPTERTEXT]

We replaced [NTH] with the ordinal number of
the chapter, [CHAPTERNAME] with the name of
the chapter, [TITLE] with the title of the book,
and [CHAPTERTEXT] with the actual text of the

chapter. Note that when using a similar prompt
with Pride and Prejudice, ChatGPT is capable of
reproducing Jane Austen’s writing.

We trained on a total of 1.3 million tokens, for
3 epochs with a batch size of 1, and a learning
rate multiplier of 2–these were the default settings
suggested by OpenAI. The total cost to finetune
was $10.49 USD.

D Jane Austen Hand-evaluation

See Table 8 for the numerical results of our authors
hand-evaluating the Jane Austen cross-reference
suggestions.
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Abstract

This paper explores the automated extraction
of job titles from unstructured historical job
advertisements, using a corpus of digitized
German-language newspapers from 1850-1950.
The study addresses the challenges of work-
ing with unstructured, OCR-processed histor-
ical data, contrasting with contemporary ap-
proaches that often use structured, digitally-
born datasets. We compare four extraction
methods: a dictionary-based approach, a rule-
based approach, a named entity recognition
(NER) mode, and a text-generation method.
The NER approach, trained on manually anno-
tated data, achieved the highest F1 score (0.944
using transformers model trained on GPU,
0.884 model trained on CPU), demonstrating
its flexibility and ability to correctly identify
job titles. The text-generation approach per-
forms similarly (0.920). However, the rule-
based (0.69) and dictionary-based (0.632) meth-
ods reach relatively high F1 Scores as well,
while offering the advantage of not requiring
extensive labeling of training data. The results
highlight the complexities of extracting mean-
ingful job titles from historical texts, with im-
plications for further research into labor market
trends and occupational history.

1 Introduction

Historical job advertisements provide unique in-
formation about the history and development of
the labor market. Analyzing the positions offered
and sought over time offers insights into tempo-
ral and regional differences and development, as
well as into social aspects, such as gender-specific
job offers. The first step in such an analysis is
the extraction of job titles. However, when using
historical data from digitized newspapers, rather
than digitally-born structured data, the automatic
extraction of job titles proves to be a non-trivial
task.

In the JobAds Project (FWF P35783), we study

historical job advertisements from digitized news-
papers from the ANNO corpus (Österreichische
Nationalbibliothek, 2021). The advertisements
are predominantly in German, and our defined
time span is 1850-1950. The newspaper pages
were initially obtained in the form of images and
transformed into textual data by conducting the
processes of page segmentation, optical character
recognition (OCR), and automatic post-correction
based on manually transcribed ground truth. Af-
terwards, the job advertisements were extracted. A
result of such a pipeline is a corpus containing tens
of thousands machine-readable yet unstructured
job advertisements.

Contemporary research often works with mod-
ern, digitally-born data, and usually benefits from
their structure, such as HTML tags, to identify
position titles. Modern research in the context
of job advertisements addresses challenges such
as extracting or grouping requirements in the job
ads, e.g. (Gnehm et al., 2022; Ternikov, 2022;
Grüger & Dr. Schneider, 2019; Wowczko, 2015;
Litecky et al., 2010), automated matching process
between the position requirements and the skills of
a candidate written in their CV, e.g. (Fernández-
Reyes & Shinde, 2019; Sayfullina et al., 2018;
S. Chala et al., 2017; Guo et al., 2016; J. Mali-
nowski et al., 2006), job advertisements classifi-
cation/categorization, e.g. (Gnehm & Clematide,
2020; Boselli et al., 2018; Malherbe et al., 2015;
Amato et al., 2015), and job title classification, e.g.
(Colace et al., 2019; Boselli et al., 2017; Zhu et al.,
2017); with some works covering more than one
research focus. In contrast, we face the challenge
of working with unmarked text, and need to find an
automated way to extract this information.

In this paper, we present a comparison of four ap-
proaches to identification of position titles in histor-
ical job advertisements. On the one hand, we con-
sider dictionary-based and rule-based approaches,
which do not require a time-consuming creation of
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an annotated training dataset. On the other hand,
we use a machine-learning (ML) approach, specif-
ically named entity recognition (NER) and text-
generation models training. This requires manually
annotated training data, but yields better results and
can recognize position titles beyond those seen in
the training data. Please note that in this paper, we
aim to extract position titles appearing inside the
advertisement, in contrast to some of the aforemen-
tioned research works which aimed to classify jobs
into the occupation categories.

The following section summarizes existing re-
search related to job title identification and infor-
mation retrieval from unstructured text. Section 3
describes our dataset and the process of job titles
annotation. Section 4 presents in detail various ap-
proaches we used to identify the job titles and the
evaluation methodology, while section 5 presents
and discusses the results. Section 6 concludes this
paper.

2 Related Work

While most of the modern research benefits from
the structure of ads to extract job titles, as exempli-
fied above, some research addresses the challenge
of their extraction nevertheless. One reason for this
can be the noisy information included within the
job title tags, such as the name of the company, or
the need to work with ads from newspapers that
were obtained in the form of the image.

Rahhal et al. (2023) develop a methodology for
matching a job ad with its standardized occupa-
tion in French language. Although the job title
is included within a dedicated HTML tag, the au-
thors further process it because other words, such
as ‘looking for’, are sometimes included. They re-
move these extraneous words based on a manually
created to-delete list to obtain cleaned job titles.

Bandara et al. (2021) work with unstructured
text, as they scrape job ads in the form of images
from job web portals and newspapers. They ap-
ply an OCR process to convert them into machine-
readable text. Aiming to create a structured dataset,
they extract information such as the position name,
skills, company name, and contact information.
They use a rule-based approach, matching regex
patterns or phrases. However, the accuracy of job ti-
tle identification is only 56% (Bandara et al., 2021,
p. 148). The authors do not explicitly state which
specific regex patterns were used for job titles ex-
traction.

Neculoiu et al. (2016) focus on job title normal-
ization, where job titles are normalized according
to a predefined set of occupations. Researchers
dealing with this question also need to extract job
titles; however, they often rely on external tax-
onomies, structured text, or manual labeling. In
(Neculoiu et al., 2016, p. 152), “the job titles were
manually and semiautomatically collected from re-
sumes and vacancy postings.”

Not having found a suitable approach in the exist-
ing literature, we focus on other ways to extract job
titles from the advertisements. Information extrac-
tion (IE) is the process of automatically extracting
entities, objects, and their roles from text, often
within a specific domain or topic (Hobbs & Riloff,
2010), with named entity recognition (NER) being
one of the common technologies used (Tjong Kim
Sang & De Meulder, 2003; Collins & Singer, 2002;
Cucerzan & Yarowsky, 2001). While the standard
entities in NER models are typically proper names,
locations, or dates, custom NER models can be
trained to recognize new entities. Therefore, we
can consider job titles entities, and having created
appropriate training data, use the same approach to
extract job titles from the unstructured text.

The emergence of large language models
(LLMs) has also opened up the possibility to ap-
proach NER as a text generation or translation task
(Keraghel et al., 2024). While this approach has,
to the best of our knowledge, not been evaluated
on historical data, it has seen promising results in a
variety of fields, e.g., (Tavan & Najafi, 2022; Wang
et al., 2023), and we shall include this method in
our evaluation.

While no work specifically addresses position
extraction from historical data, several works deal
with historical data and NER. Grover et al. (2008)
addressed recognition of person and place names
within a digitized corpus of British parliamentary
proceedings from 1685–1691 and 1814–1817 using
a rule-based approach. Working with the output of
an OCR software, they reach total f-scores from
70.35 to 76.94 on individual datasets (Grover et
al., 2008, p. 1346). The main challenge were the
OCR mistakes, namely the noise, misrecognition
of characters and issues with separating the text
from the marginal notes.

Won et al. (2018) focus on toponyms in two
collections of historical letters, one collection in
early-modern English, another in modern English.
As obstacles they mention e.g. “language changes
over time, spelling variations, OCR errors, sources
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written in multiple languages, and general ambi-
guity in language use” (Won et al., 2018, p. 2).
The authors do not train new models but evaluate
the performance of existing modern tools for the
task of location extraction, including two different
types of pre-processing and experimenting with
re-writing early-modern English text into modern
English. They evaluate five different NER systems
and an ensemble method which works based on a
voting system among the individual NER models.
All experiments reached a best minimum F1 score
of about 70 (Won et al., 2018, p. 8).

Labusch et al. (2019) trained a pre-trained BERT
model for a NER task in contemporary and histori-
cal German corpora, containing entities of location,
organisation and person. Working with historical
corpora is hindered through the less standardized
languages and errors in the OCR. Combining unsu-
pervised pre-training on historical German corpus
with supervised pre-training using contemporary
German NER ground-truth, they achieve the high-
est F1 score of 84.6 on historical data for 5-fold
cross validation.

3 Dataset

Using digitized historical newspapers from the
ANNO corpus, we manually annotated, OCRed
and corrected several thousands job advertisements
spanning the period 1850-1950 from 14 different
newspapers. Within a subset of these job ads, we
annotated position names using the doccano soft-
ware (Nakayama et al., 2018), yielding 1,486 job
advertisements as training data and 637 as testing
data. The split into training and testing dataset was
random.

Ads that did not explicitly mention a position
or contained errors, such as inconsistent spacing,
were mostly not included within the datasets for
the evaluation task (Tab. 1), however, after the
training and evaluation during a human control
we discovered a small number of ads containing
errors that were included in the dataset by mistake.
Additionally, we standardized the text by replacing
the long s with the letter s in all ads. The training
data was used to train the NER and text-generation
models and also served as a basis for creating part-
of-speech (POS) and syntax rules, as well as for
adding entries to the dictionary, both established
through human observations. The testing data was
consistently used for evaluation purposes.

Although all duplicate ads were removed and the

training and testing datasets are mutually exclusive,
we cannot exclude the possibility that very similar
ads appear in both datasets, given the homogeneity
of ads and their structure defined by their genre.
Each advertisement could contain more than one
position offered/sought for.

4 Methods

Based on preliminary results, four approaches were
selected and compared: a dictionary-based ap-
proach, a rule-based approach, a NER and a text
generation approach.

4.1 Dictionary-based Approach
The dictionary-based approach searches for posi-
tion titles based on the database of historical oc-
cupations HISCO1 (Leeuwen et al., 2002). The
HISCO (historical international classification of oc-
cupations) database is based on the coding of 1,000
most frequent male and female occupational titles
in datasets from Belgium, Britain, Canada, France,
Germany, the Netherlands, Norway and Sweden.
It contains titles included in parish and civil regis-
tration documents (International Institute of Social
History, 2023). The dictionary of German occupa-
tions contains 1297 job titles and was subsequently
further enriched based on our observations by collo-
cations (e.g. Mädchen für alles [girl servant, lit.girl
for everything], Stütze der Hausfrau [housewife’s
help]) and positions related to apprenticeship (e.g.
Lehrmädchen [apprentice f.], Praktikant [intern]),
which we also aim to identify. Every exact match
of the collocations was identified as a position.

To overcome difficulties of different spelling
variants (Commis and Kommis [assistance]), we
lemmatized every entry in the dictionary as well
as each token in the advertisement using the
DTA::CAB web-service (Jurish, 2012)2 which
serves for an ‘error-tolerant linguistic analysis for
historical German text’. If a lemmatized token
matched a position from the dictionary, regardless
of the upper/lowercase, the entire word contain-
ing this string was identified as a position. Even
when this approach introduces some false posi-
tives (e.g., identifying Architektur [architecture]
because it contains Architekt [architect]), it helps
to identify true positives that are not in the dictio-
nary (e.g., Steinbrechermeister [stone crusher mas-

1https://iisg.amsterdam/en/data/data-websites/history-of-
work [15.6.2024]

2https://www.deutschestextarchiv.de/demo/cab/
[26.8.2024]
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Advertisement text Part of the
corpus

Annotated entities

Kinderliebendes Mädchen zu 2 Kindern und Mithilfe dringend
gesucht. Zuschriften unter „Kinderliebend 2148“ an Rasteiger,
Joanneumring 6. 1559
[Child-loving girl urgently wanted to 2 children and assistance.
Send letters under ‘Kinderliebend 2148’ to Rasteiger, Joanneum-
ring 6. 1559]

No (no posi-
tion title)

-

Suche eine tüchtige Wirt schafterin. 35—40 J. spätere Ehe nicht
ausgeschlossen. Un ter „Ehrlich 2270“ Neue Zeit
[Looking for a hard-working housekeeper. 35-40 yrs. later mar-
riage not excluded. Under Sincere 2270’ Neue Zeit]

No (wrong
spacing)

-

Ein Commis in einer Eienhandlung wird acceptirt. 2936
[An assistance will be accepted in an ironmonger. 2936]

Yes Commis

Maschinenschlosser resp. Automatenschlosser wird gesucht.
Vorzustellen Ing. Gasser-Steiner Graz Strauchergasse 16.
[Machine locksmith or automatic locksmith is wanted. To be
introduced at Ing. Gasser-Steiner Graz Strauchergasse 16.]

Yes Maschinenschlosser,
Automaten-
schlosser

Table 1: Example of annotated position names in job advertisement and of advertisements excluded from our
dataset.

ter], Tapezierergehilfen [paperhanger’s assistant],
Weißnäherin [seamstress]), often because they are
composed of more words that specify the position.
The number of positions identified is equal to the
number of matches.

4.2 Rule-based Approach

The rule-based approach benefits from the strong
linguistic structure of job ads. First, the same collo-
cations are searched for as in the dictionary-based
approach (e.g., Mädchen für alles [girl servant, lit.
girl for everything], Stütze der Hausfrau [house-
wife’s help]). If a match is found, the collocations
are identified as positions. If no match is found, the
word ‘ als ’ [as] (or ‘Als ‘ [As]) is searched with
whitespaces as stated. If this word is found, the
first noun after it is identified as a position, e.g.:

Suche Stelle als Hausgehilfin in Bäckerei od.
Gastwirtschaft. [Looking for a job as a maid in
a bakery or restaurant.]

If this search is unsuccessful, the search contin-
ues for the word ‘stelle’ [position]. Note that in
German, stelle beginning with lowercase can only
be found in the middle of a word. If this is found,
the string containing it is considered a position,
e.g.:

Alleinstehende Frau mit kl. einjähr. Buberl bittet

um Hausmeisterstelle. [Single woman with a small
one-year-old boy asks for a caretaker position.]

If none of these conditions is met, the ad is
searched for the first noun which is subject, root,
or conjunct in the sentence. These syntactic roles
were chosen based on observations in training data,
including the observed miss-classifications caused
probably by concise and archaic language. This
noun is predicted as a position. If it is followed by
‘und’ [and] or ’oder’ [or] and the word after this
conjunction is a noun, this second noun is consid-
ered another position.

The advantage of this approach is its indepen-
dence from an external dictionary, spelling varia-
tions and words that do not appear in the dictio-
nary. The main drawback is handling advertise-
ments that offer more than one position, as it is
hard to define rules that include multiple true pos-
itives without introducing false positives. In the
testing data, 514 instances contain one single po-
sition, while 123 of them contain more than one
position. For the POS tagging and dependency
parsing, the SpaCy library (Honnibal & Montani,
2017) with the ‘de_core_news_lg’ model was used.

4.3 Named Entity Recognition Approach

The NER approach treats the positions in the adver-
tisements as named entities and attempts to iden-
tify them accordingly. As positions are not among
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the standard entities, a custom model needs to be
trained.

We trained two different models, one with the To-
ken2Vec architecture, and one with a transformer-
based architecture. The spacy.Tok2Vec.v2 model
contains two steps: it creates context-independent
word vector representation, and it encodes context
into the embeddings, using architecture like a CNN,
BiLSTM or transformer (SpaCy, n.d.). In compari-
son, the spacy-transformers.TransformerModel.v3
uses transformer models from the HuggingFace
transformers library to create more advanced,
context-aware embeddings, leading to better perfor-
mance in tasks like NER (SpaCy, n.d.). Training on
GPU allows for faster training times, particularly
for transformer-based models, which involve com-
plex matrix operations (Kelleher, 2019, pp. 92–94),
and they reach generally higher performance than
training on CPU.

For the training, we used default SpaCy settings.
In both cases, the language is set to ‘German’, and
the optimization is set to efficiency. In the first
case, we set the hardware to CPU, while in the
second case, we select GPU. For further details on
the training parameters, we point readers to SpaCy
official documentation3.

In both cases, the NER model was trained on
the training dataset and evaluated on the testing
dataset, as specified in the Dataset section. The
advantage of this approach is some ability to gen-
eralize; however, the disadvantage is the need for
manual training data creation, which can be time-
consuming, and may limit model’s effectiveness if
the training data is not selected appropriately.

4.4 Text Generation Approach
Whereas the NER approach identifies and extracts
entities within text, the text generation approach
creates new text that directly facilitates the identifi-
cation of relevant entities. In the chosen approach
a given text, e.g. “Machine locksmith or automatic
locksmith is wanted.” is rewritten into “<Machine
locksmith> <automatic locksmith>”. If no posi-
tion is found within a given text, it is rewritten into
“none”.

We used a hmByT5 model4 as our base model
due to two major reasons. The first one being that
the hmByT5 models are all trained on multilin-
gual historical data, which overlaps with the time

3https://spacy.io/usage/training [29.7.2024]
4https://huggingface.co/hmbyt5-preliminary/byt5-small-

historic-multilingual-span20-flax [25.8.2024]

period of our dataset. The second one being that
ByT5 encoded text byte-wise instead of the word
or subword level. Therefore, the model requires no
internal vocabulary and is more adaptable to words
that were not included in the base model training.

Because a significant number of job ads exceeds
the maximum encoding length of the chosen model,
all ads concerned were split into segments of up to
120 bytes for training and evaluation. Afterwards
the model was trained for 15 epochs and the epoch
with the highest sacreBLEU score was chosen as
the final model. Due to splitting up ads into smaller
segments, the model is evaluated in two different
ways (Tab. 2). First, based on the prediction for
each segment. Since not all segments contain po-
sitions, properly predicting “none” as a result is
included when calculating evaluation metrics. The
second evaluation re-merges the predictions from
all segments into the original ads and evaluates only
the predicted positions without including “none”
predictions, as this is most comparable to the NER
approach.

4.5 Evaluation
The evaluation involves a pre-processing step, in
which we aim to standardize both the annotated
positions, and the predicted ones, to avoid penaliz-
ing a model for e.g., including white spaces. First,
we delete the word ‘stelle’ [position] if it is in-
cluded, e.g. Hausmeisterstelle [caretaker position]
becomes Hausmeister [caretaker]. Afterwards,
both annotated and predicted positions are lemma-
tized using the DTA::CAB web-service (for details,
see section 4.1).

In the next step, the two lists of annotated and
predicted positions are compared for each adver-
tisement. Certain tolerance is included by allowing
Levenshtein distance (Levenshtein, 1965) of 0.1
between the two strings in order not to penalize
the generative approach if it makes minor mistakes,
such as generating (position> instead of <position>.
The number of True Positives, False Positives and
False Negatives is identified as follows:

• True Positives (TP): The model correctly pre-
dicts a position that is present in the list of
annotated positions.

• False Positives (FP): The model predicts a po-
sition that is not present in the list of annotated
positions.

• False Negatives (FN): The model misses a
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Advertisement segment Model out-
put

Aggregation of en-
tire output

Aelterer Herr, Beamter i. P. gesund und rüstig, alleinstehend sucht
Posten in Schloß, Kloster
[Older gentleman, civil servant, healthy and sprightly, single seeks
position in castle, monastery]

<Beamter> <Beamter>,
<Ausseher>,
<Pförtner>, <Haus-
gehilfe>

als Ausseher, Pförtner, Hausgehilfe zu Gartenarbeiten auch
auswärts. Gute Zuschrifen
[as external, doorman, housekeeper for gardening work also
away from home. Good applications]

<Ausseher>,
<Pförtner>,
<Hausge-
hilfe>

<Beamter>,
<Ausseher>,
<Pförtner>, <Haus-
gehilfe>

unter: "Vertrauenswürdig und verlässlich Nr 85368" an das Welt-
Blatt. Wien, I. Schulerstraße.
[under: "Trustworthy and reliable no. 85368W to the Welt-Blatt.
Vienna, I. Schulerstrasse.]

none <Beamter>,
<Ausseher>,
<Pförtner>, <Haus-
gehilfe>

Table 2: Example of segmented job advertisement along with text generation model output and aggregation of
position names found for the whole add without including "none" predictions. Evaluation is performed directly on
the outputs as well as the aggregated predictions.

position that is present in the list of annotated
positions.

Using this information, we calculate F1 Score,
Recall, and Precision (Powers, 2011), where the
metrics are calculated as follows:

• F1 Score: 2 * (Precision * Recall) / (Precision
+ Recall)

• Recall: TP / (TP + FN)

• Precision: TP / (TP + FP)

This evaluation is identical for all four ap-
proaches, making their scores comparable.

5 Results and Discussion

Table 3 presents the results using F1 Score, Recall,
and Precision for the above described methods on
the testing dataset.

The NER approach (Fig. 1) reached the high-
est F1 score of 0.944 using the transformer archi-
tecture, resp. 0.884 when trained on CPU on the
testing dataset, indicating that this method is more
flexible than the rule-based and dictionary-based.
However, a significant drawback of this approach
is its reliance on a manually created training set.

The generative approach shows comparable per-
formance with an F1 score of 0.920 when evaluated
based on segments and 0.902 when evaluated on
the aggregated results for entire ads. Since the only
difference between the two evaluation approaches
is the exclusion of "none" predictions when aggre-
gating, the decrease from the segment based score

Figure 1: Example of positions identified by the NER
model. [Good-looking, solid 12599 cashier waitress
and hard-working cook are wanted immediately. City
park restaurant, Saaz.]

to the ad based score indicates that the model is
slightly better suited to determine that no positions
are mentioned in a line of text instead of extract-
ing all mentioned positions. A preliminary check
of prediction mistakes has, however, shown that
some false positives occur from identifying ambigu-
ous words such as Mann [man], Mädchen [girl] or
Französinnen [French women], which are also used
to advertise positions but were not labeled in our
dataset as well as words with misplaced spacing,
such as Wirt schafterin [ho usekeeper], which was
also not included as a labeled position. This be-
havior indicates potentially interesting and useful
generalization ability.

The rule-based approach appears to be well-
suited for this task, given the strong linguistic struc-
ture of job advertisements. It is also immune to
certain spelling variations or typographic mistakes,
as long as they do not include spacing errors, or
do not hinder the correct POS classification. The
problematic aspect of this approach is when more
than one position is advertised within an ad, lead-
ing to either incomplete detection of all positions
or the introduction of false positives in other ads.
Another technical obstacle is the misclassification
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Method F1 score Recall Precision
Dictionary-based approach 0.632 0.646 0.617
Rule-based approach 0.690 0.613 0.789
NER approach (CPU) 0.884 0.866 0.903
NER approach (GPU) 0.944 0.932 0.956
Text Generation approach (segment) 0.920 0.918 0.922
Text Generation approach (whole ad) 0.902 0.894 0.909

Table 3: Results for different approaches for predicting position names on the testing dataset.

of parts-of-speech or dependencies due to archaic
and elliptic language used within historical job ad-
vertisements, while the modern tools are generally
designed for modern data and contemporary lan-
guage. They may also not handle advertisements
containing a large number of abbreviations, which
is often the case because every line in a newspaper
was costly.

The dictionary-based approach reached the low-
est F1 score. While lemmatizing/standardizing of
the tokens mainly solves the issue of spelling vari-
ants, it is time-consuming to lemmatize the en-
tire text of the advertisement. However, this ap-
proach without lemmatization reaches lower score
as usually only one form is present in the dictio-
nary, while the text contains several variants (e.g.,
Commis and Kommis [assistance], Kontoristin and
Comptoiristin [clerk f.]). Additionally, some pro-
fessions are simply not present in the dictionary,
especially those that were less common or highly
specialized. This approach also fails when typo-
graphic errors are present in the text (Kö chin with
line-breaker in the original text instead of Köchin
[cook f.]). Moreover, all mentioned positions are
identified, even if they appear as part of a name of
a street, or if they are not the primary focus of the
advertisement but just mentioned within it, e.g.:

Kinderarzthilfe. mit zweijähriger Praxis, sucht
Stelle bei Arzt oder in einem Laboratorium. [Pe-
diatric assistant with two years of experience is
looking for a position with a doctor or in a labora-
tory.]

Our dataset contained advertisements in their
ideal form, i.e., manually corrected with only oc-
casional typographic errors. In reality, the thou-
sands of ads can only be post-corrected automat-
ically rather than manually, and more errors will
thus be present in the data. This will mostly affect
the dictionary-based approach, which needs exact
matches with correct spelling, and partially the rule-

based approach, which is in theory immune to the
spelling variations but fails to correctly identify the
POS and syntax dependencies if too many errors
occur.

The last consideration is the ambiguous nature
of what a job title in historical job advertisements
is. Many ads contain words like Mann [man], Mäd-
chen [girl] without specifying a clear job title, al-
though it is implicitly understood that e.g., the girl
is wanted to help in the household. Another exam-
ple is Französinnen [French women], mentioned
alongside other job titles for women, where it is
implied that they are sought to teach the French
language or to provide companionship while con-
versing in French (Fig. 2). These advertisements
were not included in our dataset for this evalua-
tion task, however, they appear commonly in the
corpus.

Figure 2: [Regina Kohn, Placement Office, Her-
rengasse 4, 1st floor, recommends and places
competent educators, class teachers, kinder-
garten teachers, French women, companions,
housekeepers, and maids.] Source: Prager Tag-
blatt, 23.8.1896, p. 30, https://anno.onb.ac.at/cgi-
content/anno?aid=ptb&datum=18960823&seite=30

Further research could help to address these lim-
itations by focusing on the semantic context of the
advertisements, perhaps using techniques like aver-
age embeddings to represent the average meaning
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of the whole advertisement. This approach could
help overcome the challenges posed by the ambigu-
ous and context-dependent nature of job titles in
historical advertisements. Also, the potential of
text-generation methods shall be further investi-
gated.

6 Conclusion

Historical job advertisements offer many opportuni-
ties to study the transformation of the labor market.
The first step in analyzing these ads is the extraction
of job titles, which allows for the exploration of
positions offered and sought, their frequency anal-
ysis, and temporal and regional variations. In this
study, we compared four approaches for job title ex-
traction: a dictionary-based approach, a rule-based
approach, a NER approach, and a text-generation
approach. The NER approach achieved the high-
est F1 score of 0.944 when a transformer-based
model was trained on GPU, resp. 0.884 when a
model was trained on CPU, as we treated position
names as entities and trained a model specifically
for their identification. The generative model fol-
lows closely with a F1 score of 0.920 and offers
potential viability for identifying ambiguous posi-
tions. The rule-based (0.69) and dictionary-based
(0.632) approaches had lower F1 Scores but offered
the advantage of not requiring the time-consuming
creation of a training dataset.

While extracting position names is a crucial first
step, two important considerations remain:

1. Not all job advertisements explicitly state the
position being offered or sought.

2. As noted in (Wowczko, 2015, p. 36), “job
titles can oftentimes be ambiguous and fail
to reflect the true nature of the work”. This
is particularly true for generic titles such as
Arbeiterin [worker f.], Bedienerin [servant
f.], Praktikant [intern], Lehrling [apprentice],
which do not express sufficient information
about the work involved.

Given these challenges, our future research will
focus on grouping job advertisements by sector
and exploring methods to predict job titles based
on the job description, as demonstrated by (Huynh
et al., 2019). This approach could help address the
ambiguity and lack of specificity often found in
historical job titles.

Limitations

One limitation encountered during our work was
a lack of definition of what a job title is. While
in most ads, the titles are explicit, there is a not-
negligible number of ads containing just words like
Mädchen [girl] or Mann [man]. The lack of defini-
tion caused minor inconsistencies among annota-
tors which may slightly skew the results. It is also
important to note, that the two machine learning
approaches, namely NER and text generation, are
not trained on the same task. The NER approach
is trained on token classification and predicts the
exact location of a job position. Whereas the text
generation approach rewrites the original text to
only consist of job positions. While this differ-
ence is not of major significance for our specific
task, this can be relevant to consider for potential
use cases. Another limitation is found during the
lemmatization step. Only a very limited number of
resources for lemmatization of historical german
texts are currently available and are mostly rule
based. As such, job positions may not be prop-
erly normalized for evaluation, when they are not
covered by the utilized set of rules.
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Abstract

The digital humanities (DH) community fun-
damentally embraces the use of computerized
tools for the study and creation of knowledge
related to language, history, culture, and hu-
man values, in which natural language plays a
prominent role. Many successful DH tools rely
heavily on Natural Language Processing meth-
ods, and several efforts exist within the DH
community to promote the use of newer and
better tools. Nevertheless, most NLP research
is driven by web corpora that are noticeably
different from texts commonly found in DH
artifacts, which tend to use richer language and
refer to rarer entities. Thus, the near-human
performance achieved by state-of-the-art NLP
tools on web texts might not be achievable on
DH texts. We introduce a dataset1 carefully cre-
ated by computer scientists and digital human-
ists intended to serve as a reference point for
the development and evaluation of NLP tools.
The dataset is a subset of a born-digital textbase
resulting from a prominent and ongoing experi-
ment in digital literary history, containing thou-
sands of multi-sentence excerpts that are suited
for information extraction tasks. We fully de-
scribe the dataset and show that its language
is demonstrably different than the corpora nor-
mally used in training language resources in
the NLP community.

1 Introduction

The digital humanities (DH) research community
makes up a large user base for natural language pro-
cessing (NLP) tools and algorithms (McGillivray
et al., 2020; Biemann et al., 2014). Digital human-
ists have long been using cultural heritage data for
meaningful NLP work, where NLP in DH includes
everything from linguistic analysis of change over
time within large linguistic corpora (Schlechtweg
et al., 2020) to narratology (Piper et al., 2021) to

*Contributed equally to this work.
1https://doi.org/10.5683/SP3/RCVANO

literary history (Underwood et al., 2018) and sty-
lometry (Stamatatos, 2009).

However, there are risks associated with LLMs
that are particularly relevant to DH. Unlike the av-
erage web document, texts in the humanities tend
to use rich and complex writing styles, historical
language, and references to under-represented long-
tail entities (Olieman et al., 2017; Nurmikko-Fuller,
2023). LLMs have known problems with bias to-
wards the contemporary and popularity bias (Dai
et al., 2024). Chen et al. (2024) warn of a "Spiral of
Silence" where over time, by iteratively training on
LLM-generated content, LLM-based retrieval sys-
tems deprioritize accurate human-generated con-
tent and lose diversity in the information they re-
turn. If future NLP is dominated by LLMs that
ignore the outliers that are so important to humani-
ties scholarship (D’Ignazio, 2021; Jockers, 2013),
this will negatively impact humanities research,
our sense of history, and the public. As Brown and
Simpson (2013) assert, "marginality and unique-
ness are what humanities scholars often seek to
discover and analyse". We need curated datasets
for evaluating and fine-tuning LLMs with the prior-
ities and expertise of humanists at their core.

For LLMs to effectively and responsibly lever-
age this data and become reliable for DH needs,
researchers developing these models and the tools
that use the models, need to collaborate with data
experts. As McGillivray et al. (2020) point out,
there is a need for cross-fertilization of ideas and
more communication across the NLP and DH com-
munities. LINCS (Brown et al., 2023) is an ex-
ample of computer science (CS) and humanities
practitioners working together to extract knowledge
from DH texts in the form of linked data connected
to web pages to create machine-readable data that
could ultimately enhance LLMs. However, the in-
ability of current systems to handle the ontological
nuances of the source data plus the absence of en-
tities from popular knowledge bases (KBs) like
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Wikipedia and Wikidata (Vrandecic and Krötzsch,
2014) necessitates manual entity linking, ontology
mapping, and data validation. There is an oppor-
tunity here for NLP developers to better support
such projects with systems optimized for cultural
heritage data.

To contribute to these efforts, we create an NLP
dataset through a collaborative effort between
computer scientists and humanists. Our dataset,
Orlando (Release) (Hervieux et al., 2024), con-
sists of 12,627 unique text chunks with over 40,000
entity mentions across four entity types that are
manually linked to external entity URIs and anno-
tated with 79 unique inter- and cross-sentence rela-
tions. The source texts are biographies of historical
writers from a large and representative born-digital
humanities corpus created by the Orlando Project
(Brown et al., 2022) (Appendix A). These source
biographies are originally expressed as XML docu-
ments, written and thoughtfully hand-annotated in
English by DH scholars, using language demonstra-
bly richer than that found in typical LLM training
corpora. We extract our dataset from the source
while ensuring a high rate of long-tail entities, and
preserving the ontological nuances of the source
texts’ entity and relationship annotations, which
we augment with manually-confirmed entity URIs
(§3). This makes the dataset particularly well-
suited for information extraction tasks such as en-
tity linking (EL) and relation extraction (RE), as
elaborated in §5.

Orlando’s text complexity (examples in Ap-
pendix A.1) makes it an interesting subject of study
for what machine-aided tools can process. We con-
duct a series of linguistic analyses (§4) to show
that, compared to other genres of text such as news,
encyclopedia, or web pages, the Orlando data is
more complex in terms of both lexical and syn-
tactic aspects. In light of that, we test whether
the Orlando data is out-of-distribution for state-
of-the-art large language models such as Llama
2 (Touvron et al., 2023), using metrics based on
Mahalanobis distance (Ren et al., 2023) and kernel
density estimation (Kirchenbauer et al., 2024). The
test highlights that the Orlando data is evidently fur-
ther from the distributions of the training corpora
of LLMs than baseline corpora. This suggests that
LLMs, when used out-of-the-box, may suffer from
poorer generalization, lower accuracy and higher
aleatoric uncertainty (Baan et al., 2023) when pro-
cessing complex DH text like that from Orlando.

We hope that this data will encourage NLP tool

developers to embrace the challenges posed by DH
texts and seek collaboration with the data experts,
leading to research, data, tools and systems that
would be valuable across disciplines.

2 Related Work

Our dataset is a unique addition to the important
yet disproportionally scarce collection of informa-
tion extraction datasets derived from humanities
texts and created collaboratively by NLP and DH
researchers. There are countless datasets created to
benchmark information extraction models (Nasar
et al., 2022) and many works that perform such
benchmark evaluations (Wang et al., 2022; Chang
et al., 2024), but they typically lack the humanities
perspective. There are exceptions, with examples
including but not limited to Menini et al. (2022)’s
information extraction benchmark relevant to cul-
tural historians interested in textual descriptions
of smells in historical documents; Delmonte and
Busetto (2023)’s investigation of BERT’s limita-
tions when applied to linguistically complex italian
poetry; Pedinotti et al. (2021)’s diagnostic dataset
and evaluation of transformer-based language mod-
els on generalized event knowledge; and Bamman
et al. (2020)’s challenging coreference resolution
dataset for literary texts. These works focus on
other genres of text than that of Orlando, and our
domain allows us to provide hand-curated cross-
database annotations for entity mentions, which
is crucial for the evaluation of EL. Compared
to works that evaluate BERT and other special-
ized models, we focus on the suitability of LLMs
for humanities-related information extraction tasks.
This is critical as LLMs are becoming the status
quo for many NLP tasks (Chang et al., 2024) and
LLMs are often used with a different paradigm:
zero-shot prompting rather than fitting to the target
domain.

There are many other valuable datasets coming
out of the humanities2,3,4. Major differences be-
tween these datasets and ours are that most of these
projects release their entire research corpora as raw
text with humanities research as the target task
rather than information extraction or LLM bench-
marking or fine-tuning. Our approach was to look
at a prominent humanities dataset with challenging
language, consult with DH scholars to understand

2https://rutgersdh.github.io/dh-sources/
3https://humanitiesdata.com/resources
4https://melaniewalsh.github.io/
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what level of information was important to keep,
and then selectively sample it with the intent of
keeping difficult chunks that contain many diverse
entities and relations.

Our text analysis of Orlando draws on work in
evaluating text readability (Crossley et al., 2011;
Lu, 2010), but our work deviates as we apply read-
ability measures to compare corpora used in NLP
models. We use the popular Flesh-Kincaid grade
level (Kincaid et al., 1975) which suits our chunk-
level data compared to other metrics like Coh-
Metrix (Graesser et al., 2004) which requires para-
graph statistics and discourse coherence. See Lu’s
(2014) work for a corpus linguist’s review of com-
putational corpus analysis. Our work interrogates
whether a corpus is out-of-distribution of an LLM’s
training corpus, picking the best-performing indica-
tors in recent discussions (Ren et al., 2023; Yauney
et al., 2023; Kirchenbauer et al., 2024).

3 Creating the Orlando Dataset

Derived from the original Orlando XML docu-
ments, we release a simplified and easily ma-
chine processable JSON dataset, Orlando (Release).
Through this collaboration with the data experts,
we simplify the complexly nested embedded an-
notations into an easy-to-use benchmark, without
abstracting the nuance of the original entity and
relation types.

According to the license, we can release 10% of
the Orlando textbase. Instead of uniformly sam-
pling from all sentences or entire documents, we
release text chunks of up to 4 sentences each that
capture valuable cross-sentence relationships and
helpful context for coreference resolution and EL
tasks. We filter out text chunks containing too
few entities or relations to ensure a high density
of useful text. When our extractions come from
overlapping chunks, we merge smaller ones into
larger ones. We select the included text chunks
randomly but with constraints to keep the original
frequency distribution for relations and to priori-
tize the inclusion of person mentions with external
entity links. Our sampling process does not alter
the distribution of data as it is uniform sampling
in a stratified fashion that preserves the long tail
distributions of relation and entity types.

Orlando (Release) has 12,627 unique text chunks
with over 40 thousand entity mentions across four
entity types, with the majority being person men-
tions. Table 1 lists entity mention counts by type

Mentions Entities
person
bio subjects 14,168 1,389
bio subjects with links 14,122 1,379
others 10,627 6,257
others with links 6,951 3,145
organization 2,910 1,466
place 11,638 4,785
creative work 1,127 928

Table 1: Mention and unique entity count for each entity
type in Orlando (Release). Place and creative work types
were not de-duplicated so entity count is the number of
unique mentions. “with links” rows are subsets of the
row directly above.

and presence of external entity links, and breaks
down person mentions into the primary subjects of
the biographies and other mentioned persons.

Compared to typical RE benchmarks with few
broad relations, our dataset contains 79 unique re-
lations, 30 of which are present in at least two
contextual categories. The full list of relations and
categories with frequency statistics are in the Ap-
pendix B Tables 8, 9, and 10.

3.1 Source Textbase

The original Orlando documents are densely anno-
tated XML biocritical profiles of authors (biogra-
phies). Tags are applied on the word level to iden-
tify and add context to entities and concepts, and
on the sentence or paragraph level for contextual
themes and relations. Figure 1 presents an exam-
ple. The annotations signal what is most relevant
to the domain researchers, which means that not
all possible entities and relations are tagged. The
data is unique in that the included annotations are
extremely detailed, as we discussed in noting the
wide range of relations.

Each biography focuses on one person, who we
refer to as the biography subject. The biographies
are sectioned in two: (1) their birth, death, and the
people, places, and activities in between; (2) their
writing and its reception. We sample only from
the first to prioritize capturing relations between
persons without the added complexity of written
and often fictional works.

Entity Tags There are four entity types explicitly
tagged in the XML documents that we include in
our dataset: person, place, organization, and cre-
ative work. Pronouns are not flagged by annotators

87



<HEADING>Marriage</HEADING> 
<FAMILY> 
  <MEMBER RELATION="HUSBAND"> 
    <MARRIAGE> 
      <CHRONSTRUCT RELEVANCE="COMPREHENSIVE"> 
        <DATE VALUE="1834-09-24">24 September 1834</DATE> 
          <CHRONPROSE> 
            <NAME STANDARD="Adams, Sarah Flower" 
                  REF="...d681ef"> 

     Sarah Flower 
   </NAME> married 

            <NAME STANDARD="Adams, William Bridges" 
                  REF="...9f83e2"> 
              William Bridges Adams 
            </NAME>, 
            <JOB>engineer</JOB> and 
            <JOB>inventor</JOB>, at 
            <PLACE> 
              <PLACENAME REG="St John's Church, Hackney"> 
                St John's parish church</PLACENAME>, 
              <SETTLEMENT CURRENT="London">Hackney</SETTLEMENT> 
              <REGION REG="Middlesex"/> 
              <GEOG REG="England"/> 
            </PLACE>. 
        </CHRONPROSE> 
      </CHRONSTRUCT> 
    </MARRIAGE> 
  </MEMBER> 
</FAMILY>

(a) The original Orlando documents are XML in which text
is embedded within deeply-nested relation and entity tags.

(b) Author profile corresponding to the XML in Figure 1a.

.

On 24 September 1834, Sarah Flower married 

William Bridges Adams, engineer and inventor, 

at St John's parish church, Hackney.

husband

paid_occupation

(c) We release JSON documents with the same information as
the XML but with text extracted and cleaned and lists of relations
and entities enhanced with external identifiers.

Figure 1: Representation of an Orlando text chunk displayed as its source XML document (a), its published form on
the web (b), and its extracted form in our released dataset (c).

and thus do not appear as mentions in our data.
However, there are cases where a person’s relation-
ship to another is used as the mention. For example,
“Elizabeth Singer Rowe returned to Frome to live
with her father” contains the mention “father”. We
include such mentions because a human annota-
tor could confirm a match using the context, so a
sophisticated EL method may also be able to.

Relation Tags The XML relation tags indicate
how something in the text relates back to the bi-
ography subject, making them the subject of all
extracted relations. There is, therefore, no specific
text span to connect them to a given relation. The
only exception is that the occupations of family
members are explicitly tagged.

Rather than tagging specific verbs to represent
explicit relations, the annotators tag multi-sentence
and sometimes multi-paragraph chunks with spe-
cific categorical terms5. For each category, there
are certain nested tags that we use to extract rela-
tions. For example, within a <FAMILY> tag, there
can be a nested <MARRIAGE> element, within which
the first <NAME> element represents the biography
subject’s spouse, and within <DEATH>, we may find
<DATE>, <CAUSE>, and <PLACE> with details of the
biography subject’s death.

5https://orlando.cambridge.org/index.php/
about/tag-diagrams

3.2 Extracted Dataset
Pre-processing We apply an automated text-
cleaning step before extracting our dataset from
the XML, correcting typographic whitespace er-
rors and integrating dates at the starts of sentences
rather than as headings. Originally, the biogra-
phy subjects are mentioned with project-specific
acronyms, which we replace with full names as
defined by the annotators. As such, a subject is
always mentioned with the same text, except for
female subjects when called their birth name early
on and their married name later.

Finding Entity Links 20 annotators with back-
grounds in humanities and CS6 manually searched,
using OpenRefine (Delpeuch et al., 2024), for exter-
nal identifiers for a subset of the over 27,000 unique
person entities. To get a broad sample, the review
began with the first 8,500 persons by alphabeti-
cal order, then 3,240 remaining persons with the
highest mention count across all biographies. All
biography subjects had been previously searched
for by earlier annotators who also found matches
for many places in GeoNames (Unxos, 2013).

We instructed annotators to choose one match
per entity from VIAF (Tillett, 2002), Wikidata,
or Getty ULAN (Harpring, 2010). The Orlando
Project leads deemed those sources useful for creat-

6The annotators were undergraduate students enrolled in
humanities and CS programs and were paid employees of the
authors’ universities.
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ing meaningful linked open data. Using any avail-
able context from the biographies or the web, an-
notators confirmed matches when they were “def-
inite” or “reasonably certain” on our four-point
scale. These scores required multiple pieces of evi-
dence, such as matching birth and death dates, titles
of written works, or family members. When annota-
tors could not confirm a match, either because of in-
adequate evidence or absence of a viable candidate,
our data specifies “unable to confirm match.” If an
entity was not reviewed by our annotators, we mark
it as “match not searched for.” Using the confirmed
matches, we query Wikidata’s SPARQL endpoint
to get equivalent URIs across the three sources
and Wikipedia. All found links are included in our
dataset to facilitate benchmarking systems that use
different KBs.

4 Corpus Comparison

We compare Orlando with corpora of varying gen-
res to determine its complexity for human readers
and automated processing.

4.1 Baseline Corpora

We select baselines by two criteria. They spread
across diverse genres, including news, encyclope-
dia, and webpages. They also represent the typ-
ical corpora used in training LLMs to provide a
more accurate projection of the difficulty of Or-
lando for LLMs. Each corpus is pre-processed
using the same pipeline as Orlando (detailed in
Appendix C.1). The corpora are:

C4 Common Crawl7 is a large corpus of web-
pages, reflecting the proportions of different tex-
tual content available on the Internet. We use the
derived C4 dataset (Raffel et al., 2020a), a cleaned
version of Common Crawl that only contains En-
glish webpages, as it is the backbone training cor-
pus for many LLMs (Raffel et al., 2020b; Chalkidis
et al., 2022; Groeneveld et al., 2024).

CC-News We use the subset of CC-News (Nagel,
2016) prepared by Liu et al. (2019) using news-
please (Hamborg et al., 2017), which is a dataset of
708,241 English-only news articles extracted from
Common Crawl. It is part of the mixture of training
corpora of smaller scale language models such as
RoBERTa (Liu et al., 2019).

7https://commoncrawl.org

Corpus FKGL Avg. Entities

C4 9.56 1.13
CC-News 9.66 1.88
Wikipedia 11.75 2.84
Simple Wiki 8.93 2.16
Orlando (Full) 11.47 2.40
Orlando (Release) 11.90 3.15

Table 2: Flesch-Kincaid Grade Level (FKGL) and aver-
age number of entities per sentence of the corpora.

Wikipedia The English Wikipedia is a large en-
cyclopedia that is also widely used as a training
corpus for a full spectrum of language models as
summarized by Alshahrani et al. (2023).

Simple Wiki As a reference point for text com-
plexity, we include Simple English Wikipedia. It
is a version of Wikipedia that is written in simple
English and is intended for people with different
language proficiency levels.

Orlando (Full) As a baseline, our comparison
includes the full text of all biographies in the Or-
lando Project (Brown et al., 2022). The dataset
we release, designated as Orlando (Release), is a
subset of the full Orlando dataset that only contains
high-quality chunks of text satisfying the criteria
described in §3.

4.2 Lexical Complexity
Metrics We count the number of entities in
each sentence and report the Flesch-Kincaid Grade
Level (FKGL; Kincaid et al., 1975) in Table 2.
FKGL maps the number of syllables and words
in a sentence to the number of years of education
required to understand the sentence, and is widely
used in the automatic evaluation of text complexity
(Alva-Manchego et al., 2019).

Discussion Overall, Orlando is among the most
complex corpora in terms of lexical complexity
which could pose difficulties for human readers.
The similarity between Orlando and Wikipedia is
expected, as they share a similar genre with bio-
graphical text comprising a large part of Wikipedia.
They contain more named entities per sentence than
the other corpora. In particular, the distribution of
the number of entities in our released subset skews
towards the right, with the highest mean.

From an information extraction perspective, the
high number of entities per sentence makes Or-
lando harder to process as it requires more EL,
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coreference resolution, and RE operations. The
released subset is selected with a preference to
contain sentences with more entities and relations,
which makes it more suitable for EL and RE bench-
marking and leads to a more challenging dataset.

4.3 Syntactic Complexity

Metrics We use the L2 Syntactic Complexity An-
alyzer (L2SCA; Lu, 2010) to analyze the syntactic
complexity of the corpora. This widely adopted
tool enumerates a list of patterns in a parse tree
and produces 13 variables associated with five as-
pects of syntactic complexity: length, subordina-
tion, coordination, overall complexity, and phrasal
sophistication. We plot the scores of the corpora
concerning each of the five aspects in Figure 2.

Discussion L2SCA shows that Orlando has
higher syntactical complexity than the other cor-
pora. It ranks high in all five aspects of syntactic
complexity, with the highest scores in length of
production units and amounts of coordination. In
comparison, CC-News has high number of subor-
dinations, but fewer coordination and shorter pro-
duction units. Wikipedia has more subordinations
than CC-News and the highest ratio of complex
nominals, but it has fewer coordination and shorter
production units.

4.4 In-distribution Assessment

Metrics There is mounting theoretical (Saunshi
et al., 2021) and empirical (Razeghi et al., 2022;
Kandpal et al., 2023; Ren et al., 2023; Kirchen-
bauer et al., 2024) evidence that suggests a positive
correlation between the similarity of the distribu-
tions of training and test data and LLM’s perfor-
mance. Therefore, assessing whether a test dataset
(Orlando in our case) is in-distribution, i.e. it fol-
lows the same distribution of a model’s training
distribution, could be indicative of the model’s rel-
ative performance on the Orlando dataset.

We adapt two metrics to measure whether Or-
lando is in-distribution: Mahalanobis distance
(MD; Ren et al., 2023) and kernel density estima-
tion (KDE; Kirchenbauer et al. 2024) with respect
to the training data distribution. The metrics are
shown to be correlated with model’s performance
on translation and language understanding respec-
tively. Both methods represent training and test
samples in the embedding space. Ren et al. (2023)
fits the training data to a Gaussian distribution
N (µ,Σ) and computes the squared Mahalanobis

distance MD(x) = (x−µ)TΣ−1(x−µ) for each
test sample. Kirchenbauer et al. (2024) takes a non-
parametric approach and estimates the probability
density of each test sample directly from the train-
ing data using the approximate KDE algorithm by
Karppa et al. (2022).

The two metrics both require access to the train-
ing data of a model, while MD also relies on the
internal activations of LLMs. The former is gen-
erally unavailable except for works from the LLM
open-science community such as (Soldaini et al.,
2024) and (Groeneveld et al., 2024). The latter is
also unavailable for blackbox LLMs such as GPT-
4. For MD, we analyze two open-weight LMs:
decoder-only Llama-2-7B (Touvron et al., 2023)
and encoder-decoder BART-large (Lewis et al.,
2020), and assume C4 to be a good approxima-
tion of the training data based on the observations
in §4.1. For KDE, we use Soldaini et al.’s (2024)
open-science replica to approximate frontier LLMs’
training data.

Discussion As shown in Figure 3, both MD and
KDE show that Orlando as test data has lower den-
sity in LLM’s training data distribution, indicating
that Orlando contains more long-tail information
(to be discussed in §4.5) and is more likely to be
out of the distribution, compared to general web-
pages, news or Wikipedia articles. While existing
research does not establish a clear density threshold
for ensuring the acceptable performance of LLMs,
the findings indicate a need for extra caution, as the
use of LLMs with DH data may lead to relatively
degraded performance. As a future direction, we
suggest more directly benchmarking LLMs on DH
datasets such as Orlando.

4.5 A High Percentage of Long-tail Entities

Thanks to our URI attribution, we find the percent-
age of Orlando (Full) person entities in common
KBs: Wikipedia for notable people, Wikidata as
a larger and more diverse KB, VIAF for people
with publications which are relevant to Orlando,
and Getty ULAN as an example relevant to many
humanities texts but less so Orlando.

Table 3 presents the results for 1,434 subjects
and 8,510 randomly sampled other people. Unsur-
prisingly, over 90% of subjects notable enough to
have biographies written about them are found in
each of the three relevant KBs. However, 50.8%,
41.1%, and 37.5% of the other people could not be
found in Wikipedia, Wikidata, and VIAF, respec-
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Figure 2: L2SCA values of the six corpora, with each corpus plotted as an individual circle. Within a circle,
each polygon represents an aspect of L2SCA and each vertex represents a variable. Starting from 12 o’clock and
iterating counterclockwise, the respective aspects of the polygons are listed in the legend. The area of the polygon is
proportional to the scores of the aspect. For illustration, the values are normalized by min-max scaling. Definitions
of the abbreviated variable names and raw values of the 14 variables of L2SCA (Lu, 2010) in Tables 11, 12 and 13.
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Figure 3: Both MD and KDE show that Orlando is
relatively more out-of-distribution. Higher chance of
samples being out-of-distribution results in higher MD
and lower KDE.

tively by our human annotators – either because
the entity was not present or there was insufficient
evidence to make a match. These rates highlight
that a large percentage of Orlando entities are not
considered notable and demonstrate Orlando’s high
concentration of long-tail entities (Kandpal et al.,
2023).

Kandpal et al. (2023) explore the relationship
between question answering performance and the
number of documents about an entity in the training
data, and report reduced performance in connection
with long-tail entities. This raises questions about

how LLMs and associated tools will perform on
entity-based tasks with data such as Orlando. There
is an opportunity here for LLMs to harness more
humanities data to work better for long-tail entities
– ultimately reducing historical biases and uplifting
historically silenced and overlooked individuals. It
also highlights the importance of datasets such as
ours so that systems can be evaluated on a mix of
popular and long-tail entities.

Bio Subjects Others
Wikipedia 93.6% 49.2%
Wikidata 98.7% 58.9%
VIAF 94.3% 62.5%
ULAN 13.2% 8.0%

Table 3: Percentage of unique person entities reviewed
by annotators that have matches in each KB. This is
a sample of 1434 biography subjects and 8510 others
mentioned in Orlando (Full).

5 Exploring Dataset Use Cases

The unique linguistic features of Orlando texts have
made them subjects of study in applications like
text simplification (Yao et al., 2024). Our dataset
enriches the texts with annotations focused on en-
tity and relation mentions, making it well suited for
information extraction tasks. We demonstrate the
data’s usefulness through off-the-shelf EL and RE
systems simple to use without customization.

Entity Linking We use the zero-shot EL sys-
tem BLINK (Wu et al., 2020, details in Appendix
D.1), which uses transfer learning and is potentially
useful when applied to the humanities because it
should not require training data from the target do-
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Bio Subjects Others

By Entity 0.89 0.80
By Mention 0.92 0.81

Table 4: BLINK entity linking accuracy on Orlando
(Release) using BLINK’s pre-trained Wikipedia model.

main. We link the 13,727 mentions of the 1,307
unique biography subjects and the 5,920 mentions
of the unique 2,528 other persons that have con-
firmed Wikipedia links in Orlando (Release).

Many EL systems consist of an end-to-end
pipeline for both recognition (finding mentions to
entities) and linking (matching each mention to a
database entry). Orlando (Release) enables the eval-
uation of both steps, but we limit this evaluation to
the linking step because BLINK uses a third-party
named entity recognition (NER) system. As such,
and as is standard in this setting where the system
is not able to abstain from making a prediction, we
report only accuracy8 (Wu et al., 2020; Botha et al.,
2020; Hoffart et al., 2011).

Table 4 presents the accuracy broken down by
mention and unique entity for each person type.
The two rows “By Mention” and “By Entity” refer
to two common ways to aggregate results in EL lit-
erature. “By Mention” accuracy is micro-averaged
as in Hoffart et al. (2011) or the number of cor-
rect matches divided by the number of mentions.
“By Entity” is the macro-average, calculated as the
number of correct matches divided by the number
of mentions of entity e, for each entity e in our
dataset and then taking the average.

BLINK performs similarly on Orlando subjects
to what Wu et al. (2020) report on TACKBP-
2010 (0.92 here compared to their best accuracy
of 0.945). However, we see a 0.09 to 0.11 point
decrease between the notable subjects set and that
of the other people, which contains more long-tail
entities. It is also important to note that, follow-
ing Wu et al. (2020)’s problem setup and because
of BLINK’s inability to make NIL prediction, we
report accuracy only of the entities for which we
have confirmed Wikipedia links. This results in
artificially inflated scores that are not reflective of
the reality of EL on humanities texts. These issues
highlight the potential our data has as a challenging
entity linking benchmark.

8Accuracy and precision are equal in this task setting.

Relation Extraction We use the end-to-end RE
system PURE (Zhong and Chen, 2021) on a ran-
dom sample of 50 text chunks from Orlando (Re-
lease), pre-processed as described in Appendix D.2.
PURE uses a small set of generic predicates based
on those used in the ACE05 dataset (Walker et al.,
2006), where a predicate is the connecting term
in the subject-predicate-object representation of
an extracted relation. On this sample, PURE’s re-
sults include six unique predicates, while Orlando
(Release) includes 34. Table 5 shows our map-
ping between Orlando and PURE predicates for
the relations that were correctly present in both the
Orlando annotations and in PURE’s results for this
sample.

PURE Orlando

General-
Affiliation

relocation

Person-
Social

brother, husband,
interpersonal_relationship,

instructor

Physical
habitation, relocation,

travel, visit

Table 5: The mapping between PURE predicates and
Orlando predicates on the relations that both PURE and
Orlando correctly identify on a sample of 50 random
Orlando (Release) text chunks. This is only 8 of 34
unique Orlando predicates from this sample that PURE
found equivalents to.

Even in this small sample of overlapping pred-
icates, we see PURE abstracting away the valu-
able specificity in Orlando’s thoughtfully created
predicates. Of course there are systems with predi-
cate sets ranging in size and specificity, but we use
PURE as a demonstration that our data can be used
to evaluate and improve systems across that range.

We manually verify each relation in PURE’s
results. Of the 115 relations that PURE extracts,
83% are correct and 65% are both correct and not
found in our Orlando annotations. However, the
predicates that PURE uses are so high-level that
it is challenging to derive meaning from many of
the new extractions. PURE only finds 10% of the
174 annotated relations in this sample. This indi-
cates that the detail contained in Orlando poses
a significant challenge for such RE systems. Ta-
ble 6 provides an example, showing the relations
that PURE finds for the text in Appendix D.3 that
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subject predicate object

her Person-Social parents
student Organization-Affiliation school
her Organization-Affiliation school
school General-Affiliation Canada

Annie Louisa Walker social_class professional but not wealthy
rank among the middle classes

Annie Louisa Walker nationality English
Annie Louisa Walker race_colour white
Annie Louisa Walker religion Christian
Annie Louisa Walker religion Evangelicals
Annie Louisa Walker gendered_political_activity Temperance movement
Annie Louisa Walker political_involvement Temperance movement

Table 6: An example of PURE (top) and Orlando (Release) (bottom) relations on the same text sample.
PURE abstracts away Orlando’s valuable detailed predicates.

subject predicate object

Philip Larkin school St John’s College, Oxford
Philip Larkin subject_studied English language and literature
Philip Larkin degree Honours BA
Philip Larkin education_companion Bruce Montgomery
Philip Larkin education_companion Kingsley Amis
Philip Larkin contested_behaviour Amis and Larkin constituted themselves a two-man

parody factory mocking every aspect of university life:
the syllabus, the dons, and the aspiring
writers such as John Heath-Stubbs.

Table 7: An example of Orlando (Release) relation annotations on text where PURE was not able to
identify any relations.

are technically correct, but that lack specificity –
even if we were to incorporate coreference reso-
lution into the results. Table 7 shows the detailed
and varied relation annotations included in Orlando
(Release) for the text in Appendix D.4 on which
PURE returns no results.

6 Conclusion

We argue that the impressive results reported by
fast-paced NLP research might not reach tools in
the DH community due to inherent differences in
the kinds of texts they use. In particular, we note
that LLMs have been shown to underperform with
out-of-distribution inputs compared to experiments
where test data comes from the same distribution
as the training data (which is the norm in NLP
research). While there is currently no machinery to
predict the gap in observed performance for a given
dataset, we report statistics derived using state-of-

the-art methods that indicate noticeable differences
between a corpus derived from a prominent born-
digital DH textbase and corpora commonly used
as training data in NLP research. We contribute
this collaboratively developed dataset and argue
for its potential to help close the gap between DH
scholars and NLP system developers by serving as
a benchmark for existing (and future) tools, as well
as a resource for tool development.

Limitations

While we provide extensive statistical analysis us-
ing state-of-the-art methods, we consider only one
(albeit prominent) DH dataset. Many avenues for
future work exist. First, a similar analysis with
a larger sample of prominent texts from the DH
community, covering a range of genres, is needed.
From a tool development point of view, an im-
mediate use of our dataset would be fine-tuning
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existing large language models to improve their
ability to handle similar texts. We hope that our
data will also be used in the evaluation and devel-
opment of NER, EL, and RE tools that are better
equipped to handle rich and complex texts with
mentions of rarer entities compared to news and
other kinds of texts found on the web. More impor-
tantly, we see tremendous potential in using other
extant resources from the DH community in the
development and evaluation of NLP tools. Such an
approach can only lead to more robust tools.
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A The Orlando Project

The Orlando Project is an ongoing experiment in
digital literary history that began in 1995. Its flag-
ship output is a regularly updated online “textbase”,
Orlando: Women’s Writing in the British Isles
from the Beginnings to the Present. As of 2023,
the textbase comprises 1444 biocritical profiles
of authors from 612 BCE onward, 1261 of them
women, contextualized by more than 29,361 free-
standing events. 2,995,455 semantic tags anno-
tate its 9,043,111 words with structured references
to 37,374 unique persons, 8,696 organizations,
12,114 place names, 47,067 titles, and 30,441 bib-
liographic sources, as well as embedding relation-
ships among them.

The textbase data has been used for analysis,
visualization, and interface design research; its con-
tent has fed other DH projects in women’s writing;
and its XML schema has served as a foundation for
similar projects in the Canadian Writing Research
Collaboratory12.

Few born-digital DH resources feature such ex-
tensive annotation, since hand-annotation is costly.
However, Orlando is representative of much DH
work in being organized around profiles of signifi-
cant individuals that refer to other related entities,
and in using complex, nuanced language. Linking
entities is a key component of DH infrastructure
(Waters, 2023). More efficient and accurate EL
for text such as Orlando’s would provide immense
benefits to DH scholars wishing to enhance their
data for publication or analysis, and relationship
extraction would provide even further value. Suit-
ably packaged fine-tuned LLMs better equipped to
deal with the long and elaborate sentences found
in Orlando would be equally welcome by the DH
community.

12https://cwrc.ca/
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A.1 Illustrating Orlando’s Complexity

The density of facts and complex sentence struc-
tures in Orlando make it a valuable DH research
tool and present an interesting and potentially quite
challenging dataset for NLP systems trained on
simpler text.

Sentences contain lists of people with multiple
parenthetical clauses and nested relations:

“Dora Carrington formed a lively group
(the Wild Group, as they were known at
the Slade) with women she remained in
close contact with for many years, includ-
ing Dorothy Brett (later the Honourable),
Barbara Hiles (later Bagenal), Ruth
Humphries, and Alix Sargant-Florence
(the daughter of painter Mary Sargant-
Florence and later the wife of James Stra-
chey).”

It is often ambiguous, even to a human reader, as
to which relationship is referring to which entity:

“One of her sisters and a niece, Horatia
Katherine Frances Gatty (later Eden) and
Christabel Maxwell, published writings
about her.”

There are multi-step person relations with an un-
named mother in the middle:

“Rosina’s mother’s uncle, Sir John
Doyle, was Lieutenant Governor of
Guernsey at this time.”

With a high count of meaningful clauses per sen-
tence:

“Louisa Baldwin’s mother, a Welsh-
woman born Hannah Jones, was George
Macdonald’s second wife.”

“Her mother, born Ann Bee, died on 5
October 1766, and a widowed aunt, an-
other Cassandra, came to keep house for
the family.”

B Understanding the Benchmark Dataset

Here we describe and contextualize the fields
present in the Orlando (Release) JSON dataset.

Entities For each text chunk, we list entity men-
tions under entities with their start and end offsets
using utf-8 encoding. For each mention, we include
all text tagged by the annotators, as well as con-
textual information they added as attributes. This
includes full_name, which for persons and organi-
zations is a more explicit name or a reformatted
name, while for places it is typically the name of
the encompassing region. Person and organization
mentions have manually deduplicated internal Or-
lando identifiers, id.

For each person mention, we indicate if the asso-
ciated entity is the primary subject of an Orlando
biography through biography_subject. This does
not necessarily indicate the source document of a
text chunk as the subject of one biography could
be mentioned in another biography. It can be used
as one indicator of a person’s notoriety and allows
for separate analyses of the writers and the people
connected to their lives.

Relations We use the subject-predicate-object
formation to represent extracted relations as triples.
Many relations are commutative but we only explic-
itly list one direction. Table 8, Table 9, and Table
10 detail the relations and contextual categories
present in our released dataset.

The predicate_category for a relation represents
the high level XML tag for the text chunk while
predicate_id and predicate_name represent the
specific relation. The predicate_name is the
relation, while, when available, predicate_id is
a URI from the CWRC Ontology13 that either
exactly represents the relation or gives more
specific information about the relation. For
example, the number_of_children relation can
have predicate_id cwrc:adoption to contextualize.
Note that the same relation can be present under
multiple categories, giving the relation slightly
different meaning. For example subject_studied
can have institutional_education_context,
self_taught_education_context, or domes-
tic_education_context.

We do provide utf-8 text spans for the objects
of the triples. object_text contains the exact men-
tion text of that entity, while object_id gives con-
text about that entity from the annotations, when
available. For places, the id is either a GeoNames
URI for the place or an encompassing region, or
a string listing such regions. For people and orga-
nizations, it is the de-duplicated Orlando ID. For

13https://sparql.cwrc.ca/
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other types like occupations, id can be an identifier
from sources such as the CWRC ontology or Li-
brary of Congress Subject Headings14. For dates,
it is standard form YYYY or YYYY-MM-DD, and
for nationalities, it is an ISO 3166-2 code.

C Details of Baseline Corpora

C.1 Dataset Version and Pre-processing
The English Wikipedia and Simple English
Wikipedia corpora that we use in our com-
parisons are compiled from recent dumps:
enwiki-20230320 for ordinary English Wikipedia
and simplewiki-20230101 for Simple English.

Every corpus is pre-processed using the same
pipeline as Orlando, including sentence splitting
using PySBD (Sadvilkar and Neumann, 2020) fol-
lowed by tokenization and entity recognition using
the en_core_web_sm model of spaCy (Honnibal
et al., 2020). For a consistent comparison across
corpora, we count all entities identified by the en-
tity recognition model of spaCy without relying on
the manual entity annotations of Orlando.

C.2 Additional Lexical Complexity Statistics
We count the number of characters, tokens, and
entities in each sentence and report the distribu-
tions in Figure 6 and 5 for each corpus. The lexical
complexity score we use is proposed by Martin
et al. (2018) which is based on the mean log-rank
of word frequencies in a sentence and yields higher
scores if more rare words are present in the sen-
tence.

The distribution of sentence length in Orlando,
measured by the number of tokens or characters,
is similar to that of Wikipedia, with a mean higher
than that of C4, CC-News, and Simple Wiki. Sen-
tences in Orlando and Wikipedia contain more syl-
lables and tokens, which is also reflected in the
higher FKGL.

C.3 L2SCA Variables
Definitions of the 14 variables of L2SCA (Lu,
2010) are listed in Table 11. For illustration pur-
poses, when plotting the L2SCA variables in Fig-
ure 2, we normalize the variables by min-max scal-
ing to the range of [0, 1]: suppose x is the vector of
raw score of a variable across all corpora, then the
normalized score is

x′ =
x−min(x)

max(x)−min(x)
.

14http://id.loc.gov/authorities/subjects/

The raw values of the variables are reported in
Tables 12 and 13.

D Configuration and Results of Dataset
Use Cases

D.1 BLINK Entity Linking Configuration
We use the model that Wu et al. (2020) trained on
a 2019 Wikipedia dump. We set the parameter k
to 10, according to the authors’ suggestion, so the
candidate generation step selects 10 candidates, the
ranking step ranks those 10, and we compute accu-
racy using the one highest ranked prediction. We
test three options for the maximum number of con-
textual tokens: (1) full right and left context within
the given text chunk, (2) maximum of 32 tokens
on each side of the mention, and (3) maximum of
32 total context tokens as Wu et al. (2020) suggest,
but the treatments all had the same results.

D.2 PURE Relation Extraction Configuration
We pre-process the chunks with PySBD (Sadvilkar
and Neumann, 2020) for sentence splitting and
NLTK (Bird et al., 2009) for word tokenization.

D.3 PURE Relation Extraction Example 1
PURE results are identified with square brackets
and Orlando’s with curly brackets.

“Coming from a {professional but not
wealthy rank among the middle classes},
she seems to have had to contribute to the
family income, by teaching and writing,
even before [her] [parents]’ deaths. A
[student] at [her] [school] in [Canada]
described the Walker sisters as very
{English}, very dignified, and somewhat
exclusive, but... excellent teachers, espe-
cially in the departments of history and
English literature. Presumably she was
{white} and a {Christian} —, one of her
verses was appropriated as a hymn by
the American {Evangelicals} Dwight L.
Moody and Ira Sankey —and she may
well have supported the {Temperance
movement}.”

D.4 PURE Relation Extraction Example 2
Orlando’s annotations are identified with curly
brackets.

“In October 1940 he went up to {St
John’s College, Oxford}. He studied
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{English language and literature}, and
took a {first-class Honours BA} in 1943.
Important friendships formed in his un-
dergraduate days were those with {Bruce
Montgomery} (who became a highly suc-
cessful detective-novel writer under the
name of Edmund Crispin, and dedicated
one of his earliest books to Larkin) and
especially the future writer {Kingsley
Amis}. {Amis and Larkin constituted
themselves a two-man parody factory
mocking every aspect of university life:
the syllabus, the dons, and the aspiring
writers such as John Heath-Stubbs.}”
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Figure 4: Mean squared Mahalanobis distance of the
corpora in comparison to the assumed training data of
LLMs.
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predicate_category count

spatial_context 6818
friends_and_associates_context 5633
cultural_form_context 3275
occupation_context 3101
family_context 2236
birth_context 2210
significant_activity_context 1896
death_context 1816
institutional_education_context 1814
political_context 1676
religion_context 1006
domestic_education_context 826
intimate_relationship_context 728
social_class_context 296
self_taught_education_context 229
nationality_context 141
race_ethnicity_context 113
sexuality_context 107

Table 8: Orlando contextual categories that the relation predicates belong to, with mention counts in our Orlando
(Release) dataset.
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Figure 6: Distributions of the number of entities in sentences of the six corpora.
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predicate_name count predicate_name count

interpersonal_relationship 5700 sexuality 137
paid_occupation 2952 brother 136
travel 2336 sister 110
habitation 1846 family_based_occupation 109
relocation 1554 occupation_income 103
subject_studied 1477 son 93
religion 1256 emigration 87
social_class 1011 daughter 85
member_of 974 education_award 55
occupation 940 ethnicity 48
visit 839 cohabitant 47
date_of_birth 803 education_companion 45
place_of_birth 748 other_family 42
date_of_death 695 non_erotic_relationship 42
birth_position 659 intimate_relationship 41
place_of_death 600 contested_behaviour 40
school 594 linguistic_ability 40
nationality 545 grandfather 38
employment 540 uncle 36
activist_involvement_in 525 degree_subject 36
national_heritage 498 wife 35
husband 461 cousin 25
gendered_political_activity 424 grandmother 24
father 399 aunt 21
erotic_relationship 384 native_linguistic_ability 19
cause_of_death 361 spatial_relationship 15
volunteer_occupation 353 forebear 13
political_involvement 336 stepfather 9
mother 307 niece 9
instructor 288 grandson 8
number_of_children 262 nephew 8
political_membership 246 stepmother 7
race_colour 242 granddaughter 5
possibly_erotic_relationship 239 child 3
education_text 179 stepbrother 2
political_affiliation 175 partner 2
burial_location 160 guardian 2
degree 155 stepsister 1
migration 141 stepdaughter 1
geographic_heritage 138

Table 9: Orlando relation predicates with the mention counts in our Orlando (Release) dataset.

102



predicate_name count predicate_name count predicate_name count

birth_context friends_and_associates_context religion_context
date_of_birth 803 interpersonal_relationship 5608 religion 572
place_of_birth 748 cohabitant 25 member_of 346
birth_position 659 institutional_education_context social_class 28
cultural_form_context subject_studied 736 nationality 18
social_class 768 school 585 national_heritage 11
religion 657 instructor 154 activist_involvement_in 7
nationality 434 degree 152 race_colour 4
member_of 432 education_award 52 gendered_political_activity 3
national_heritage 406 education_companion 43 geographic_heritage 3
race_colour 193 degree_subject 36 political_affiliation 3
geographic_heritage 106 education_text 29 sexuality 3
political_affiliation 44 contested_behaviour 27 ethnicity 2
political_involvement 41 intimate_relationship_context linguistic_ability 2
sexuality 39 erotic_relationship 384 political_involvement 2
ethnicity 35 possibly_erotic_relationship 239 political_membership 2
activist_involvement_in 29 non_erotic_relationship 42 self_taught_education_context
linguistic_ability 28 intimate_relationship 41 subject_studied 174
political_membership 27 cohabitant 22 education_text 32
gendered_political_activity 23 nationality_context instructor 15
native_linguistic_ability 13 nationality 50 education_award 3
death_context national_heritage 46 contested_behaviour 2
date_of_death 695 social_class 16 degree 2
place_of_death 600 geographic_heritage 8 school 1
cause_of_death 361 religion 8 sexuality_context
burial_location 160 race_colour 5 sexuality 93

domestic_education_context member_of 4 activist_involvement_in 3
subject_studied 567 ethnicity 2 gendered_political_activity 3
instructor 119 native_linguistic_ability 2 social_class 3
education_text 118 occupation_context nationality 1
contested_behaviour 11 paid_occupation 1560 political_affiliation 1
school 8 employment 540 political_membership 1
education_companion 2 occupation 520 race_colour 1
degree 1 volunteer_occupation 314 religion 1
family_context occupation_income 103 significant_activity_context
husband 461 family_based_occupation 64 paid_occupation 1392
father 399 political_context occupation 420
mother 307 activist_involvement_in 481 family_based_occupation 45
number_of_children 262 gendered_political_activity 391 volunteer_occupation 39
brother 136 political_involvement 289 social_class_context
sister 110 political_membership 213 social_class 183
son 93 member_of 177 nationality 32
interpersonal_relationship 92 political_affiliation 123 national_heritage 20
daughter 85 religion 2 member_of 12
other_family 42 race_colour 29 race_colour 10
grandfather 38 national_heritage 15 geographic_heritage 9
uncle 36 social_class 13 religion 9
wife 35 geographic_heritage 12 activist_involvement_in 4
cousin 25 nationality 10 gendered_political_activity 4
grandmother 24 linguistic_ability 9 political_affiliation 4
aunt 21 ethnicity 8 political_involvement 3
forebear 13 religion 7 political_membership 3
niece 9 native_linguistic_ability 4 ethnicity 1
stepfather 9 member_of 3 linguistic_ability 1
grandson 8 activist_involvement_in 1 sexuality 1
nephew 8 political_involvement 1 spatial_context
stepmother 7 sexuality 1 travel 2336
granddaughter 5 habitation 1846
child 3 relocation 1554
guardian 2 visit 839
partner 2 migration 141
stepbrother 2 emigration 87
stepdaughter 1 spatial_relationship 15
stepsister 1

Table 10: Orlando relation predicates with mention counts in our Orlando (Release) dataset. Predicates are repeated
in each contextual category (bolded text) in which they appear.
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Code Measure Definition

MLC Mean length of clause # of words / # of clauses
MLS Mean length of sentence # of words / # of sentences
MLT Mean length of T-unit # of words / # of T-units

C/S Sentence complexity ratio # of clauses / # of sentences

C/T T-unit complexity ratio # of clauses / # of T-units
CT/T Complex T-unit ratio # of complex T-units / # of T-units
DC/C Dependent clause ratio # of dependent clauses / # of clauses
DC/T Dependent clauses per T-unit # of dependent clauses / # of T-units

CP/C Coordinate phrases per clause # of coordinate phrases / # of clauses
CP/T Coordinate phrases per T-unit # of coordinate phrases / # of T-units
T/S Sentence coordination ratio # of T-units / # of sentences

CN/C Complex nominals per clause # of complex nominals / # of clauses
CN/T Complex nominals per T-unit # of complex nominals / # of T-units
VP/T Verb phrases per T-unit # of verb phrases / # of T-units

Table 11: Descriptions and definitions of variables of L2SCA. The code is used in Figure 2. The table is adapted
from Lu, 2010 (pp. 479).

Corpus MLC MLS MLT C/S C/T CT/T DC/C

C4 11.4955 17.7755 16.8636 1.5463 1.467 0.3563 0.3292
CC-News 11.4438 21.5108 19.6258 1.8797 1.715 0.4279 0.3662
Wikipedia 14.5312 21.079 19.6803 1.4506 1.3543 0.2726 0.2524
Simple Wiki 11.8485 15.5475 14.9764 1.3122 1.264 0.2092 0.2056
Orlando (Full) 13.8285 24.5383 21.1579 1.7745 1.53 0.4033 0.3378
Orlando (Release) 16.0128 26.7895 23.6033 1.673 1.474 0.3696 0.3138

Table 12: Raw scores of the first seven L2SCA variables of the six corpora.

Corpus DC/T CP/C CP/T T/S CN/C CN/T VP/T

C4 0.4829 0.305 0.4474 1.0541 1.2147 1.7819 1.9977
CC-News 0.6281 0.2355 0.4039 1.096 1.2628 2.1656 2.2858
Wikipedia 0.3419 0.3694 0.5003 1.0711 1.6486 2.2327 1.6942
Simple Wiki 0.2599 0.2829 0.3576 1.0381 1.3151 1.6622 1.4589
Orlando (Full) 0.5169 0.3188 0.4877 1.1598 1.3471 2.0611 1.9369
Orlando (Release) 0.4625 0.3607 0.5316 1.135 1.4648 2.1592 1.8236

Table 13: Continuation of Table 12. Raw scores of the rest of L2SCA variables of the six corpora.
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Abstract

The paper focuses on the integration of Natu-
ral Language Processing (NLP) techniques to
analyze extensive chronological text corpora.
This research underscores the synergy between
humanistic inquiry and computational methods,
especially in the processing and analysis of se-
quential textual data known as lexical series. A
reference workflow for chronological corpus
analysis is introduced, outlining the methodolo-
gies applicable to the ChronoPress corpus, a
data set that encompasses 22 years of Polish
press from 1945 to 1966. The study showcases
the potential of this approach in uncovering cul-
tural and historical patterns through the anal-
ysis of lexical series. The findings highlight
both the challenges and opportunities present
in leveraging lexical series analysis within Dig-
ital Humanities, emphasizing the necessity for
advanced data filtering and anomaly detection
algorithms to effectively manage the vast and
intricate datasets characteristic of this field.

1 About Digital Humanities

Digital humanities (DH) today is a broad domain
of research and practical applications of various
techniques for automatic processing of data, repre-
senting linguistics, literary studies, history, art his-
tory, cultural anthropology, or archaeology, among
others. It can be defined as a system of interrelated
resources, functionalities, and cognitive practices
created by transferring to the digital realm and cre-
atively expanding the heritage of the humanities
that grew out of print culture (Terras et al., 2013;
Schreibman et al., 2008; Sinatra and Vitali Rosati,
2014). However, behind the apparent plethora of
different descriptions of digital humanities lies the
same recurring set of characteristics, among which
the most important are: the study of large data sets,
the linked open data approach, the extensive use of
metadata, the fusion of natural and artificial intel-
ligence, transdisciplinarity, multimedia, an almost

radical empiricism, and last but not least, the domi-
nance of interactive, dynamic infrastructures over
the static products of the Gutenberg era, such as
articles, chapters, or monographs.

Describing the current state-of-the-art of digi-
tal humanities is therefore a task that is all the
more difficult because the discipline is undergo-
ing a phase of rapid, dynamic expansion today.
Moreover, the efforts of many DH centers focus on
digitizing the resources produced by humanity in
the past centuries and enriching them with the tools
of computational intelligence. The obsolescence
of DH definitions, theories, and research practices
is hence rapid. Here, we adopt a research perspec-
tive in which digital humanities is a strand at the
intersection of applied computer science and nat-
ural language processing (NLP). This assumption
does not contradict the principles of HC, but it ex-
poses the methodological aspects on which NLP’s
attention is focused, rather than the problem of
digitizing and/or sharing resources.

2 Language and NLP vs Digital
Humanities

Language has not been a major area of digital hu-
manities in recent years. As the topics of papers
submitted to major DH conferences1 show, inter-
disciplinary topics dominated there, combining his-
tory, art history, cultural anthropology or archival
science. The formats processed in DH were, in
varying proportions, text, but also image, sound,
geographic coordinates (used to formally repre-
sent geolocation of objects) and time (dates, hours).
However, on a more general level of reflection, nat-
ural language preserves its privileged role in the
humanities, and this is something that the digital
world will not change. After all, language is the pri-
mary and universal tool of communication, shaping

1See https://adho.org/conference/, section ’Past
Conferences’.
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in the human mind a system of representation of
the world and modeling the processes of thinking.

Taking the above statement about the privileged
role of language in the digital humanities as correct,
the potential for collaboration between humanists
and language engineers is enormous. NLP applica-
tions start with simple text string processing tasks,
including segmentation, disambiguation, and mor-
phosyntactic annotation of lexemes, followed by
calculating the frequency of any segments. A more
advanced level of NLP applications involves gener-
ating segment relationships (lexemes or multiword
units) that take the form of networks (e.g., word-
nets), hierarchical structures (e.g., dendrograms) or
point clouds. The next level of NLP application
is semantics analysis, which is usually based on
distributional relationships of segments (e.g., topic
modeling) and/or uses neural networks. A specific
class of textual resources is the so-called chrono-
logical corpora, which contain samples arranged
on a timeline. Below is an example of the applica-
tion of NLP methods and mathematical statistics to
such a corpus.

3 Sequential Data and Chronological
Corpora

By textual sequential data, we mean data represent-
ing consecutive segments of a corpus on a linear
time axis. Representation here means the moment
of text production, but is not related to style, genre,
age of the writer, or context. Out of the wide spec-
trum of discourses, the best material to construct
chronological corpora are media texts generated by
the press, radio, television and all Internet formats.
The press is of particular importance here, since
it covers long time spans: media institutions in
the modern sense have existed in various countries
of the world for at least two hundred years. The
granularity of the existing resources varies. The
earliest texts may have daily or even monthly dates,
whereas contemporary news is marked with minute
or second accuracy. The chronology of texts can
also be discovered in corpora of literary and ap-
plied texts, but the granularity in such a situation is
at least annual, which makes it necessary to have
really large volumes of evenly distributed data.

Sequential text data, which by analogy with time
series can be referred to as ’lexical series’, obvi-
ously have their weaknesses. When extracting elec-
tronic text from print, acquiring clean OCR output
is a problem. Recordings from radio, television,

and the Internet require transcription supervised by
a human. Cleaning and curing the data thus adds
significantly to the cost of producing press corpora
suitable for chronological analysis. As a result, re-
search on such corpora is not as developed as on
large corpora of general language.

An important issue here is to distinguish chrono-
logical analysis from diachronic studies. The for-
mer deals with changes in the frequency of rele-
vant lexemes at fixed intervals of time, while the
latter describes the evolution of language forms
over time. Diachronic research can be carried out
with quantitative methods, but the nature of the
phenomena under study is quite different: it is
about change, disappearance and/or appearance
of new lexical (rarely morphological or syntactic)
forms. An example of a quantitative diachronic
research is a study of lexical changes in the Polish
language over a period of 600 years (Górski and
Eder, 2023). One of the methods for quantitative
modeling the dynamics of language change is Pi-
otrovsky’s law. This Soviet linguist with Polish
roots noted that linguistic changes usually have
non-linear patterns, resembling a logistic function
(Leopold, 2005; Górski and Eder, 2023).

For the above reasons both approaches should
not be confused: they deal with completely differ-
ent problems, and the reference to time is only an
apparent similarity. Bringing them together is all
the more difficult because chronological research
by NLP methods assumes stable orthography and
does not require corpora, derived from long (prefer-
ably several hundred years) periods. In contrast,
the object of chronological studies are corpora cov-
ering shorter periods with stable orthography.

4 Purpose of the Project and Test Data

The purpose of the project is to create a reference
processing workflow for textual chronological data
and to prepare NLP tools that would serve for lexi-
cal series analysis. The first step of the processing
flow is to determine the characteristics of the data
that are suitable for such analyses and to prepare
the test material. The second stage involves the
definition of patterns of lexical series, relevant to
the needs of the humanities (in particular, linguis-
tics and cultural anthropology), and the preparation
of algorithms for extracting such patterns (a priori
approach). For some lexemes (represented by lexi-
cal series), this stage may include the estimation of
trend models and/or stochastic processes if the se-
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ries contains periodic oscillations. The third stage
involves conducting an unsupervised taxonomy of
lexical series, leading to the empirical extraction of
semantic classes (a posteriori approach).

As to the first issue, sequences of text samples
of the same volume, produced at equal intervals
of time (the benchmark example of such a source
is the press) should be considered the data best
suited for chronological analysis. Additionally, the
volume of such samples must be large enough to
generate statistically significant lexeme frequen-
cies. Equal sample lengths eliminate in the sim-
plest possible way a troublesome feature of linguis-
tic systems, which is that the dependence of the
frequency of the vast majority of lexemes and the
volume of the sample is not linear, and, in addition,
for each lexeme follows a slightly different curve
(in simple terms, if the frequency of a lexeme L in
a sample of volume N is Li, it does not mean that
in a sample of 10 ∗N it will be 10 ∗ Li - actually
it will be lower due to the constant appearance of
new words). Thus, only comparing samples of the
same length gives reliable and indisputable results.

As for the sought-after patterns in lexical series,
they duplicate and minimally extend the patterns
identified in classical time-series analysis, that is,
stable trend and periodic oscillations (Box and
Jenkins, 1976). In addition, random series and
anomalies (“catastrophes”) as non-deterministic
patterns are also important in lexical series analy-
sis. The first two types of series express either long-
term processes of cultural change (trends) or peri-
odic phenomena, driven by natural cycles (weather,
agricultural work, seasonal diseases, etc.) and rit-
uals of culture (anniversaries, holidays, cyclical
political events). A non-deterministic pattern with
significant informational value is an anomaly, i.e.,
a sudden jump in the value of a series, caused by
some sudden event (the death of a well-known fig-
ure, a natural disaster, a change in the name of a
great city, etc.). Interestingly enough, in the con-
text of language and culture, researchers may also
be interested in random lexical series.

The third stage of the lexical series processing
flow potentially includes two modules. If periodic-
ity of the series is detected, a process model (AR,
MA, ARMA, ARIMA) can be estimated. How-
ever, in the digital humanities, the usefulness of
such models is low and it is also difficult to inter-
pret their parameters. As for trend estimation, only
working on large datasets covering long periods

gives reliable results. On the other hand, a much
more interesting and so far unused approach in this
respect is the taxonomy of series. Each lexical se-
ries can be treated as a vector representing a point
in some multidimensional space. Thus, all lexical
series can be projected into this space and can, af-
ter dimension reduction, generate human-readable
dendrograms or point clouds. It can be expected
that such a taxonomy will not be very transpar-
ent since placing tens or hundreds of thousands
of points in a single space produces a result that
is opaque and difficult to interpret. Nevertheless,
lexical series (and thus lexemes) with similar fre-
quency characteristics are likely to form at least
some visible clusters.

The above processing workflow was tested on
the ChronoPress corpus, which represents 22 years
of Polish press from the period 1945-1966 2. This
corpus has a volume of ca. 24 milions of segments,
evenly distributed by year and month. The texts are
lemmatized and chronologically annotated. One
year is represented on average by 1,098,526 seg-
ments with a standard deviation of 69,843, and
the average volume of monthly segments is 91,544
with a standard deviation of 6,201. The volume
of the corpus thus allows for annual and monthly
granulation. Here, monthly granulation was used,
which made it possible to generate lexical series
(or vectors) of 264 (=22*12) units in length.

5 Research Methods

In the case of linguistic data, the study of time se-
ries consists of two modules. The first comprises
NLP tools necessary to generate the input data
from the corpus, and the second includes numeri-
cal methods of time-series analysis and taxonomy.
As for the NLP methods module, the corpus was
lemmatized using the WCRFT2 tagger for Polish
(Radziszewski, 2013). Each sample includes publi-
cation data, allowing us to calculate the number of
lexeme occurrences in each month by summing the
lexeme numbers obtained from samples published
in that month, obtaining time series.

In terms of time series analysis, we rely on the
standard model of Box and Jenkins (Box and Jenk-
ins, 1976), exposing, however, the specifics of text
corpora. The standard model assumes that any time
series consists of a trend, periodic oscillations, and
noise. The processing flow includes: (1) identi-
fying the trend and cutting it off from the data,

2https://chronopress.clarin-pl.eu/
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thus making the series stationary; (2) identifying
periodic oscillations by calculating the autocorre-
lation function (ACF) and partial autocorrelation
function (PACF). The shape of the ACF and PACF
functions allows one to choose the optimal type
and order of the model - autoregressive, moving
average, or mixed (ARMA, ARIMA). After cutting
off the trend and periodic oscillations from the time
series, the residual series that remains should meet
the criteria of white noise, and the percentage of
explained variance indicates the contribution of the
deterministic component to the series.

However, from the perspective of the digital hu-
manities and text processing, some of the function-
alities of the standard Box and Jenkins model are
not as useful as in economics or engineering. This
model, as the title of the cited work indicates (Time
series analysis: forecasting and control), was cre-
ated to predict and/or steer processes. So, while
one can understand an economist trying to predict
in advance the price of some raw material or the
exchange rate of a currency, a humanist does not
wonder what the frequency of some lexeme in a
stream of media texts will be next month. There-
fore, the module for modeling stochastic processes
in lexical series of the type described here is not
particularly important. An autoregressive model
identified in a lexical series would at most show
the depth of cultural or societal ’memory’. The
previous application of this method in linguistics
or textual studies confirms this statement, since
the object was to explain some linguistic phenom-
ena, not predict them (Pawłowski, 1997; Pawlowski
and Eder, 2001; Mikros and Macutek, 2015). For
the above reasons, the ACF and PACF functions
should be considered key tools for the humanities
to identify periodic phenomena in the great mass
of data. This situation raises a fundamental chal-
lenge for NLP, namely the need to generate and
filter data from a corpus. Chronological analysis
of a corpus of texts assumes that there are as many
time series as there are different lexemes in the
corpus, and the task of the researcher is to identify
among them those that are for some reason signif-
icant. Despite the great cognitive capabilities of
human mind, this task is not feasible without the
support of NLP. For example, in the ChronoPress
test corpus processed here, the initial number of
series was close to 100,000, and this is more likely
to be the lower limit, since we are talking about a
corpus with an average volume. An additional dif-

ficulty is that the anomaly (catastrophe) pattern can
involve series that have subsequent values close
to zero almost throughout the run but once their
value unexpectedly spikes. An example of such a
lexeme is ’comet’. Normally, the press does not
write about comets, so the word is almost absent
from the media discourse. But, like a real comet, it
suddenly appears every few or a dozen years and
has higher frequencies. Similarly, lexemes with
relatively low frequency, and therefore irrelevant
in the perspective of big data, can appear rhyth-
mically. Therefore, the low average frequency of
a lexeme is not a sufficient criterion for its elim-
ination. The same applies to the variance of the
series, which may be too low to indicate interesting
cases of anomalies. To overcome these difficulties,
we have developed algorithms for automatic series
filtering and anomaly detection.

6 Results

6.1 Overview

From the ChronoPress corpus, a total of 99,528
lexical series with monthly granularity were gen-
erated, each with a length of 264 units. The initial
issue that required attention was the normalization
of the data in order to facilitate comparison. We
divided each occurrence of a lexeme by the total
occurrences of that lexeme. This allowed us to
obtain the probability density function of lexeme
occurrences over the analyzed time period.

6.2 Linear Regression

In the first set of experiments, we applied linear re-
gression to normalized time series to calculate the
slope and the coefficient of determination R2 for
each lexeme. Next, we have planned to identify the
lexemes with the highest, closest to zero, and low-
est slopes, representing those that were the most
rising, flat, and descending, respectively. However,
a decision needed to be made regarding the inclu-
sion of all series in the analysis. Empirical evidence
suggested that many series deviated significantly
from linearity. Therefore, we excluded series with
R2 values less than 0.5, resulting in the retention
of 138 lexical series. The results, including the 10
lexemes with the largest slope, the slope closest to
zero, and the smallest one, are presented in Table 1.
First of all, we can observe that the majority of
lexemes (99.86%) are non-linear, with a coefficient
of determination smaller than 0.5. Among those
assumed to be linear, functional words, such as
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rising flat descending
West German my self-help
specialized such rebuilding
television set just fascism
currently a few rebuild
set very fascist

Table 1: Lexemes with the most rapidly increasing, con-
sistently flat, and sharply declining time series among
linear ones (i.e., time series with an R2 greater than
0.5).

old, at the same time, valuable, date, prove, put in,
get to know, upbringing, beginning, leave

Table 2: The 10th most stationary lexemes. Those for
which their time series yield the smallest p-values for
the Augmented Dickey-Fuller test (the p-values for pre-
sented lexemes are approximately e−30).

pronouns and adverbs, tend to have a flat shape,
with a slope close to 0. The most rapidly declining
words are those associated with World War II and
the process of rebuilding after the damage of war.

The interpretation of this result is very positive
from the point of view of the efficiency of the
model. The ChronoPress corpus reflects the events
of post-war Poland, where the trauma of World War
2 is very strong right after 1945, but is gradually
dying out, replaced in the official propaganda by
Cold War events (e.g., the Korean War). In con-
trast, the behavior of function words is completely
different. Their frequency is largely independent
of the sample size, which is the reason why they
are massively used in stylometry. Our research has
shown that they are also immune to the time fac-
tor: successive samples of texts on the timeline are
stable in this respect. Finally, technology-related
lexemes (e.g., television set) are trending upward.

6.3 Autoregresive Model

In order to detect lexemes with seasonal patterns,
we applied the Partial Autocorrelation Function
(PACF), which helps to determine the order of an
autoregressive model. PACF assumes the station-
arity of the underlying time series. We used the
Augmented Dickey-Fuller (ADF) test to check the
stationarity of the time series with a periodic com-
ponent. Table 2 shows the most stationary lexemes,
where the ADF test p-value is the smallest. These
lexemes express cultural rituals (such as religious
and national celebrations) and cycles of nature.

01/45 06/50 12/55 06/61 11/66
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Figure 1: Occurrence of the lexeme ’Lenino’ as a time
series.

Christmas Eve, New Year, Lenino, August,
Barbour, Christmas, April, May, September,
Christmas tree

Table 3: The lexemes with the highest values of partial
autocorrelation at lag 12 among those assumed to be
stationary. The partial autocorrelation values range from
0.66 (for Christmas Eve) to 0.54 (for Christmas tree).

To choose stationary time series, we only con-
sider lexemes with a p-value of <= 0.05. This
allows us to reject the null hypothesis, indicating
that the time series does not have a unit root and
is stationary. Resulting in the retention of 93,039
lexical series. The lexemes with the highest PACF
values for lag 12 are shown in Table 3. We can
notice some expected events occurring once a year
like Christmas Eve, New Year or name of months.
However, Lenino looks at first surprisingly (refer
to Figure 1 for Lenino time series). But, as the bat-
tle of Lenino (12.10.1943) was an important event
for communist propaganda, the algorithm found
it to be as oscillating as Christmas. The battle of
Lenino was the the baptism of fire of Polish troops
organized in the USSR, and from 1950 to 1991 it
was celebrated as the Polish Army Day3. Of course
the event had an important press coverage.

Table 4 presents the lexemes with the highest
Partial Autocorrelation Function (PACF) values for
a lag of 1. These lexemes are associated with the
theme of postwar reconstruction in Poland. The
high PACF values, ranging from 0.85 to 0.91, may
indicate that these lexeme time series likely follow
an AR (1) (AutoRegressive) process. This means
that the present value of each series is primarily
influenced by its immediate past value.

3https://en.wikipedia.org/wiki/Battle_of_
Lenino
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reconstruction, occupation, Poland, fascism,
Polish, democracy, war, UNRRA, destroyed,
allied

Table 4: The lexemes with the highest values of partial
autocorrelation at lag 1 among those assumed to be
stationary. The partial autocorrelation values range from
0.91 (for reconstruction ) to 0.85 (for allied).
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Figure 2: Occurrence of the lexeme ’plebiscite’ as a
time series.

6.4 Catastrophe Detection
In order to identify sudden spikes in a series, we
calculate the difference between the current value
of a normalized time series and a moving average
with a length of 5. We have defined a catastrophe
(anomaly) index as the maximum absolute value
of this difference. An issue we needed to address
was determining which series should be included
in the catastrophe (anomaly) analysis. We decided
to exclude series with a low sum (less than 500
occurrences in the entire series). After this exclu-
sion, we were left with 6612 lexical series, which
we then analyzed for anomalies. The lexemes with
the highest values of the ’catastrophe index’ are
displayed in Table 5. The values for these lexemes
range from 0.17 to 0.07.

An analysis (refer to Figure 2) of the time series
for the anomaly of the lexeme ’plebiscite’ reveals
that it originates from the National Plebiscite for
Peace held in Poland in May 1951 under the aus-
pices of the Polish Committee of the Defenders of
Peace (Dawid, 2018). The lexeme ’Dzerzhinsky’
(peaking in June 1951) is linked to the 25th anniver-
sary of his death and the unveiling of a monument
in his honor in Warsaw.

6.5 Clustering and Dimension Reduction
In the next step, we cluster the analyzed lexemes
using the normalized time series as vectors. We
have utilized the Hierarchical Density-Based Spa-
tial Clustering of Applications with Noise (HDB-
SCAN) algorithm (Campello et al., 2015). How-

plebiscite, Dzerzhinsky, senate, ratification
Communist Party of Poland, coffin, referendum
rally, constitution, pre-convention, Stalin
Indochina, Grunwald, Potsdam, capitulation

Table 5: The lexemes with the highest values of the
catastrophe index.

Figure 3: UMAP projection of lexems - represented by
264 dimensional vectors (default parameters of UMAP
method).

ever, it did not detect any distinct groups (only one,
large group was identified). Modifying the default
values of the HDBSCAN parameters and trying
different metrics (the default being Euclidean) did
not yield different results. To better understand the
issue, we employed the Uniform Manifold Approx-
imation and Projection (UMAP) (McInnes et al.,
2020) technique to reduce dimensions and visual-
ize the similarities in the data. The results are pre-
sented in Figure 3. It is clear that UMAP does not
reveal any distinct groups in the data, suggesting a
relatively equal distribution of vectors in multidi-
mensional space. This is probably why HDBSCAN
was unable to identify any well-defined clusters in
the data.

Should this result be evaluated entirely nega-
tively? In our opinion, the method described above
is not inefficient per se, but it may well be that it
performs well when processing data are structured
differently (smaller granularity, higher volume of
samples, representing years or even decades).

6.6 Similarity of Lexems
A distance metric between vectors defined by nor-
malized time series could be used to identify lex-
emes that have a similar ’longitudinal shape’, i.e.
the pattern of their distribution over time line. The
results for exemplary lexemes are displayed in Ta-
ble 6. Some of the results are predictable, such as
the similarity between ’harvest’ and semantically
related terms. However, others, such as the pair-
ing of ’worker’ with ’fight’ or ’forefront’ reveal
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war harvest flood
Poland harvesting simple
government July flooded
representative harvest like touch
series July loss
camp harvester water
association rye dear
Polish June last
area grain height
huge barley bridge
state cartload none

Stalin Gomułka worker
leadership Władysław female worker
Stalinist tendency fight
brilliant self-gover. mass
successor common sense association
proletarian of course fighting
Leninism environment people
invincible opinion working
Leninist surely forefront
leader demand factory
generalissimus view segment

Table 6: Lexeme similarity results. The lexemes most
similar to the exemplar lexemes (those in bold) in order
of increasing distance defined over normalized time
series vectors.

specific features of the communist propaganda dis-
course of the post-war period not present in the
general language.

7 Conclusions

While traditional time series analysis seems to be a
task of fortune-telling (who wouldn’t want to know
next week’s stock prices...), lexical series analysis
is akin to looking for a needle in a haystack. In the
research presented here, the ’needle’ was the time
series, containing the trend, periodic oscillations
and anomalies, and the haystack was the corpus
of 24 million words, divided into 264 sections. In
addition, we were looking for lexemes that display
similar shapes of time series.

The techniques elaborated during our research
allowed us to identify automatically a set of lex-
emes from the corpus of nearly 100,000 that we
found relevant in some way. In particular anomaly
/ catastrophe detection helps us to pinpoint lexemes
that undergo rapid changes in occurrence, with
some unexpected cases like "plebiscite" or "Dz-

erzhinsky". Another promising technique involves
detecting lexemes with similar time-series patterns.
The semantic similarity between words has been
a foundational concept in modern NLP, based on
deep neural networks and generative models. The
Transformers architecture (Vaswani et al., 2017;
Devlin et al., 2019) originates from the word2vec
method (Mikolov et al., 2013), which creates word
representations using large data sets and word oc-
currences in similar contexts. The method pre-
sented here, utilizing normalized time series, shares
similarities with word2vec, as it constructs vectors
from a large corpus. However, the novelty of our
approach is the reliance on co-occurrence in recur-
ring units of time (e.g., years) rather than cooc-
currence in the text. The results shown in Table
6 reveal natural recurrence patterns, such as "har-
vest" and "July," but also provide insights into the
communist perspective on the world, identifying
semantic clusters typical for the totalitarian pro-
paganda of the communist period. Last but not
least, the great advantage of the method developed
is that it is language-independent – any chronologi-
cal (longitudinal) corpora can be processed in this
way.

Limitations

The processing workflow presented here was devel-
oped and tested on a single corpus of Polish. How-
ever, linguistic aspects seem to be the easiest to
overcome, as the workflow can be easily extended
to other languages by using appropriate, language-
specific taggers, such as those available from the
spaCy framework (Honnibal et al., 2020). The
main limitation of a reliable analysis of chronolog-
ical corpora is their volume and time distribution.
To derive statistical patterns, the corpus must be
sufficiently large and balanced in terms of the dis-
tribution of analyzed time slots over time. While
large corpora of contemporary language are nu-
merous, balanced coverage of long time periods
is rare. And the essence of chronological analy-
sis is precisely to describe the “long duration” –
far longer than the Internet era – which allows the
correct identification of events, processes, cultural
phenomena, etc. Practice shows that the most effec-
tive method of expanding chronological corpora is
to scan the press, which significantly increases the
cost of such an activity. Filling in data gaps could
be achieved by subsampling underrepresented time
periods, but this would result in data loss.
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Another limitation is the number of parameters
that must be set to use the proposed methods, which
can influence the results obtained. These parame-
ters include the minimum value of the coefficient
of determination in linear regression analysis and
the minimum size of the analyzed time series in the
case of anomaly (catastrophe) detection.
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Abstract
Classical Chinese poetry has a long history,
dating back to the 11th century BC. By in-
vestigating the sentiment expressed in the po-
etry, we can gain more insights in the emo-
tional life and history development in ancient
Chinese culture. To help improve the senti-
ment analysis performance in the field of clas-
sical Chinese poetry, we propose to utilize the
unique information from the individual short
lines that compose the poem, and introduce a
multi-task framework with hierarchical atten-
tion enhanced with short line sentiment labels.
Specifically, the multi-task framework com-
prises sentiment analysis for both the overall
poem and the short lines, while the hierarchical
attention consists of word- and sentence-level
attention, with the latter enhanced with addi-
tional information from short line sentiments.
Our experimental results showcase that our ap-
proach leveraging more fine-grained informa-
tion from short lines outperforms the state-of-
the-art, achieving an accuracy score of 72.88%
and an F1-macro score of 71.05%.

1 Introduction

Classical Chinese poetry generally refers to Chi-
nese poetry composed in certain traditional forms
and written in classical Chinese, a special terse,
rhythmic and musical version of Chinese that is dif-
ferent from the modern Chinese today and mainly
used in classical literature. As one of the earliest
forms and most important genres of traditional lit-
erature, classical Chinese poetry is a crucial carrier
of the thoughts and emotions of ancient Chinese
literati. 1 In fact, it is widely believed that “emo-
tion” is the essence of classical Chinese literary
culture (Xia, 2021). By investigating the emotion
expression in classical Chinese poetry, we are able
to have a glimpse of the personal and social is-
sues involved in the poetry, through which we can

1https://www.zgbk.com/ecph/words?SiteID=1&ID=
389600&Type=bkztb&SubID=683

Figure 1: Pronoun changes from ancient Chinese to
modern Chinese.

gain more insights into the ancient Chinese culture
(Hou and Frank, 2015; Wei et al., 2020; Zhang
et al., 2023).

However, compared with the study of emotion
in other text genres we encounter in modern life,
such as news articles (Nemes and Kiss, 2021) and
reviews (Yi and Liu, 2020), there is less research
on poetry (Ahmad et al., 2020a), not to mention on
classical Chinese poetry (Tang et al., 2020). Ac-
tually, it is more challenging to process ancient
Chinese texts than modern Chinese text. On the
one hand, the classical Chinese has some old vo-
cabulary and phrases that have been replaced or
fallen out of usage in modern Chinese. For instance,
the pronouns in ancient Chinese are quite different
from those in modern Chinese, as shown in Fig-
ure 1. On the other hand, the grammar of ancient
Chinese is more concise and flexible compared to
modern Chinese. As for classical Chinese poetry,
it is considered as a more complicated synthesis of
imagery and symbolism, allusions, quotations and
derivation, and antithesis (Liu, 2022). All these
factors make it a difficult task to conduct sentiment
analysis in classical Chinese poetry.

To analyse sentiment in classical Chinese po-
etry, previous studies have explored different meth-
ods, for example, constructing sentiment lexicons
(Hou and Frank, 2015; Zhang et al., 2023), trans-
ferring knowledge from modern Chinese (Zhao
et al., 2014), or extracting imagery words (Shen
et al., 2019; Su et al., 2023). Although these stud-
ies improved the general performance for the task
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of sentiment analysis in classical Chinese poetry,
by utilizing special words in the poems or draw-
ing upon knowledge beyond the poems, they did
not consider the compositional structure of the po-
ems. Usually, a classical Chinese poem comprises
several short lines, which may show different emo-
tions, and in return, contribute to the overall emo-
tion expression of the poem. Thus in this paper,
for the task of sentiment analysis of classical Chi-
nese poetry, we propose to take the sentiment of
short lines into consideration by using a multi-task
framework with a hierarchical attention network,
which includes the sentiment analysis task of both
the overall poem and the short lines of which the
poem is comprised. We will show that, by leverag-
ing the sentiment information from the short lines,
we can outperform the current state-of-the-art in
sentiment analysis of ancient Chinese poetry.

2 Related Work

2.1 Sentiment analysis for computational
poetry studies

Sentiment analysis using computational method-
ologies is receiving increasing attention in literary
studies (Kim and Klinger, 2021). In 2012, Kao and
Jurafsky applied sentiment lexicons to investigate
whether the affect expressed in a poem makes it
more beautiful or not. Later, Delmonte et al. (2013)
introduced the SPARSAR system for the syntactic,
semantic and prosodic analysis of poetry, which
also includes a sentiment analysis module. In the
comparison of formal and informal texts, Kaur and
Saini (2014) found that taking into account genre-
specific features helped to improve sentiment analy-
sis performance on formal texts (including poetry).
More recently, the advantages of machine learning
further promoted the task of sentiment analysis in
poetry. Promrit and Waijanya (2017) used Con-
volutional Neural Networks (CNNs) for category
classification and sentiment analysis for Thai po-
ems. Ahmad et al. (2020b) proposed an attention-
based C-BiLSTM model to classify poetry texts
into different emotional states, while Rajan and
Salgaonkar (2020) employed a Naïve Bayes clas-
sifier on Konkani Poetry. Similar researches were
also carried out on classical Chinese poetry (Tang
et al., 2020), Punjabi poetry (Kaur and Saini, 2020)
and Latin poetry (Sprugnoli et al., 2022).

2.2 Sentiment analysis for classical Chinese
poetry

Although classifying the sentiment in classical Chi-
nese poetry helps to investigate the ancient cultural
and emotional life, this task is not as popular as
in texts of other fields. Most studies in this field
focus on the poems from the Tang Dynasty, which
is believed to be the Gold Age of poetry, with over
50,000 poems created and surviving to this day.2

On the basis of the Complete Anthology of Tang
Poetry, Hou and Frank (2015) proposed a novel
graph-based method to create a sentiment lexicon
for classical Chinese poetry, with which they ana-
lyzed the association of sentiments with different
poets and a variety of topics. To take full advantage
of deep learning and linguistic knowledge, Zhang
et al. (2023) combined supervised sentiment term
extraction and classification to incorporate linguis-
tic knowledge into deep learning models for the
task of sentiment lexicon construction.

Besides the construction of sentiment lexicons,
scholars also investigated extracting more infor-
mation from the poems. Li and Li (2018) intro-
duced the Frequent Pattern Growth Algorithm with
the Term Frequency-Inverse Document Frequency
to capture the hidden relationships between each
word. (Shen et al., 2019) explored ways to extract
sentimental imageries at the levels of both charac-
ter and word and integrated this information in the
task of sentiment analysis. To utilize the imagery
words, Su et al. (2023) introduced related visual
modality information and obtained better perfor-
mance in sentiment analysis of classical Chinese
poetry.

In addition to the information present in clas-
sical Chinese poetry, some scholars also tried to
incorporate external knowledge into the task of sen-
timent analysis. Zhao et al. (2014) introduced the
modern translations of ancient texts and transferred
this knowledge in the translation to the classical
Chinese poems. Liu et al. (2020) incorporated the
knowledge of classical Chinese poetry from appre-
ciation/translation annotations into the knowledge
graph construction.

Furthermore, more recently, the development of
large language models also aided in the promotion
of research on classical Chinese literature. In 2021,
Tian et al. released AnchiBERT, a pre-trained lan-
guage model based on the architecture of BERT

2https://www.zgbk.com/ecph/words?SiteID=1&ID=
272482&Type=bkdzb&SubID=808
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and trained on large-scale ancient Chinese corpora.
Then, based on BERT-base-Chinese from Google 3

and Chinese-BERT-wwm (Cui et al., 2021), Wang
et al. (2022) designed the pre-trained model Siku-
BERT and SikuRoBERTa specifically for ancient
Chinese. There are also other similar models for an-
cient Chinese, e.g., BERT-ancient-Chinese (Wang
and Ren, 2022), GuwenBERT, 4 GujiBERT (Wang
et al., 2023), and BERT_CCPoem, 5 which is par-
ticularly designed for classical Chinese poetry.

2.3 Sentiment analysis with multi-task
learning and a hierarchical attention
network

Traditional sentiment analysis is approached as an
independent single task, but recent research has
shown that it can also be considered as one of
the sub-tasks in multi-task learning. Balikas et al.
(2017) incorporated two sentiment analysis tasks
(one with a 3-category label set and the other with a
more fine-grained 5-category label set) into a multi-
task model and demonstrated benefits by jointly
learning the two sub-tasks for tweets. Aspect-based
sentiment analysis is also a field where it is a com-
mon practice to simultaneously model the aspect
term extraction and the corresponding sentiment
classification (He et al., 2019; Zhao et al., 2023;
Wu et al., 2023; Rani and Jain, 2024). Scholars
also investigated combining with sentiment anal-
ysis other emotion-related tasks, e.g., complaint
identification (Singh et al., 2022) and sarcasm de-
tection (Tan et al., 2023). Chauhan et al. (2020)
even proposed an all-in-one multi-task framework
that incorporates five sub-tasks, including humour,
sarcasm, offensive content, motivational content
detection and sentiment analysis.

Following the “Attention is all you need" credo
from Vaswani et al. (2017), the attention mecha-
nism has been investigated in many variants and
the hierarchical attention network (HAN) (Yang
et al., 2016) is one of them. HAN contains the
attention mechanisms at different levels, such as
the word-level and sentence-level, capturing im-
portant words/sentences in the task context. It has
been shown that HAN performs well with long-
sequence information, especially when the infor-
mation is ordered in a certain structure, for exam-
ple in document-level classification (Pappas and
Popescu-Belis, 2017) and translation (Werlen et al.,

3https://huggingface.co/google-bert/bert-base-chinese
4https://github.com/ethan-yt/guwenbert
5https://github.com/THUNLP-AIPoet/BERT-CCPoem

Figure 2: Sentiment label distribution in FSPC, with
negative and positive abbreviated as neg. and pos. re-
spectively.

2018). HAN is also applied in sentiment-related
tasks. Cheng et al. (2017), for example, designed a
network with aspect attention and sentiment atten-
tion for aspect-level sentiment analysis. Mirroring
the structure of the social media content, Cheng
et al. (2019) proposed a network with HAN for
cyberbullying detection on Instagram. HAN is also
used to detect depression from transcripted clinical
interviews (Mallol-Ragolta et al., 2019). More re-
cently, Chanaa et al. (2021) exploited HAN for the
task of E-learning text sentiment classification.

As mentioned above, previous studies suggest
that multi-tasking helps to improve the perfor-
mance of sentiment analysis, but there is little
such research in the field of classical Chinese po-
etry, which is mainly investigated by constructing
auxiliary lexicons or by fusing knowledge from
sources beyond the poetry. On the other hand,
as classical Chinese poetry is highly structured
and information-condensed, we hypothesize it is
promising to apply HAN for sentiment analysis of
this special genre, which has never been done be-
fore. In this paper, we aim to utilize the sentiment
knowledge of the short lines to help predict the
overall sentiment of the poetry with a HAN-based
multi-task framework.

3 Dataset

Building a classical Chinese poetry corpus for sen-
timent analysis is not trivial, since full comprehen-
sion of the poems is one of the most important
preconditions for sentiment labelling, which sets
high expectations for annotators. Thanks to the
work of Chen et al. (2019), we now have a fine-
grained sentimental poetry corpus (FSPC), which
we are going to utilize in our experiments.

FSPC is composed of 5,000 classical Chinese
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Figure 3: An example of the different sentiment labels
at the line level and the overall sentiment of a given
poem. Note that the English translation comes from
ChatGPT and works only as reference.

poems. Each poem and each line in the poem are
manually annotated by experts in Chinese litera-
ture with five classes, ranging from negative and
implicit negative, over neutral, and to implicit posi-
tive and positive, as shown in Figure 2. Compared
with negative and positive, implicit sentiments re-
fer to the emotions that are suggested or hinted at
but not directly stated. Due to the unbalanced la-
bel distribution, the implicit sentiments are merged
into negative or positive, respectively, in later ex-
periments. It should also be noted that the senti-
ment of each line can be different from each other,
as shown in Figure 3, with the sentiment of the
first line being neutral or implicit while the last
line is often aligned with the overall sentiment of
the poem (Chen et al., 2019). This suggests each
line of the poem may have a varied contribution
to the holistic sentiment of the whole poem, and
it would be beneficial if we take into considera-
tion the unique sentiment label of each line in the
sentiment analysis of the whole poem.

4 Method

To investigate whether the task of sentiment analy-
sis for the whole poem can benefit from the intro-
duction of short line information, we use a frame-
work that fine-tunes a pre-trained model with labels
of both the lines and the overall poem, as shown in
Figure 4.

Data pre-processing Each poem consists of 4
lines, and along with the poem, sentiment labels
of both the lines and the overall poem are used for
the pre-trained model fine-tuning. The use of “|” as
separators between short lines in FSPC makes it
easy to identify the line border.

Figure 4: Framework to fine-tune the pre-trained model
to predict labels of individual lines and the overall poem.

Feature extraction and fine-tuning The pre-
trained model is used both in the feature extrac-
tion and fine-tuning stage. In the former case, the
architecture of the pre-trained model is preserved,
taking in the texts and outputting the feature vec-
tors for the next stage. In the fine-tuning stage, two
linear transformation layers are added at the end of
the pre-trained model as classifiers for sentiment in
the short lines and the overall poem, respectively.
Both classifier 1 and classifier 2 use word-level at-
tention, and sentence-level attention is also applied
in classifier 2. For both the lines and the overall
poem, the cross-entropy loss between the predicted
logits and the true labels is calculated. The two
loss values are then added to get a combined loss,
based on which backpropagation is performed to
compute gradients for model parameter updates.

It should be noted that for the short lines, each of
them is independently encoded, and the encoding
of the whole poem and the short lines are conducted
separately.

Enhanced sentence-level attention To exploit
the short line label information in the sentiment
prediction task of the overall poem, additional in-
formation derived from the line labels is integrated
into the sentence-level attention scores.

Output evaluation For the evaluation of the
model predictions, both accuracy and F1-macro
score are applied. Accuracy is one of the most intu-
itive performance evaluation metrics, but it may be
misleading due to its sensitivity to class imbalance,
which is why we also report the F1-macro score.

5 Experiment and Results

5.1 Experimental set-up

To evaluate the influence of sentiment analysis for
short lines as a sub-task in the multi-task frame-
work, we take the single task of sentiment analysis
for the overall poems as the baseline.
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We choose the dataset FSPC in our experiments.
Considering the imbalanced distribution of the orig-
inal five category labels, as shown in Figure 2, we
merge the label implicit negative into negative, and
implicit positive into positive. As the prediction
difficulty of each poem may vary, ten-fold cross-
validation (Kohavi, 1995) is applied in the exper-
iment, providing a more reliable estimate of the
model’s performance compared to a single train-
test split. The results reported later are the average
results of the ten folds.

We designed two experiments: experiment 1
compares the influence of the framework complex-
ity on the model prediction, while experiment 2
compares the performance of frameworks based on
different pre-trained models.

Experiment 1 In this experiment, two modes are
designed with the pre-trained model SikuBERT,
namely the multi-task mode and the single-task
mode, with the latter including only the sentiment
analysis task of the overall poem, used for the abla-
tion study. For the multi-task mode, HAN is added
and then additional information from the short line
labels is combined with HAN to the network. It
is expected that HAN is able to better capture the
hierarchical structure of classical Chinese poetry.

Experiment 2 Apart from SikuBERT, we also in-
vestigated other pre-traind models, i.e. BERT-base-
Chinese, SikuRoberta, BERT-ancient-Chinese and
BERT_CCPoem within the best framework from
Experiment 1.

Hyperparameters For a fair comparison, all ex-
periments are performed with the same dataset and
hyperparameter settings. The optimizer is AdamW,
with a learning rate of 1e-6. The epoch is set to 10
in experiment 1 and 20 in experiment 2, while the
batch size is always set to 8. The mechanism of
early stopping is applied in the experiment and the
monitor is set as evaluation loss while the patience
is set to 3. It should be noted that in both experi-
ment 1 and 2, the early stopping is always triggered
before the training reaches the epoch limit.

5.2 Experimental results

Benchmark To the best of our knowledge, there
are recently 2 published studies on 3-class senti-
ment prediction with FSPC, evaluated with accu-
racy or F1 scores, and the best model achieved
an F1-macro score of 64.8%, as shown in Table
1. Zhang et al. (2022) proposed to extract word

Studies Acc F1
Zhang et al. (2022) NA 64.38
Hong et al. (2023) 67.10 64.80

Table 1: Benchmark results on the sentiment analysis
task trained and evaluated with the FSPC dataset only.

Method Acc F1
single-task 69.00 66.27
multi-task 69.32 66.50
multi-task + HAN 70.06 67.49
multi-task + HAN + line label 70.96 68.51

Table 2: Accuracy and F1-macro scores on the overall
poem sentiment analysis task on the FSPC dataset based
on the SikuBERT pre-trained model.

vectors with two pre-trained models separately and
then fuse them to enrich text vector information,
while Hong et al. (2023) built a hybrid corpus of
classical Chinese poetry with its modern Chinese
translation, on the basis of which they fine-tuned a
ChineseBERT model (Sun et al., 2021). Both these
studies experimented with overall poem sentiment
only.

Experiment 1 As shown in Table 2, the senti-
ment analysis performance improves with the in-
crease in model complexity. To start with, the ac-
curacy and F1-macro of the single-task model are
69.00% and 66.27% respectively, which already
outperforms previous models in Table 1, which sug-
gests the advantage of pre-trained models specifi-
cally designed for ancient Chinese, as the studies of
both Zhang et al. (2022) and Hong et al. (2023) are
based on pre-trained models for modern Chinese
only.

Compared with the single-task model, the multi-
task model achieves slightly higher scores in both
accuracy (+0.32%) and F1 (+0.23%), suggesting
the positive influence of the additional short line in-
formation on the performance of the overall poem
sentiment prediction. Moreover, when the HAN
is applied to the framework, a more noticeable im-
provement is witnessed, with an increase of 0.74%
in accuracy and 0.99% in macro F1, indicating the
advantage of HAN in dealing with structured texts.
Furthermore, the introduction of short line labels
has a positive influence on the model performance,
reaching an accuracy score of 70.96% and an F1-
macro score of 68.51%. We could thus conclude
that leveraging both the poem structure and the
fine-grained sentiment information at the line level
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Method Acc F1
BERT_CCPoem 67.54 65.24
BERT-base-Chinese 69.60 67.33
BERT-ancient-Chinese 70.28 68.31
SikuBERT 70.96 68.51
SikuRoBERTa 72.88 71.05

Table 3: Accuracy and F1-macro scores of the overall
poem sentiment analysis task using different pre-trained
models in combination with the best framework in Ex-
periment 1 (multi-task+HAN+line label).

is advantageous for sentiment classification of the
classical Chinese poems.

Experiment 2 Results of other pre-trained mod-
els with the best framework in Experiment 1 are
shown in Table 3. The F1-macro scores range from
65.24% to 71.05%, the latter being obtained by
SikuRoBERTa.

BERT-base-Chinese is the only model that is
not pre-trained specifically for ancient Chinese.
Considering the difference between ancient Chi-
nese and modern Chinese, it is not surprising that
BERT-base-Chinese does not perform better with
classical Chinese poems than most of the other
models, except the model BERT_CCPoem. Al-
though BERT_CCPoem is the only model pre-
trained specifically for Chinese ancient poems in
the experiments, it shows worse accuracy and
macro F1-scores compared to the other models.
One possible reason could be that the training data
of BERT_CCPoem is limited to poems, resulting
in a smaller vocabulary of 11,809, while other mod-
els, such as BERT-base-Chinese and BERT-ancient-
Chinese have a larger vocabulary of 21,128 and
38,208 respectively.

The SikuRoBERTa-based model within the pro-
posed framework (multi-task+HAN+line label) in
our experiments achieves the best performance,
with an accuracy of 72.88% and an F1-macro
score of 71.05%, outperforming previous studies,
as shown in Table 1.

6 Prediction Analysis

With the ten-fold cross-validation in Experiment
2, we obtained predictions for all 5,000 poems
using the SikuRoBERTa model in the multi-task
framework with line-label-enhanced hierarchical
attention, as shown in Figure 5.

First of all, it is clear that the model performs
better with poems with clear sentiment polarities,

Figure 5: Sentiment prediction distribution of
SikuRoBERTa-based multi-task framework with en-
hanced hierarchical attention. The X-axis represents
the predicted labels, while the Y-axis stands for the true
labels

i.e., negative and positive, reaching an accuracy of
around 80%, while the model has only fair predic-
tions with neutral poems, with an accuracy of about
52%. For the negative and positive poems, more
wrong predictions are distributed on their nearest
sentiment neighbour, i.e., neutral, rather than the
far/opposite sentiment neighbours, i.e., positive and
negative respectively, suggesting the model’s abil-
ity to differentiate between positive and negative
poems.

As for the neutral poems, the model achieves
an accuracy of 52.03%, which is far less than the
performance with negative and positive poems, in-
dicating that differentiating between neutral and im-
plicit sentiment is still challenging. Although only
about half are correctly predicted, around one-third
of the wrong predictions are predicted as negative
and the rest as positive, with the latter outnumber-
ing and even doubling the former, indicating that
the model tends to have more non-negative predic-
tions on neutral poems. To gain more insights into
this tendency, we further investigated the short line
labels of 194 false negative poems and 443 false
positive poems which are labelled as neutral by the
annotators as shown in Figure 5. For both the false
negative and false positive groups of poems, we
plotted the sentiment label distribution of each line
group (i.e. all first lines are joined into one group,
the same holds for the second lines, etc.), and the
results are shown in Figure 6 and 7.

As shown in Figure 6, for the 194 neutral po-
ems that are predicted as negative by the model,
line 1 and line 2 seem to hold sentiment labels that
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Figure 6: True sentiment label distribution across short
lines in 194 neutral poems that are predicted as negative.

Figure 7: True sentiment label distribution across short
lines in 443 neutral poems that are predicted as positive.

contain almost equal percentages of negative and
positive labels. In line 3, however, there is more
negative sentiment labelled than positive and this
tendency continues in line 4, where the negative
sentiment reaches 41.75%, which is more than four
times of the number of positive annotations. On
the other hand, as shown in Figure 7, when we
consider the sentiment annotations at the line level
of the 443 neutral poems that were predicted as
positive by the model, we see an opposite tendency
with always more positive sentiment labels than
negative ones. Based on the sentiment distribution
across short lines, we hypothesize that although the
model fails to make correct predictions for about
half of the neutral poems, it still senses the more
implicit sentiment polarities in the poems, leading
to negative predictions for the more negative po-
ems and positive predictions for the more positive
poems.

Moreover, we also investigate specific poems
where there is a significant difference between the
true labels and the predictions. By significant dif-
ference, we refer to the cases where the poem is
classified with the complete opposite polarity of
its labeled polarity, e.g. the overall sentiment of

Figure 8: Comparison of the true labels and predictions
of one poem. Note that the English translation comes
from ChatGPT and works only as reference.

the poem is predicted as positive while the true
label is negative, or vice versa. Of the 5,000 po-
ems, there were in total 144 poems classified with
this opposite polarity, and we found that this op-
posite polarity labelling happens both at the line
level and the poem level. Figure 8 shows an exam-
ple poem with its manual annotations and model
predictions for the short lines and the overall poem.
For the short lines, the model predicted positive
instead of neutral for the first and the third lines,
and predicted neutral instead of negative for the last
line, generally upgrading the short line sentiment
toward the polarity of positive, which might lead
to the positive overall prediction. However, if con-
textual or topic information of the poem, which is
“farewell”, would be provided, and if the model
learns from other poems that “farewell” is usu-
ally related to negative emotions, the possibility
of the model predicting this poem as overall nega-
tive would increase.

7 Conclusion

In this paper, we introduced a multi-task frame-
work with enhanced hierarchical attention for sen-
timent analysis on classical Chinese poetry. This
multi-task framework consists of two sub-tasks, the
sub-task of sentiment analysis on the short lines in
the poem, and the sub-task of sentiment analysis
on the overall poem. For the latter task, a hierar-
chical attention network composed of word- and
sentence-level attention was applied. Furthermore,
to further utilize the information from short lines,
additional information from short line sentiment
was introduced to the sentence-level attention.

Experiments on the FSPC dataset show that our
framework, compared with the single-task setup
and based on the pre-trained model SikuBERT,
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yields a increase of macro F1 from 66.27% to
68.51%. We also experimented with other pre-
trained models, and the best performance is demon-
strated by SikuRoBERTa, with an accuracy of
72.88% and an F1-macro of 71.05%, thus largely
outperforming the state-of-the-art with an increase
5.78% in accuracy and 6.25% in F1-macro score
(Hong et al., 2023).

We also investigated the SikuRoBERTa-based
model predictions in more detail. We found that
the model achieves an accuracy of about 80% with
negative and positive poems, but only an accuracy
of around 50% with neutral poems, which might
be related to the “implicit emotion” writing style
favoured in classical Chinese poems. Moreover, a
further look at the predictions on the neutral poems
suggested that the incorrect predictions are subtly
aligned with the more prominent positive or nega-
tive sentiment polarities in the short lines, which
indicates that regardless of the incorrect predic-
tions on the neutral poems, the model still senses
whether the poems are more positive or negative.

8 Future Work

The multi-task framework proposed in this paper
has demonstrated potential in the task of senti-
ment analysis on classical Chinese poetry. It would
also be interesting to introduce the task of emotion
recognition in the framework, although this might
require more annotations. Moreover, as the intro-
duction of short line labels helps to improve the
model performance, it is also promising to include
additional information, such as the background or
the topic of the poem to make more accurate predic-
tions. We will also investigate how these different
types of information can be optimally fused.

9 Limitation

In the experiment of this paper, the results are lim-
ited to the dataset FSPC which contains 5000 in-
stances. A larger dataset would help to produce a
stronger statement.
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Abstract

This paper examines semantic similarity and
intertextuality in selected texts from the Vedic
Sanskrit corpus, specifically the Maitrāyan. ı̄
Sam. hitā (MS) and Kāt.haka Sam. hitā (KS).
Three computational methods are employed:
Word2Vec for word embeddings, stylo package
for stylometric analysis, and TRACER for text
reuse detection. By comparing various sections
of the texts at different granularities, patterns
of similarity and structural alignment are un-
covered, providing insights into textual rela-
tionships and chronology. Word embeddings
capture semantic similarities, while stylomet-
ric analysis reveals clusters and components
that differentiate the texts. TRACER identi-
fies parallel passages, indicating probable in-
stances of text reuse. The computational analy-
sis corroborates previous philological studies,
suggesting a shared period of composition be-
tween MS.1.9 and MS.1.7. This research high-
lights the potential of computational methods
in studying ancient Sanskrit literature, com-
plementing traditional approaches. The agree-
ment among the methods strengthens the va-
lidity of the findings, and the visualizations
offer a nuanced understanding of textual con-
nections. The study demonstrates that smaller
chunk sizes are more effective for detecting in-
tertextual parallels, showcasing the power of
these techniques in unraveling the complexities
of ancient texts.

1 Introduction

Vedic Sanskrit literature preserves invaluable cul-
tural and historical information from ancient India.
However, their study presents unique challenges
due to linguistic characteristics, modes of compo-
sition, and transmission. Computational methods
offer promising avenues to analyze such texts on
an unprecedented scale. In this paper, we explore
similarity measures and intertextuality between se-
lected texts from the Vedic corpus - the Maitrāyan. ı̄
Sam. hitā (MS) and Kāt.haka Sam. hitā (KS). These

texts belong to different śākhās or schools, and
are considered to exhibit mutual influence in their
composition around 900–700 BCE.1

The main focus of this paper is to present reli-
able numerical data on the chapter-wise similarity
between the MS and KS. While it is known that
the MS and KS are parallel texts, the variations in
similarity among chapters have not yet been con-
firmed through numerical data. Since differences
in chapter-wise similarity can contribute to estimat-
ing the relative chronology of each chapter, this
similarity analysis holds significant importance for
understanding the process of textual composition.

In recent years, the editorial process has been in-
creasingly elucidated through philological studies
(Amano, 2014-2015, 2020), suggesting variations
in similarity between different sections in MS and
KS depending on the time period. That is to say,
sections edited in earlier periods exhibit lower sim-
ilarity between MS and KS, whereas those edited
in later times show higher similarity between MS
and KS. Similarity analysis using computational
methods further advances this study.

Our analysis employs three approaches:

1. Word embeddings generated using Word2Vec

2. Stylometry analysis using the stylo package

3. text reuse detection with TRACER

The word embeddings approach vectorizes the
texts and compares the cosine similarity of the vec-
tors. The stylo (Eder et al., 2016) and TRACER
(Büchler, 2013; Büchler et al., 2018) approaches
examine stylistic similarity and text reuse at docu-
ment level.

The texts are pre-processed by undoing phono-
logical change (sandhi) in the original texts and

1All the corpora, codes, and results are available
on our GitHub repo https://github.com/somiyagawa/
VedicSanskrit (accessed October 5, 2024).
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lemmatizing the words. Different chunking of the
text is compared — at section level and by seg-
ments of 20, 100 and 200 words.

The results demonstrate interesting patterns of
similarity and clustering between different text seg-
ments, with general alignment between the three
approaches. This research highlights the potential
of computational methods in studying ancient lan-
guages and aims to inspire further collaborative
research at the intersection of Indology and compu-
tational linguistics.

2 Related Work

Computational methods have been increasingly ap-
plied to study various aspects of Sanskrit literature
in recent years. Hellwig et al. (2020) developed a
neural network architecture for processing Sanskrit
texts. Krishna et al. (2019) analyzed poetic style in
Sanskrit poetry using deep learning techniques.

Regarding Vedic Sanskrit specifically, Hellwig
et al. (2023) developed a dependency parser for
R
˚

gvedic Sanskrit. Hellwig and Nehrdich (2018)
compiled a Vedic treebank. These works provide
NLP tools and resources for computational process-
ing of Vedic texts.

Stylometry has been widely used to study author-
ship and stylistic similarity in classical literature.
For instance, Stover et al. (2016) applied stylo-
metric analysis using the stylo R package (Eder
et al., 2016) to investigate the authenticity of an
unknown classical Latin text called the Expositio.
Their study concluded that this work was proba-
bly written by the second-century African author
Apuleius of Madauros.

While stylometry focuses on authorship attri-
bution and stylistic analysis on a macro-level, as
demonstrated by the stylo package, text reuse de-
tection tools offer a micro-level approach to de-
tecting each text reuse such as quotations and allu-
sions among texts. Specifically, TRACER (Büch-
ler, 2013; Büchler et al., 2014; Büchler et al., 2018)
is a text reuse detection tool that has been suc-
cessfully applied to study intertextuality in ancient
Greek (Buechler et al., 2008; Büchler et al., 2010),
Latin (Franzini et al., 2018b), Coptic texts (Miya-
gawa, 2022, 2021; Miyagawa et al., 2018), Classi-
cal Tibetan (Almogi et al., 2019), German (Franzini
et al., 2018a), etc.

Other programs are also available for historical
text reuse analysis. For example, Tesserae and Pas-
sim are well-known tools in this field. Tesserae

(Coffee et al., 2012) is primarily used for Latin
texts, while Passim (Romanello and Hengchen,
2021) has been adapted for Western languages and
Arabic with promising results but has not yet been
adapted for Sanskrit. Compared to these tools,
TRACER offers greater flexibility and customiz-
ability, making it possible to adapt it to Vedic San-
skrit using custom lemmatization, synonym, and
cohyponym files.

3 Methodology

3.1 Corpus

The corpora consist of selected texts from the
Maitrāyan. ı̄ Sam. hitā (MS) and Kāt.haka Sam. hitā
(KS). The following sections are analyzed:

1. MS.1.1 (MS.1.1.1-1.1.13): 1145 words

2. MS.1.6 (MS.1.6.3-13): 3816 words

3. MS.1.7 (MS.1.7.2-5): 819 words

4. MS.1.9 (MS.1.9.3-8): 1627 words

5. KS.8 (KS.7.15 + 8.1-12): 3519 words

6. KS.9.1 (8.15 + 9.1-3): 818 words

7. KS.9.11 (9.11-17): 1721 words

The corpus MS.1.1 includes ritual formulas for
new and full moon sacrifice. MS.1.6 includes rit-
ual explanation about establishment of sacred fires,
whose parallel is KS.8. MS.1.7 includes ritual
explanation about reestablishment of sacred fires,
whose parallel is KS.9.1. MS.1.9 includes explana-
tion of secret spells related to ritualistic communal
life, whose parallel is KS.9.11. MS.1.6, 1.7, and 1.9
have been philologically studied by Amano (2009),
and their parallels in KS have been accurately iden-
tified. MS and KS were composed in the same
editorial policy, and have almost the same contents
for the same rituals, but with some variants in de-
tails. MS and KS contain portions with different
linguistic styles and content (sometimes irregularly
inserted or arranged), which necessitates the exclu-
sion of such portions to conduct linguistically and
semantically accurate analyses. The corpora used
in this analysis were created to ensure that different
styles (formulas or explanations) and contents (rit-
uals) are not mixed. The chapter numbers within
the parentheses following each section name rep-
resent the exact chapter numbers included in the
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section. The size (word count) of each corpus is
also provided above.

Using these corpora, we conduct comparisons
(similarity analyses) between sections as follows:

1. MS.1.1↔MS.1.6

2. MS.1.6↔MS.1.7

3. MS.1.6↔ KS.8

4. MS.1.7↔ KS.9.1

5. MS.1.9↔ KS.9.11

The first two comparisons, namely MS.1.1 ↔
MS.1.6 and MS.1.6↔MS.1.7, serve as an evalu-
ation of the proposed methods, as their similar or
dissimilar relations are philologically demonstrated.
MS.1.1 differs significantly in content from MS.1.6
and MS.1.7, while the latter two share similar con-
tents. Accordingly, if the proposed methods work
well, the comparison of MS.1.1↔ MS.1.6 is ex-
pected to show a low similarity, whereas MS.1.6↔
MS.1.7 is expected to demonstrate a high similarity,
compared to the former comparison.

The following three comparisons are between
the texts of MS and KS. Each chapter is thought
to have been edited in different periods and under
different cultural influence, and therefore, the de-
gree of similarity between MS and KS varies. The
two comparisons, MS.1.6↔ KS.8 and MS.1.7↔
KS.9.1, were manually calculated (Amano, 2014-
2015). As a result, the comparison MS.1.6↔ KS.8
showed a low similarity, while the comparison
MS.1.7↔ KS.9.1 showed a very high similarity.
Since it is philologically inferred that MS.1.6 is
older than MS.1.7, the paper presented the perspec-
tive that chapters compiled in the earlier period
have lower similarity with KS, whereas those from
a later period have higher similarity with KS, indi-
cating possible intertextual borrowing. From this,
in our current analysis, the comparison of MS.1.6
↔ KS.8 is anticipated to reveal a low similarity,
while MS.1.7 ↔ KS.9.1 is expected to exhibit a
high similarity.

In contrast, the last comparison, MS.1.9 ↔
KS.9.11, was not examined in the previous stud-
ies, and serves as the main focus of our current
analysis, aiming to demonstrate to what extent this
comparison shows similarity. If the comparison of
MS.1.9↔ KS.9.11 reveals a high similarity, akin
to MS.1.7↔ KS.9.1, it strongly suggests that the
intertextual contact between MS.1.9 and KS.9.11

occurred during a later period, characterized by a
tendency for MS and KS to exhibit similarities, as
argued in Amano (2020).

The texts are procured from the Digital Cor-
pus of Sanskrit.2 Original Sanskrit text undergoes
phonetic fusion and changes at word boundaries,
known as sandhi. These fusions and changes make
it challenging to segment the text into individual
words and perform morphological analysis. There-
fore, as a first step in processing the text, it is nec-
essary to resolve the sandhi to create an "un-sandhi-
ed" text, which can then be used for lemmatization.
The texts stored in the Digital Corpus of Sanskrit
are processed into un-sandhi-ed texts as well as
lemmatized texts by the computational method of
(Hellwig et al., 2020) , verified through expert re-
view and correction. For the purpose of comparing
similarity, the lemmatized texts are used, which
are manually divided into distinct chunks or para-
graphs with attention to meaningful coherence:

• Section level

• Fixed-size segments of 20, 100 and 200 lem-
mas

3.2 Word Embeddings

Word embedding models capture semantic relation-
ships between words from their co-occurrence in
a large corpus. We use Word2Vec (Mikolov et al.,
2013), a two-layer neural network that predicts sur-
rounding context words given an input word. We
employ the skip-gram library with the training al-
gorithm set to the skip-gram and default parameters
for other settings.

The training data consists of a collection of Vedic
Sanskrit texts, excluding the MS and KS. The word
embeddings are averaged for each segment to ob-
tain a document vector. The similarity between
document vectors is computed using cosine sim-
ilarity. Cosine similarity is used to compare the
document vectors by calculating the cosine of the
angle between them. This measures how close the
vectors are to each other while disregarding their
magnitude.

3.3 Stylometry and Text Reuse

The stylometry analysis is performed using the
stylo package in R (Eder et al., 2016). It sup-
ports a variety of statistical analyses to examine

2http://www.sanskrit-linguistics.org/dcs/
index.php (accessed May 24, 2024)
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stylistic similarity between texts, such as cluster
analysis, multidimensional scaling, principal com-
ponent analysis etc. We use the cosine similarity as
the similarity metric. For text reuse detection, we
use TRACER (Büchler, 2013; Büchler et al., 2014;
Büchler et al., 2018), which has been successfully
applied to study intertextuality in various ancient
language corpora. It provides a Java implementa-
tion to detect different types of text reuse such as
quotations, allusions and idioms.

4 Results

4.1 Word Embedding

Table 1 shows the average cosine similarity be-
tween text segments using Word2Vec. In general,
the similarity scores increase as the chunk size in-
creases from 20 to 200 lemmas.

Table 1: Average cosine similarity using Word2Vec

Text Pair Chunk Size
20 100 200

MS.1.1↔MS.1.6 0.813 0.899 0.925
MS.1.6↔MS.1.7 0.856 0.934 0.959
MS.1.6↔ KS.8 0.863 0.941 0.964
MS.1.7↔ KS.9.1 0.860 0.940 0.971
MS.1.9↔ KS.9.11 0.844 0.933 0.959

The comparisons of MS.1.1↔MS.1.6 exhibits
a lower similarity than that of MS.1.6↔MS.1.7,
suggesting effective performance of the analysis.
However, the high similarity of MS.1.6↔ KS.8,
which were expected to less similar, contradicts
the previous findings. This discrepancy from the
expectation may arise from the larger number of
dissimilar chunks compared to similar ones, de-
spite the existence of parallels between MS.1.6 and
KS.8. The dissimilarity is highlighted by averaging
the similarity values, because even within sections
that are considered to have high similarity, seg-
ments that do not correspond exhibit low similarity,
and such segments outside the parallel parts over-
whelmingly outnumber the parallel ones. Instead
of averaging the similarity values, the similarity be-
tween the two documents can be also assessed by
their structural alignment and the similarity of their
parallel segments, visualized using graphs such
as heatmaps and histograms (Figures 1, 2, and 3).
Heatmaps, particularly those based on 20 lemmas,
provide the most accurate depiction of similarity
between the chunks in parallel form.

In the heatmap of MS.1.7 and KS.9.1 (Figure
2), the diagonal line highlighted in a light color
indicates a high similarity of the chunks, illustrat-
ing that these two sections share parallels in the
same order. Conversely, the heatmap of MS.1.6
and KS.8 (Figure 1) does not exhibit such close
parallelism. The heatmap of MS.1.9 and KS.9.11
(Figure 3) shows a similar pattern to that of MS.1.7
and KS.9.1. The histograms corroborate these find-
ings: MS.1.6 and KS.8 contain few sentences with
a high similarity above 0.95, while MS.1.7 with
KS.9.1 and MS.1.9 with KS.9.11 do. This suggests
that MS.1.7 and MS.1.9 were composed under sim-
ilar conditions, in close contact with KS, likely
during a later period of composition.

4.2 Stylometry
The stylo package is used to perform cluster anal-
ysis and principal component analysis (PCA) on
the texts divided into 20-lemma and 100-lemma
chunks.

Figures 4 and 5 show the resulting dendrograms.
The cluster analysis results align with our ex-
pectations for the known evaluation comparisons.
MS.1.1 is consistently separated from the other
texts, confirming its distinct nature. The pairs
of parallel sections in MS and KS are correctly
grouped together, indicating their stylistic similar-
ity. Importantly, the PCA results (Figure 6) provide
insights into our main focus, the comparison of
MS.1.9↔ KS.9.11. This pair shows a closer stylis-
tic relationship compared to MS.1.6↔ KS.8, but
similar to MS.1.7 ↔ KS.9.1. This suggests that
MS.1.9 and KS.9.11 likely share a similar compo-
sitional context or period with MS.1.7 and KS.9.1,
supporting our hypothesis of their later period of
composition and closer intertextual relationship.
These stylometric results, particularly the PCA,
complement our findings from word embeddings
and text reuse detection, providing a multi-faceted
view of the textual relationships in our corpus.

4.3 Text Reuse
The text reuse detection using TRACER yields
the following number of parallels between the text
pairs in Table 2.

Detection of MS.1.1↔MS.1.6 reveals no reuse
(parallel sentence), and those of other sections
show a number of reuse, which indicates the analy-
sis functions appropriately. The detection of 100-
lemma corpora provides the number of close paral-
lels. The highest number of parallels are found be-
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Figure 1: Word2Vec: heatmap and histogram of MS.1.6↔ KS.8 (20 lemma)

Figure 2: Word2Vec: heatmap and histogram of MS.1.7↔ KS.9.1 (20 lemma)

Figure 3: Word2Vec: heatmap and histogram of MS.1.9↔ KS.9.11 (20 lemma)
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Figure 4: Cluster analysis of 20-lemma chunks using
stylo

Figure 5: Cluster analysis of 100-lemma chunks using
stylo

Figure 6: Stylo: Principal Components Analysis (20
lemma)

Table 2: Number of text reuse candidates detected by
TRACER

Text Pair 20-lemma 100-lemma
MS.1.1↔MS.1.6 N/A N/A
MS.1.6↔MS.1.7 13 3
MS.1.6↔ KS.8 8 15
MS.1.7↔ KS.9.1 55 10
MS.1.9↔ KS.9.11 209 15

tween MS.1.9↔ KS.9.11, followed by MS.1.7↔
KS.9.1. The detection of MS.1.6↔ KS.8 in 100-
lemma corpus shows similar number of parallels
to these two comparisons, which contradicts the
previous study and of the analyses with Word2Vec
and Stylo. The reason is that the size of the corpora
is different (MS.1.6 contains 3816 words, MS.1.7
contains 819 words, MS.1.9 contains 1627 words).
Due to the different sizes of the corpora, it is not
appropriate to determine the similarity between
sections based on the absolute number of parallels.
However, graphs can compensate for this limita-
tion.

Figure 7: TRACER: MS.1.7↔ KS.9.1 (20 lemmas)

The graphs of MS.1.7↔ KS.9.1 (Figure 7) and
MS.1.9 ↔ KS.9.11 (Figure 8) indicate the struc-
tural alignment, which is observed in the diagonal
line of parallels, while that of MS.1.6 ↔ KS.8
(Figure 9) does not, as the heatmaps of Word2Vec
indicated.

5 Conclusion

This paper presented an analysis of semantic simi-
larity and text reuse in selected Vedic Sanskrit texts
using word embedding, stylometric method and
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Figure 8: TRACER: MS.1.9↔ KS.9.11 (20 lemmas)

Figure 9: TRACER: MS.1.6↔ KS.8 (20 lemmas)

TRACER. The results from these approaches indi-
cate patterns of similarity and clustering between
different portions of the texts, which can be justi-
fied by previous literary studies. By analyzing the
similarity of MS.1.9↔ KS.9.11, we inferred that
MS.1.9 might share a similar historical period with
MS.1.7.

• Using word embedding, the similarity be-
tween the pairs of sections was appropriately
analyzed, the structural alignment was demon-
strated well in the form of heatmap. The his-
tograms helped us with understanding of sim-
ilarity.

• The cluster analysis using stylo groups the
corpora into intuitive clusters, with clearer
separation at 100-lemma chunks.

• The text reuse detection using TRACER
finds the highest number of parallels between
MS.1.9↔KS.9.11 and MS.1.7↔KS.9.1,
aligning with the stylometric clusters and the
scores by the word embedding. The graphs
show the structural alignment very well.

In conclusion, the computational analysis pro-
vides insights into the relationships between the
texts and their sections in Vedic literature, which
can clarify the process of its composition. The
general agreement between the word embedding,
text reuse detection and stylometric approach en-
hances the validity of the findings, and various visu-
alizations of various analyses complemented each
other’s weaknesses and contributed to a more ac-
curate understanding. Moreover, this study demon-
strates that smaller chunk sizes are beneficial for
finding parallels. On the other hand, documents
with larger chunk sizes encompass various com-
mon topics. This means that documents with larger
chunk sizes proportionally contain fewer topics
that semantically distinguish them from each other,
making it difficult to identify parallel relations with
larger chunk sizes. Therefore, a smaller chunk size
is more suitable for our purpose of finding parallels
or verifying parallel relations between texts.

This research demonstrates the potential of com-
putational methods in Vedic Sanskrit studies, and
other ancient language corpora. Future work can
extend the analysis to more texts, explore other em-
bedding models and stylometric techniques, and
closely examine the nature of the parallels identi-
fied. We hope this encourages further collaborative
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research at the intersection of indology and compu-
tational linguistics.

Limitations

While our study provides valuable insights into
the similarity and intertextuality in Vedic Sanskrit
literature using computational methods, it is im-
portant to acknowledge certain limitations. The
analysis is based on a limited corpus size, focus-
ing on selected sections from two Vedic texts, and
the pre-processing of the texts relies on one possi-
ble interpretation, which could lead to variations
in the results. The Word2Vec model used may
not fully capture the semantic nuances and com-
plexities of Vedic Sanskrit, and more advanced
models like BERT were not explored due to the
limited size of the training dataset. The chunk sizes
used for analysis were chosen based on meaningful
coherence, but different sizes may provide addi-
tional insights. The stylometric analysis focused
primarily on cluster analysis and principal compo-
nent analysis, while other techniques could reveal
further stylistic patterns. The text reuse detection
effectively identifies parallel passages, but their sig-
nificance requires further qualitative analysis by
domain experts. It is important to note that the
computational methods used are complementary
to traditional philological and linguistic analysis,
and integration with existing studies is crucial for
a holistic understanding. Despite these limitations,
our research demonstrates the potential of compu-
tational approaches in studying ancient languages
and texts, and further interdisciplinary collabora-
tions and advancements in computational methods
can greatly contribute to this field of study.

Ethics Statement

This research aims to advance the understanding
of ancient Vedic Sanskrit texts through computa-
tional methods while adhering to ethical consider-
ations. The computational analysis complements
traditional approaches, and the interpretation of
results requires the expertise of Indologists and
Sanskrit scholars. We recognize the cultural and re-
ligious significance of the Vedic texts and approach
the analysis with respect and sensitivity. The meth-
ods and tools used are open-source, promoting
transparency and reproducibility. We acknowledge
the risk of misinterpretation or oversimplification
and emphasize the need for caution in drawing
conclusions. This research has the potential to

contribute to the preservation and understanding
of ancient Indian heritage, inspiring further inter-
disciplinary research and public engagement. We
are committed to conducting this research with in-
tegrity, transparency, and respect for the texts and
the communities that hold them sacred.
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Abstract

This paper presents two significant contribu-
tions: First, it introduces a novel dataset of 19th-
century Latin American newspaper texts, ad-
dressing a critical gap in specialized corpora for
historical and linguistic analysis in this region.
Second, it develops a flexible framework that
utilizes a Large Language Model for OCR er-
ror correction and linguistic surface form detec-
tion in digitized corpora. This semi-automated
framework is adaptable to various contexts and
datasets and is applied to the newly created
dataset.

1 Introduction

The computational processing of historical news-
paper texts is crucial due to the valuable informa-
tion these texts contain about political, economic,
and cultural history. Over the past three decades,
Digital Humanities has driven extensive digitiza-
tion efforts, resulting in numerous curated digi-
tal collections (Berry and Fagerjord, 2017; Dob-
son, 2019). However, converting these images into
machine-readable texts remains challenging, par-
ticularly in achieving accurate transcription. A pri-
mary challenge is the accuracy of OCR technology,
especially with the extremely diverse newspaper
layouts, materially degraded documents, and non-
standardized fonts typical of historical texts. Tra-
ditional OCR methods often produce errors that
complicate subsequent analysis.

To address these challenges, we employed GPT-
4o-mini (OpenAI, 2024), a Large Language Model
(LLM), within a pipeline for OCR error correction.
While the LLM is capable of fixing OCR-related
errors that traditional systems often miss (Langlais,
2024), our pipeline also detects and classifies po-
tential hallucinations to avoid further issues and
streamline the process. Additionally, it contributes
by identifying surface forms—specific word occur-
rences—within the dataset.

1.1 Related Work

The "Chronicling America" initiative marks a sig-
nificant advancement in the digitization of histor-
ical newspaper materials (Humanities). Another
major effort, is the "Atlas - Oceanic Exchanges"
collection, which traces global information net-
works in 19th-century newspaper materials (Ex-
changes). Similarly, “Viral Texts: Mapping Net-
works of Reprinting in 19th-Century Newspapers
and Magazines” (Cordell and Smith) explores the
culture of reprinting in the U.S. before the Civil
War, while the European “Project Impresso: Media
Monitoring the Past” (SNSF and FNR, 2023) ad-
dresses the OCR challenges specific to English and
Germanic languages.

Despite these advancements, historical newspa-
pers are scarcely digitized in the Global South
(LeBlanc, 2024). Consequently, a gap remains in
specialized corpora for 19th-century Latin Ameri-
can newspapers, limiting the study of the region’s
unique historical and linguistic features. Our re-
search addresses this gap by introducing a new
dataset of Latin American newspaper texts in old
Spanish. This dataset was post-processed with
LLM models for addressing OCR errors and dis-
tinguishing them from historical linguistic surface
forms1.

ICDAR post-OCR correction competitions in
2017 and 2019 (Chiron et al., 2017; Rigaud et al.,
2019) presented interesting solutions to error detec-
tion and correction in 10 European languages, such
as Clova AI model based on multi-lingual BERT.
Similarly, Nguyen et al. (2020) achieved compara-
ble results by initializing embeddings with popu-
lar static embeddings such as GloVe (Pennington
et al., 2014). In another approach, Veninga (2024)
examined the fine-tuning of ByT5, a character-

1The dataset is available at https://huggingface.co/
datasets/Flaglab/latam-xix in its three versions: "origi-
nal", "cleaned", and "corrected"
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level LLM, emphasizing the importance of pre-
processing and context length optimization. This
results aligns with earlier studies on character-level
models, such as Amrhein and Clematide (2018),
which demonstrated the potential of character-
based sequence-to-sequence models in improving
OCR correction.

The application of LLMs for post-OCR correc-
tion has gained traction, especially in improving the
accuracy of digitized historical texts. Early work by
Nguyen et al. (2021) laid the foundation by catego-
rizing post-OCR correction methods, highlighting
the challenges associated with isolated-word and
context-dependent approaches. As discussed by
Thomas et al. (2024), the introduction of Trans-
formers’ architecture leads to state-of-the-art per-
formance in various text correction tasks and also
presents a new baseline for post-OCR correction.

Langlais (2024) builds on this foundation by
addressing the persistent issue of OCR quality
in cultural heritage texts. They propose that
LLMs can significantly enhance correction accu-
racy through context-aware processing, although
challenges like hallucinations and language switch-
ing remain. More recent work by Thomas et al.
(2024) demonstrates the superiority of a prompt-
based approach using Llama 2 over traditional
models like BART (Soper et al., 2021a), reducing
character error rates (CER) by over 54%. These
findings are consistent with those of Soper et al.
(2021b), who reported comparable improvements
using fine-tuned BART models. These studies high-
light the evolution from traditional correction meth-
ods to LLM-based approaches. Nevertheless, fur-
ther studies are needed to test correction methods
in historical documents containing linguistic and
regional variants.

2 Sourcing

The dataset was initially compiled from Colom-
bian digital newspaper archives. The primary focus
was on publications that included cartoons or il-
lustrations, which were intended for subsequent
multimodal modeling. This review also extended
to the physical collections on-site, as only approx-
imately 50% of the physical collection had been
digitized. Through this process, 64 newspaper ti-
tles were identified, representing 7% of the total
1,655 publications in the collections. This first iter-
ation resulted in a dataset consisting of 4,032 pages
of scanned pages of newspapers, primarily from

Figure 1: El Oso, Peru. An example of a scanned news-
paper image. The corresponding OCR-extracted text
and the corrected version can be found in Appendix A,
for reference.

Nueva Granada—a former country encompassing
Colombia, Panama, Venezuela, and Ecuador—.

A second iteration completed the revision of
3,038 digitized newspapers of 58 digital collec-
tions across Mexico, Argentina, Colombia, Peru,
Chile, Panama, Venezuela, Uruguay, Bolivia, Cuba,
and Ecuador as shown in Table C1 . Some coun-
tries, such as Bolivia, Cuba, and Venezuela have
very limited or no web collections, resulting in
their underrepresentation or absence from the fi-
nal dataset. Additionally, some newspapers were
printed in Europe due to lower costs; in some cases,
printing outsourcing was utilized. The final dataset
comprises 197 newspaper titles and 23,522 pages
of scanned images, primarily from Mexico City
(Mexico is the only country that has digitized its
entire collection), but also includes publications
from other Latin American cities, such as Buenos
Aires, Lima, Bogota, and Santiago de Chile. An
example of a newspaper image can be observed in
Figure 1.

Originally, the Latin American 19-century news-
paper dataset consists of scanned images. These
images were processed using a layout model, fol-
lowed by an OCR service. The layout model was
specifically trained using data from annotated news-
papers available in Roboflow OCR (2022); Al-
pha (2023); RSCOE (2023); GrabadosXIX (2023).
These datasets were merged into a single dataset
(CD) consisting of 1368 images of newspapers an-
notated for binary layout classification: images and
texts. The CD dataset includes 10% of images from
our newspapers dataset, labeled by hand, and it was
enriched with data augmentation for shear and rota-
tion. These techniques help to increase the model’s
performance in images with scanning errors.

The CD dataset was used to train an image
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recognition model from Azure Cognitive Services2,
which can extract the images in the newspaper page
and extract the text through the OCR. The model’s
performance scored MAP@75 of 87.0%, result-
ing in a collection of annotations and coordinates
for both text and images. These coordinates were
used to crop the original image, and then process it
with the OCR model. Once the OCR results were
obtained, we merged the processed text with the im-
ages, creating a dataset that contains the newspaper
images and their associated text. From a sample
of 2,500 transcribed texts, each containing 1,000
characters, manual supervision revealed that 8.5%
were unreadable. The remaining texts contained
multiple transcription errors, primarily due to the
artisanal printing techniques and the grammatical
and lexical variations of the era. These errors signif-
icantly impacted readability, introducing bias when
using the texts as input for NLP-LLM models.

3 Processing

The dataset includes samples of newspapers that
were either handwritten or produced using early
carving machines. Over time, these machines
would wear out, leading to text features that were
easily confused with backward accent marks, un-
wanted punctuations, or misplaced characters be-
tween words. Such misreadings disrupted the con-
tinuity of the text without adding any semantic
meaning.

Detecting these errors automatically poses a chal-
lenge due to the linguistic shifts between modern
and 19th-century Spanish. OCR models trained on
such historical texts are lacking, especially consid-
ering the semantic and orthographic changes over
time. For instance, what might appear as an OCR
error could instead be a historical surface form of a
word; for example, the conjunction "y" (and) was
often written as "I".

Additionally, some texts were completely unin-
telligible for OCR, and challenging for humans to
interpret, due to the fonts used in certain newspa-
pers. The varied layouts of these newspapers also
resulted in texts filled with scores or numbers, or in
some cases, samples containing only chapter titles
or numbering (e.g., "III IV V"), which added noise
to the dataset. A general overview of the pipeline
from the source until the final post-processed, is
observed in Figure 2.

2Model available through Azure cloud services
at https://learn.microsoft.com/en-us/azure/
ai-services/computer-vision/

3.1 Cleaning and filtering

Some of the most common cleaning steps for text
data include removing duplicates and noisy data,
which are particularly crucial for subsequent analy-
sis. In this case, 3.08% of rows were removed due
to duplicates or empty texts. Additionally, 1.74%
of rows were filtered out where over 50% of the
characters were non-alphabetic, as these rows are
more likely to be noise than useful content. Rows
with four or fewer tokens were also removed, ac-
counting for 0.61% of the data; this was achieved
by training a new tokenizer with a vocabulary size
of 52,000, derived from the BETO (Spanish BERT)
pre-trained tokenizer (Cañete et al., 2020).

3.2 Post-OCR LLM Correction

As previously discussed, LLMs have established
a baseline for correcting OCR errors in historical
texts (Thomas et al., 2024; Langlais, 2024). De-
tecting and fixing OCR errors from newspapers is
challenging because these errors are often subtle
and numerous. This problem is especially pro-
nounced with 19th-century newspapers, where the
quality of the paper and the outdated printing meth-
ods contribute to a high frequency of errors. These
errors create significant noise and complicate the
text correction process (Lopresti, 2008).

In this paper, we use a technique for detecting
OCR errors and correcting them using GPT-4o-
mini and taking advantage of the fact that LLMs
were trained mostly in modern language. This way,
manually checked rules can classify corrections
between errors, word surface forms, or none of
both (hallucinations). These rules, explained in
the following section, were revised and selected by
a field expert who served as well as an evaluator
for these corrections testing their precision for this
case.

We employed a diff algorithm to detect the differ-
ences between the original and corrected texts. This
approach allowed us to fully leverage the LLM’s
ability to correct the text while ensuring a reliable
and structured output. The diff algorithm identi-
fies added, removed, and changed parts between
the two texts, similar to the functionality seen in
GitHub’s blame feature. By doing so, we can spec-
ify the exact changes made during the correction
process, enabling us to classify these alterations
effectively.

This method proved more effective than instruct-
ing the LLM to return corrections in a specific
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Figure 2: Overview of the full methodology pipeline. The blue components correspond to the Layout+OCR stage
to get to digitized text, and the orange components correspond to the Post-OCR LLM Correction stage. The two
outputs of the pipeline are the LatamXIX Corrected Dataset and the List of Surface Forms. The Custom Layout
Model also extracts the images of the newspaper which are then assigned to the related texts (context). The final
version of the text has the OCR errors corrected but not the surface forms, as they are part of the language.

format, such as JSON, as the diff algorithm pro-
duced shorter, more consistent, and less variable
outputs. Additionally, this differentiation allows us
to ignore any additions or deletions that result from
LLM hallucinations, focusing instead on meaning-
ful changes. An example of the original text, the
corrected version, and the detected differences can
be found in Appendix A, as well as the parameters
chosen for this step.

3.3 Corrections Classification
Once the corrections are detected and isolated
through the diff algorithm, the last step is to clas-
sify them. Still, first, it is important to state the
main differences between the possible labels for
each correction:

• Surface form: In linguistics, the term sur-
face form (or word form) denotes the specific
appearance of a word in a given context, con-
trasting with its lexical form, which pertains
to its meaning (Sarveswaran et al., 2019). Dur-
ing the 19th century in Latin America, certain
words were documented with variant spellings
reflecting language shifts over time. It’s im-
portant to note that changes in surface forms
do not necessarily alter the semantic content
of the word, but rather represent orthographic
modifications.

• OCR error: An OCR error, on the other hand,
refers to every possible misread text from the
real newspaper text. The OCR errors must
be corrected but must be carefully separated
newspaper linguistic "errors" that contribute
to the linguistics of the time.

• Hallucinations: If none of the above is the
case, the correction is an LLM hallucination
or a translation to modern Spanish, which
would be wrong, so these corrections must
be omitted.

To enhance classification rule analysis, correc-
tions were noted along with their frequency across
the dataset to assess relevance. All corrections
were converted to lowercase for effective grouping.
Many corrections were reviewed and consolidated
into a set of linguistic rules for categorization. This
framework can be used to identify and analyze
similar changes and classification rules in other
languages and contexts. This paper presents a vali-
dated set of standardized rules and exceptions for
classifying corrections in the LatamXIX dataset.

3.3.1 Accent changes

Corrections involving only accent changes (addi-
tion or removal) between the original and corrected
texts refer mostly to surface forms, given the differ-
ences between 19th-century Spanish accent rules
and modern ones (Montgomery, 1966). This in-
cludes varied accent expressions for the same word,
such as "antes" sometimes written as "ántes". Sur-
face forms pose problems for NLP tasks because,
in Spanish, words without accents can have dif-
ferent meanings, such as "acepto" (present) and
"aceptó" (past). Thus, for some NLP tasks, focus-
ing on surface forms without accent changes may
be preferable, which is another outcome presented
in this paper.
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Feature Value
Size ∼ 128MB

Rows 64, 077
Words ∼ 22M
Tokens ∼ 28.7M

Newspapers 197
Years Range 1806 - 1899

Total Corrections 830,951
Surface Forms 37,492

Non-Accent Surface Forms 7,466
% of OCR Error Corrections 12.33%
% of Hallucinations Detected 77.96%

Table 1: Final Historical Ink: LatamXIX LLM Post-
OCR corrected dataset

3.3.2 Specific changes
A set of letter-to-letter changes was extracted to
represent key surface words and common OCR
errors. For surface words, common changes in-
clude "y" for "i" or "g" for "j", e.g., "mui" for "muy"
and "jeneral" for "general"; in fact, the connector
"y" used to be written as "i" in most of the early
19th-century texts (Bouzouita and Gutiérrez, 2015).
Common OCR errors include accent misreading or
number confusion, such as "ó" read as "6" or "i"
as "1". Appendix B shows a list of surface form
changes.

3.3.3 Other letter-to-letter changes
When the number of letters in the original and cor-
rected texts matches, changes generally refer to
OCR errors, e.g., "la" misread as "In" or "señor"
as "sefor".

3.3.4 Remaining changes
Corrections not fitting the preceding categories are
challenging to classify as OCR errors or hallucina-
tions, particularly with multiword corrections. A
text similarity ratio was computed based on posi-
tional character matches between the original and
corrected texts. This ratio, combined with the num-
ber of words in the corrected text and correction
frequency, helped categorize corrections. For in-
stance, "ascripeión" to "suscripción" had a ratio
of 0.76, while "que" to "como" had a ratio of 0.0,
effectively distinguishing most cases.

4 Results

Following the outlined steps, we produced the
LatamXIX dataset, as shown in Table 1 and de-
tailed in Appendix C, alongside a flexible LLM

OCR correction framework. This framework al-
lows for easy interchange between datasets or
LLMs, facilitating further research. We also com-
piled a list of 19th-century Latin American Spanish
surface forms from newspapers and developed a
general framework for detecting these forms in di-
verse contexts.

Old Spanish surface forms are particularly useful
for semantic change detection, capturing meaning
variations of specific words and aiding comparisons
of their historical evolution across different periods
and Spanish-speaking regions.

In terms of LLM post-OCR corrections, the sys-
tem generated 830,951 corrections. However, a no-
table 78% of these were classified as hallucinations,
indicating the model’s tendency to generate incor-
rect or fabricated content when uncertain. Only
12% addressed actual OCR errors, reflecting the
core objective of the framework. This gap high-
lights a key limitation of current LLM models in
historical OCR correction, where distinguishing
between genuine errors and hallucinations remains
a challenge, especially in specialized datasets.

Moreover, due to Azure OpenAI’s API content
policy for the chosen LLM (GPT-4o-mini), 2,899
rows (4.52%) were excluded from processing be-
cause they contained content flagged as harmful,
violent, or sexual. This limitation underscores the
challenges content moderation policies pose when
applying LLMs to historical texts. The percent-
age of flagged content provides insight into the
prevalence of such material in 19th-century Span-
ish, offering valuable perspectives for comparative
analysis with modern Spanish 3.

5 Future Work

While the OCR correction using LLMs has pro-
gressed towards a more automated pipeline, a
substantial portion of rule definition within the
presented framework still requires manual profes-
sional input. To advance this process, future work
should aim to enhance the automation of the rule-
defining procedures. By reducing the reliance on
human expertise, we can improve both the effi-
ciency and accuracy of the OCR correction frame-
work.

3The dataset, surface forms, and processing steps are avail-
able in https://github.com/historicalink/LatamXIX
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6 Limitations

A significant limitation of this work is the reliance
on manual evaluations for assessing OCR accuracy,
as most evaluations and rule definitions were per-
formed by experts. This manual process introduces
subjectivity and limits scalability. The absence of
a comprehensive automated evaluation method pre-
vents more consistent accuracy assessments and re-
stricts the ability to refine the framework based on
objective metrics like Character Error Rate (CER).
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A LLM Correction

A.1 Prompt
Below is the prompt used to request the LLM to
correct the historical text extracted by the OCR
model. This prompt remained unchanged for the
correction of the entire dataset and was generated
through manual trial and error, ensuring it was con-
cise enough to accommodate the potential length
of the text.

Dado el texto del siglo XIX
entre ˋˋˋ, retorna únicamente
el texto corrigiendo los errores
ortográficos sin cambiar la
gramática. No corrijas la
ortografía de nombres:

ˋˋˋ

{text}

ˋˋˋ

Equivalent to the following prompt in English:

Given the 19th-century text
between ˋˋˋ, return only the text
with spelling errors corrected
without changing the grammar.
Do not correct the spelling of
names:

ˋˋˋ

{text}

ˋˋˋ

A.2 Example
The LLM response was successful for most of the
texts except for some cases where Azure’s Content
Policy was triggered due to text content, and for
very long texts where the model started to halluci-
nate the whole text. An example of an original text,
its retrieved LLM correction, and all the changes
detected by the diff algorithm is the following (sur-
face forms and OCR errors) is:

• Original: La publicacion del Oso se harà dos
veces cada se mana, y constará de un pliego
en cuarto ; ofreciendo à mas sus redactores,
dar los gravados oportunos, siempre que loex-
ija el asuntode que trate. Redactado por un
Num. 8. TEMA del Periodico. POLITICA
MILITAR. OCTAVA SESION. Abierta la se-
sion á las dore y un minuto de la noche , 25
de Febrero de 1845 , con asistencia de todos
los Señores Representantes, se leyó y aprobó
la acta de la Asamblea anterior , ménos en
lo tocante à la torre del Convento de Santo
Domingo, punto que quedó para ventilarse en
mejor ocasion. En seguida se dió cuenta de
una nota del Ejecutivo , referente à que urjía
la necesidad de organizar un Ejército ; pues
decia el Excmo. Decano: - "Un poder sin
bayonetas vale tanto como un cero puesto á la
izquierda."

• Corrected: La publicación del Oso se hará
dos veces cada semana, y constará de un
pliego en cuarto; ofreciendo además sus redac-
tores, dar los grabados oportunos, siempre
que lo exija el asunto de que trate. Redac-
tado por un Num. 8. TEMA del Periódico.
POLÍTICA MILITAR. OCTAVA SESIÓN.
Abierta la sesión a las dos y un minuto de la
noche, 25 de Febrero de 1845, con asistencia
de todos los Señores Representantes, se leyó y
aprobó la acta de la Asamblea anterior, menos
en lo tocante a la torre del Convento de Santo
Domingo, punto que quedó para ventilarse en
mejor ocasión. Enseguida se dio cuenta de
una nota del Ejecutivo, referente a que urgía
la necesidad de organizar un Ejército; pues
decía el Excmo. Decano: - "Un poder sin
bayonetas vale tanto como un cero puesto a la
izquierda."

B Specific Surface Form Changes

For the surface form extraction from the texts and
its differentiation from OCR errors and LLM hallu-
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cinations, a set of surface form changes was con-
structed for 19th-century Latin American Spanish.
The complete set of known changes with an exam-
ple for each case is presented in Table B1.

Change Example
á↔ a hara→ hará
é↔ e fué→ fue
í↔ i decia→ decía
ó↔ o ocasion→ ocasión
ú↔ u ningun→ ningún
i↔ y mui→ muy
j↔ g jente→ gente
v↔ b gravado→ grabado
s↔ x espiró→ expiró
j↔ x méjico→ méxico
c↔ s faces→ fases
s↔ z dies→ diez
z→ c doze→ doce
q→ c quatro→ cuatro
n→ ñ senor→ señor
ni→ ñ senior→ señor
k→ qu nikel→ níquel
k→ c kiosko→ quiosco

ou→ u boulevar→ bulevar
s→ bs suscriciones→ subscripciones
c→ pc suscriciones→ subscripciones
s→ ns trasportar→ transportar
t→ pt setiembre→ septiembre
rt→ r libertar→ liberar
r↔ rr vireinato→ virreinato

...lo→ lo ... cambiólo→ lo cambió

...se→ se ... acercóse→ se acercó

Table B1: Set of Surface Form change rules to extract
them from the LatamXIX dataset

C Dataset Overview

A more specific overview of the dataset is described
in Figure C1 and Table C1.

Country Presence (%)
Mexico 49.59%

Argentina 21.23%
Colombia 12.53%

Peru 8.43%
Chile 6.39%

Panama 0.83%
Venezuela 0.52%
Uruguay 0.17%
France 0.16%

Ecuador 0.09%
Spain 0.06%

Table C1: LatamXIX dataset presence distribution
grouped by country

Figure C1: LatamXIX dataset decade distribution
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Abstract

We examine the relationship between the
canonization of Danish novels and their textual
innovation and influence, taking the Danish
Modern Breakthrough era (1870–1900) as a
case study. We evaluate whether canonical
novels introduced a significant textual novelty
in their time, and explore their influence on
the overall literary trend of the period. By
analyzing the positions of canonical versus
non-canonical novels in semantic space, we
seek to better understand the link between
a novel’s canonical status and its literary
impact. Additionally, we examine the overall
diversification of Modern Breakthrough novels
during this significant period of rising literary
readership. We find that canonical novels
stand out from both the historical novel genre
and non-canonical novels of the period. Our
findings on diversification within and across
groups indicate that the novels now regarded
as canonical served as literary trendsetters of
their time. To ensure reproducibility, code and
raw data are available at https://github.
com/centre-for-humanities-computing/
memo-canonical-novels.

1 Introduction

At the beginning of the 21st century, the Dan-
ish government published an Educational Canon
(Undervisningskanon) and a Cultural Canon (Kul-
turkanon) in an attempt to improve knowledge of
Danish literature among the population, and to stan-
dardize school syllabi (Harbild et al., 2004). Both
canons were met with criticism, and the canon de-
bate flared up in full force – a development similar
to, e.g., the Netherlands and Germany (Mai, 2016;
Smid, 2022). Much of the criticism in Denmark
was of the canon being unrepresentative and lack-
ing diversity, including but one female author at
the time (Fibiger, 2004).

The Danish canon debate echoes a central issue
in literary scholarship, dating at least to the ‘canon

wars’ of the 1980s (Guillory, 1995; Witt, 2000):
the critique that the canon is a top-down, contem-
porary construct that does not accurately reflect
works’ historical significance, their impact on read-
ers, or the breadth of literary production of a period.
Still, advocates for the ‘canon’ being a meaningful
term1 argue that canonical works exhibit an endur-
ing literary value and distinguish themselves by
their lasting influence and innovation at the textual
level (Bloom, 1995; Van Peer, 2008).

In this paper, we examine two hypotheses reflect-
ing these polar stances on the canon: that canonical
works are top-down and present day constructs, so
that they would not stand out textually from their
contemporaries (H1); and that canonical works dis-
tinguish themselves by textual novelty and literary
influence, in which case we would expect them to
show an impact on their literary field (H2).

To gauge whether books that are (today) consid-
ered canonical exhibit these distinguishing traits –
textual innovation and literary impact and whether
this resonates in what was published after – we
compare canonical novels to novels that did not
make it into the different constructions of ‘canon’
in a case study of Danish novels written in the Mod-
ern Breakthrough era. This late 19th century period
is particularly suited as a case study of canon/non-
canon dynamics for three reasons: 1) It allows us
to examine the status of canonical works within
their historical context. 2) It allows us to work with
a complete corpus of the literary production of a
time period – albeit limited. This is particularly
significant because attempts to address issues of
canon representativity often face the challenge of
not catching the ‘dark numbers’ of literary produc-
tion – the extensive numbers of titles forgotten or
overlooked (i.e., the ‘great unread’ (Moretti, 2000)).

1Many literary scholars argue the opposite, that the canon
should be rethought or revised (von Hallberg, 1983), and that
terms like ‘classics’ belong to the “precritical era of criticism
itself” (Guillory, 1995).
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Lastly, 3) the Modern Breakthrough era is a period
of significant political and cultural upheaval, where
we would expect to see literary innovation.

The Modern Breakthrough (1870-1900) – in
Danish, det Moderne Gennembrud – marked a
significant shift towards realism and naturalism,
diverging from the romantic and idealistic styles
that characterized the preceding period (D’Amico,
2016). Spearheaded by the influential critic Georg
Brandes,2 this era brought as much cultural as so-
cial change (Bjerring-Hansen and Wilkens, 2023).
Literature of the period was unprecedented in em-
phasizing social issues, individualism, and a sci-
entific approach, advocating for art to reflect and
critique society (Mai, 2022). Moreover, the period
saw a great rise in the number of literary publica-
tions (Bjerring-Hansen and Jelsbak, 2010), as well
as an incline in previously underrepresented voices:
journalists, teachers, and female authors published
more (Bjerring-Hansen and Wilkens, 2023).

The current study focuses exclusively on Modern
Breakthrough novels, which is not just a method-
ological choice to increase comparability,3 but also
recognises the novel’s central position in the liter-
ary field of the late 19th–20th century. In this period,
the novel expanded its reach to a broad and diverse
readership, whereas poetry largely catered to a lim-
ited elite audience (Levine, 2008; Bjerring-Hansen
and Jelsbak, 2010). This democratization of litera-
ture, coupled with the novel’s generic capacity to
reflect the complexities of a rapidly changing soci-
ety4 – social, political, and personal – renders it the
period’s most dynamic and malleable genre. It is a
genre in which we expect much – even short-term –
development in this period. As both a popular and
prestigious genre, the novel also reflects the evolv-
ing tensions between canonical authority and popu-
lar appeal, making it an unparalleled document for
tracing literary influence and its directionality in
the period.

This paper is structured as following: Section 2

2Brandes’ first Copenhagen lecture of the series “Hoved-
strømninger” (1871), and the publication of J.P. Jacobsen’s
Mogens (1872) are often pinpointed as the start of the Modern
Breakthrough (Bjerring-Hansen and Rasmussen, 2023).

3This choice is naturally also restricted by data availability,
as a corpus spanning the whole population (i.e., covering the
‘dark numbers’ of literary production is a rare resource.

4The ability to reflect social reality is an often highlighted
generic trait, as in the seminal The Rise of the Novel of Watt
(2001), describing the novel as ‘truth to individual experience’.
Similarly, Armstrong (1987) suggested that the 19th century
novel reflected societal upheaval but was also an important
instrument of change in bringing the middle class to light.

contains a discussion of related work on canonicity,
literary innovation and influence, and the Danish lit-
erary context. In Section 3, we describe the dataset
and annotations. Our methodological pipeline is
described in Section 4, and includes the creation
of document embeddings using both a multilingual
model and TF/IDF, clustering methods for validat-
ing embeddings, and measuring diachronic change
to explore how the canon and non-canon evolve
over time. The results are presented in Section 5,
followed by a discussion in Section 6. We finish
with concluding remarks in Section 7, and a dis-
cussion of the limitations of this study (Section
8).

2 Related Work

2.1 Textual profile of canonical works

The discussion about canon has been torn between
two extreme poles, where canonicity is either seen
as something conferred ‘from above’ or as sig-
naling the excellence of particular works ‘from
below’ in terms of text-intrinsic features (Bloom,
1995). Recent studies show a nuanced take on
the debate: while they show that text-extrinsic
features5 might be good predictors of canonicity
(Brottrager et al., 2021), canonical works also ap-
pear to have a unique textual profile compared to
non-canonical works (Barré et al., 2023; Brottrager
et al., 2021; Porter, 2018). Beyond the binary dis-
tinction (canon/non-canon), canonical works ex-
hibit textual profiles different from other types of
excellence categories in literature, e.g., bestselling
or prize-winning novels (Bizzoni et al., 2024; Wu
et al., 2024). They have been found to have a denser
nominal style (Wu, 2023) and lower readability,
elicit higher LLM perplexity, and show more un-
predictable sentimental dynamics (Bizzoni et al.,
2024).

The axis along which canonical works are ana-
lyzed could be termed ‘stylistic difficulty’. Here,
traditional linguistic metrics and information the-
ory have been employed to show that texts with
greater literary prestige tend to exhibit higher lev-
els of reading difficulty (Algee-Hewitt et al., 2016;
Bizzoni et al., 2024; Wu et al., 2024), than more
‘popular’ works of literature which use a more ac-
cessible language, and find a broader audience (Biz-
zoni et al., 2023). However, few studies go beyond
features of linguistic and stylistic complexity in

5I.e., cultural, political or market traits, as in Wang et al.
(2019).
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examining the canon, although some have shown
that both sentiment and semantic profiles may be
good predictors of more popular literature (Mahar-
jan et al., 2018; Bizzoni et al., 2024).

Since literature is clearly a multidimensional
phenomenon, we ideally take all these textual lev-
els into account when we try to grasp the differ-
ence between canon and non-canon. Therefore, we
make use of document embeddings, which are able
to capture text characteristics at various levels, in-
cluding stylistics and semantics (Wang et al., 2023;
Terreau et al., 2024; Reimers and Gurevych, 2019).

Moreover, while textual metrics are generally
used to predict a modern label (e.g., what has been
shown to sell well/has become canon), few studies
have looked into the dynamics of the literary field
within the period itself (Brottrager et al., 2022).
Although authors like Henrik Pontoppidan are re-
garded as canonical and influential today, it is un-
certain whether their exceptional status was equally
recognized by their contemporaries. Thus, the is-
sue of canonicity is closely tied to the concepts of
intertextuality and literary influence, which have
traditionally focused on how individual authors
were shaped by their predecessors (Bloom, 1975,
2011; Bassnett, 2007). If canonicity can be viewed
as a marker of reception, we must consider how
latent this reception was. In the context of this
study, we are interested in the direction of literary
influence, specifically whether books that become
canonical influence subsequent novels or if they
adapt to the overall novel production.

2.2 Canon and popular literature in the
Modern Breakthrough

Reading audiences grew significantly during the
Modern Breakthrough, and a more differentiated
selection of literature became available to more and
better readers than before (see also the increase of
novels published in Appendix A) (Bjerring-Hansen
and Jelsbak, 2010; Hertel Hans, 1983).6 In the
period, we also see an intellectual disdain for the
‘popular novel’, what Brandes spoke of as ‘døgnlit-
teratur’ (ephemeral literature, or literature ‘of the
day’) (Brandes, 1877). Døgnlitteratur included,
for example, the historical novel such as by Walter
Scott, who had an enormous influence on the Dan-

6Beyond the growth of novel readership in the period,
which Bjerring-Hansen and Wilkens (2023) call a ‘reading
explosion’, Danish daily press also saw a great increase in this
period, from 36 newspapers in 1847 to 156 in 1914 (Bjerring-
Hansen and Wilkens, 2023).

ish and European literary field in the time preceding
the Modern Breakthrough (Munch-Petersen Erland,
1978; Lukács, 1964).7 As a match for the popu-
larity of translated Scott novels (Munch-Petersen
Erland, 1978), in the Danish context, especially
B.S. Ingemann should be foregrounded. Ingemann
had a diverse audience – from sailors to the (Sorø)
academy – and received the same disdain from the
intellectual elite in the period of the Modern Break-
through as Scott (Bjerring-Hansen and Rasmussen,
2023). While the scorn of the popular novel was
itself not a new phenomenon – also present in the
reception of Ingemann (Martinsen, 2012) – it was
in the Modern Breakthrough accompanied by a de-
cline in the historical novel genre (Bjerring-Hansen
and Rasmussen, 2023), and a rise in what Bjerring-
Hansen and Wilkens (2023) have broadly called
the ‘realist novel’, pitching the two types of novels
starkly against each other (Bjerring-Hansen and
Rasmussen, 2023).

However, this polarization within the genre and
the dynamics of trends and innovation in the novel
of this period are less explored – a period where the
appearance of the Modernists in Danish literature
coincided with the decline of the previously very
viable popular genre of the historical novel at a
time at which the demand for popular literature
was on the rise.

3 Data

Our dataset consists of a collection of 838 original
Danish and Norwegian novels (1870-1900), with
connected metadata, e.g., number of pages, book
prizes, and publishing house.8 Previously, Bjerring-
Hansen and Rasmussen (2023) tagged the corpus
for whether a work is a historical novel or not. The
corpus consists of all original first-edition novels
published by Danish publishers in the period.9

As we sought to examine the relationship be-

7Moretti has also shown how the historical novel à la Scott
gained a predominant position in the literary field 1740-1840,
marginalizing older genres (Moretti, 2007).

8All novels, including the ones written by Norwegian au-
thors, were published in the Danish language and at Danish
publishing houses.

9The MiMe-MeMo corpus was compiled by Jens Bjerring-
Hansen, Philip Diderichsen, Dorte Haltrup, and Nanna Emi-
lie Dam Jørgensen, based on the Danish book index (Dansk
Bogfortegnelse). It indexes all publications (1830-), includ-
ing novels by Norwegian authors at Danish publishers. Cre-
ators excluded everything not novels (e.g., short story collec-
tions). For details, see Bjerring-Hansen et al. (2022). Ver-
sion 1.1 (used in the present study) is accessible at: https:
//huggingface.co/datasets/MiMe-MeMo/Corpus-v1.1.
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tween today’s canonized novels from the Modern
Breakthrough and the overall production of the
period, we added a tag that informs us about the
canonicity of the work. To compare the canons
defined by a government-designated committee –
which do not include Norwegian authors – with a
canon that we assume to be created from a literary
expert point of view (and less driven by a political
agenda), we create a second canon that includes
novels that are listed and mentioned in the lemma
‘det moderne gennembruds litteratur’ of the ency-
clopedia Den Store Danske.10 We thus added the
following tags to the novels in our corpus:

• CE Canon: Cultural/Educational Canon, re-
ferring to novels whose titles are included in
the Cultural Canon, or whose author is in-
cluded in the Educational Canon.

• LEX Canon: Lexicon Canon, referring to
novels that were not included in the Educa-
tional Canon and Cultural Canon, but whose
author is mentioned in the lists of novels and
novellas in the ‘det moderne gennembruds lit-
teratur’ lemma of Den Store Danske.

• E Canon: Extended Canon, referring to all
novels that are included in CE Canon and/or
LEX Canon.11

• Other: Other, referring to the novels that are
neither tagged as historical, nor included in
one of the canons.

Statistics of the corpus and every category can be
found in Table 1.12

4 Methods

We developed a methodological pipeline consisting
of the following steps:
1. Choosing embedding model. We test four em-
bedding models to decide on the one best suited
for our task and corpus. We test these using a
weighted average between a historic clustering

10See https://denstoredanske.lex.dk/det_
moderne_gennembruds_litteratur. We are aware
that the Educational and Cultural Canon and the Den Store
Danske lemma include more genres than the novel. This paper
focuses specifically on the canonical reputation of the novel.

11Note that some tags overlap, so that we tag as histori-
cal–canon in the following visualizations anything that was
both tagged historical and was in either of the canons.

12An extended dataset (with added tags) is available
on HuggingFace: https://huggingface.co/datasets/
chcaa/memo-canonical-novels.

titles authors

Corpus 838 371

Cultural/Educational Canon 36 6
Lexicon Canon 110 19
Extended Canon 114 21
Historical Novels 65 (8) 19 (4)
Other 667 335

Table 1: Statistics on the corpus. Note that there is
overlap between the categories: there are titles that are
both in the Cultural/Educational Canon and the Lexicon
Canon. The numbers between brackets in the Historical
Novels category refer to titles that are tagged as a his-
torical novel, but also included in one of the canons.

x SEB Historical SoI

Number of Datasets → 24 1 25
Models ↓
m-e5-large-instruct 66.65 40.10 53.38
m-e5-large 60.69 27.66 44.18
DFM-large 55.14 35.13 45.14
MeMo-BERT 36.85 35.38 36.12

Table 2: The performance of encoder models on the
Scandinavian Embedding Benchmark (SEB) tasks and
on the custom historical task. The Score of Interest
(SoI) reflects the model’s average score across tasks.
The highest score is in bold, and the second highest is
underlined.

task and the Scandinavian Embedding Benchmark
(SEB)13 (Enevoldsen et al., 2024) to get a model
performing well generally and across historical doc-
uments. The performance of the four models can
be found in Table 2. For our models, we use the
MeMo-BERT trained on Danish and Norwegian
historical documents (Al-Laith et al., 2024), the
best-performing Danish sentence encoder DFM-
large (Enevoldsen et al., 2023) along with the two
best-performing open-weight14 models on SEB,
m-e5-large as well as its prompt-based version m-
e5-large-instruct (Wang et al., 2024b). Prompt-
based models allow for adaptation of the embed-
ding space depending on the use case and have
been shown to improve performance significantly
(Muennighoff et al., 2023; Enevoldsen et al., 2024;
Wang et al., 2024b) as seen in Table 2 we also find
this to be the case. For the prompt-based model,
we used the instruction "Identify the author of a
given passage from historical Danish fiction" for
evaluation of the historical task. For readability,

13We use the latest version of SEB (v0.13.6).
14We avoid using commercial APIs to ensure reproducibil-

ity.
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(a) embeddings

(b) TF/IDF values

Figure 1: PCAs of the entire corpus (left) and the canonical and historical novels (right), based on embeddings and
TF/IDF values. Note that canon and historical groups cluster more in the PCA based on embeddings.

we short the model names. For full model refer-
ences along with revision, see Appendix F. We
present the construction of the historic task in Ap-
pendix G. We continued with the best performing
model, m-e5-large-instruct.
2. Creating document representations. We cre-
ate two types of document representations: our
main approach is creating semantic embeddings,
while we use lexical embeddings to validate our
semantic embeddings.

• Semantic embeddings. We slice each novel
into chunks of the same size.15 Afterwards,
we create embeddings for every chunk with
the m-e5-large-instruct model, using the same
prompt as in the previous step. The average of
all document embeddings of one novel is used
as a representative embedding for that novel.

• Lexical embeddings. After pre-processing
the documents (lowercasing, removing punc-
tuation), we create a TF/IDF representation

15Since the maximum chunk size includes the length of the
prompt, we use a chunk size of 512 - 87 = 425 tokens.

of each novel using sklearn (Pedregosa et al.,
2011).

3. Clustering embeddings for method validation.
We validate our method by clustering the obtained
document embeddings using different measures
and visualizations, including dendrograms (see Ap-
pendix B) and a PCA as implemented in sklearn
(Pedregosa et al., 2011). We use PCA as it pre-
serves the global structure of the embedding space.
4. Measuring diachronic change. We use intra-
and inter-group (cosine) similarity to measure how
the canon and non-canon evolve over time and how
they influence each other.

5 Results

5.1 Validation of embeddings
We perform clustering methods on the two different
types of embeddings to verify the novel distribu-
tion based on semantic and lexical features. The
two PCAs in Fig. 1a are based on the semantic
embeddings of the novels. The left PCA shows
that overall, the novels that are tagged as canonical
and/or historical (colored blue, purple, and orange)
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Figure 2: PCA’s of (left) the first half of the corpus (1870-1888) and (right) the second half of the corpus (1888-
1899), with novels ordered chronologically.

largely overlap with the rest of the corpus (col-
ored green). This tells us that, at first sight, their
semantic style does not differ significantly from
the overall literary production during the Modern
Breakthrough. When we only look at the canonical
and historical novels, as visualised in the right PCA,
we see a distinction between the historical novels
(orange) and the canonical novels. This can also be
confirmed in the dendrogram in Appendix B (Fig.
6a), in which the clear orange cluster of historical
novels at the right side of the plot suggests that they
share similarity in semantic space.

When we compare these figures with the ones
based on the TF/IDF values, we see some interest-
ing differences. The PCAs (Fig. 1b) do not show
as clear clusters of canonical novels and histori-
cal novels, and the same goes for the dendrogram
(Fig. 6b in Appendix B). The works of the earlier
mentioned author Pontoppidan for example do not
cluster on lexical style, and only parts of the histor-
ical novels cluster together, while the rest is spread
out over the other branches. It suggests that our
semantic embeddings go beyond lexical features.
This is in line with previous results (Enevoldsen
et al., 2024) indicating that document embeddings
primarily capture semantics and, e.g., cannot dif-
ferentiate between correct/incorrect word order.

5.2 Diachronic change

A diachronic comparison between semantic embed-
dings of the first 419 novels in our corpus (pub-

lished between 1870 and 1888) and the latter 419
novels (published between 1888 and 1899) shows
a difference over time in the relationship between
canonical novels and the rest of the corpus (see
Fig. 2). While the left PCA shows that canoni-
cal novels (colored light and dark blue) cluster on
the upper-left side of the green cluster (with non-
canonized novels) in the period 1870-1888, the
canonized and non-canonized novels show much
more overlap in the later period. It suggests that
the early Modern Breakthrough works that became
canonical differed semantically from the overall
production of that time, while the later canonical
works were more similar to the other novels of that
time.

To verify this potential diachronic change, we
compute the mean embedding of canonical nov-
els and non-canon novels for each rolling window
(window size of 4 years) across the 30-year pe-
riod and plot the cosine similarity between the two
groups for each window (Fig. 3b).16 We see a ro-

16Due to the discrepancy in group sizes (e.g., canon vs.
non-canon) and the overall skewed distribution of our corpus
(see Fig. 5 in Appendix A), we used simulation methods to
compare cosine similarity across time windows. For each
window, we simulated 1,000 Gaussian distributions of cosine
similarity for each group based on their respective means and
standard deviations. The overall mean of these 1,000 runs
was used for each group in the comparison. For intergroup
comparisons, we employed the same approach by simulating
the mean embedding of each group (1,000 runs per window)
and then calculating the average cosine similarity between the
groups’ embeddings across runs for each window. To ensure
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(a) Intra-group similarity across time, using the mean cosine similarity of books in a rolling window (s = 4, step = 1) over the
years for each category – all books and our extended canon definition. Spearman’s rho of the correlation between year and
mean intragroup similarity (on top), p < 0.01. For each rolling window, group size > 2. Note that both groups tend to get more
internally diverse across time, though canon books less so and less consistently.

(b) Inter-group similarity across time: The cosine similarity between the average canon and non-canon embedding per rolling
window (s = 4, step = 1). Note that a correlation with time persists after 1875 (ρ .42).

Figure 3: Intra-group similarity and inter-group similarity across time.

bust positive correlation with time (Spearman’s ρ
.7, p < 0.01),17 suggesting that canonical novels
become increasingly similar to non-canonical nov-
els. This positive correlation is partly due to the
steep increase in inter-group similarity before 1875.
Nevertheless, the correlation with time persists af-
ter that year (ρ .42). The flattening of the curve
might suggest that certain subgenres continue to
disappear (like the decline of the historical novel),
or it might reflect how the entire literary field is
more standardized from 1875 and onwards.

When we look at the intra-group similarity of all
canonical works – using the same rolling window to
extract intra-group cosine similarity over time – we
see a decrease in similarity internally in the canon
group, suggesting that the canon group becomes
more internally diverse over time. The same trend,
though slightly stronger, can be observed in the
corpus as a whole (Fig. 3a).18 Note that these
correlations of intra- and inter-group similarity over
time hold regardless of which model (among those
tested) is used to create embeddings (see Table 3
in Appendix C.

To detect whether the canon moves towards the
non-canon over time, or the other way around, we

results are not skewed because we assume a normal distri-
bution, we also tested a bootstrap sampling, which yielded
similar results.

17Due to our simulation approach, results may vary slightly
for each run, so correlation coefficients with time should be
taken as estimations rather than precise values.

18For further validation of the limited range of cosine simi-
larity values in our study, see Figure 7b in Appendix D.

gauge the directionality of both groups. We split
the corpus in two equal parts, in the same way as
done for Fig. 2. The result consist of four subsets:
early non-canonical novels, early canonical novels
(both pre-1888), late non-canonical novels and late
canonical novels (both post-1888). We have plotted
all novels in one PCA (Fig. 4), using colors to dis-
tinguish between the four subsets. We fit the mean
embedding of every subset to the same PCA. The
resulting plot shows that the late non-canon has
moved up in the direction of the early canon, sug-
gesting that the novels that today have a canonical
status, behaved as trendsetting novels at the time.
In Appendix E, we include an alternative version
of this PCA, using a rolling window size of 5 years
(step 1) to show that the non-canon moves towards
the canon.

6 Discussion

Seeking to validate what our embeddings capture,
we compared canonical and historical novels both
in terms of embedding space and lexical similarity
(TF/IDF). The fact that these two groups of novels
– canonical and historical – cluster differently at the
level of embeddings is interesting for two reasons:
firstly, it suggests a maintained coherence of the
historical genre in this period, although it was in
decline (Bjerring-Hansen and Rasmussen, 2023).
Secondly, since this is not an equal comparison
– one group being a genre and the other a cate-
gory spanning a diversity of novels – we find that
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Figure 4: Positions of the mean embedding of the canon/non-canon groups over two time-periods (1870-1888,
1888-1899). Note that the later period non-canon mean seems to have moved closer to mean canon position. The
PCA was fitted to all embeddings, then mean embeddings per group per period were fitted into the same PCA.

the clustering must suggest that our embeddings
capture more than thematic elements, which more
usually distinguish more popular genres (Moreira
and Bizzoni, 2023).

Moreover, our clustering experiments show that
different constructions of the canon, i.e., the more
political, smaller canon, and the expert canon
which includes non-Danish authors to a higher de-
gree, do not seem to differ significantly: both ver-
sions include novels that stand out based on their
semantic features. The textual features of the small
selection of novels included in the Cultural Canon
and the Educational Canon are not different from
those of the novels that are included in what we
call the Lexical Canon. This can be derived from
the way in which novels from both groups have
close proximity to each other and are mixed in the
dendrograms (Figs. 6a and 6b).

For our main result, we show that the Modern
Breakthrough novels that have a canonical status
today show traits at the textual level which sug-
gest their innovation and distinction from their non-
canonical contemporaries, contra to our H1. This
ties in with what is shown in earlier studies on the
literary canon: canonical novels have text-intrinsic
features that distinguish them from other novels
(Brottrager et al., 2022; Bizzoni et al., 2024; Wu,

2023). Moreover, our results suggest that canonical
novels behaved innovatively, introducing charac-
teristics in the Modern Breakthrough era, which
resonated in the literary production that came after
– non-canonical novels in a sense tracing after the
canonical novels. In a diachronic comparison, we
see that non-canonical novels adapt to the canon,
likely copying the innovative themes and style that
these trendsetters introduced. This supports our
H2. It makes the current study – to the best of
our knowledge – the first that uses embeddings
to show the relationship between canonical and
non-canonical novels in terms of innovation and
influence.

Furthermore, the decreasing intra-group simi-
larity of both the canon and non-canon reflects the
diversification of the literary field during the period,
as outlined by (Bjerring-Hansen and Jelsbak, 2010;
Hertel Hans, 1983). A larger variation of novels
saw the light of day, and a more diverse selection
of novels became canonical, reflected in canonical
novels’ increasing internal diversity. While this
study confirms the textual innovation of canonical
novels, it is possible that there are novels that show
the same textual profile as the canon but that did not
get canonical status. Future research should pro-
vide more insight into these potentially innovative
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but today lesser known novels. Moreover, while
we argue that the canonical status of novels might
be related to their textual profile, we acknowledge
that text-extrinsic features could also have played
a role here. Future work could, therefore, explore
the relationship between the canonical status of a
novel and features such as the price of the book,
and the publishing house – something the current
dataset allows for.

A last note concerns the directionality of the
canon and non-canon works, where our results sug-
gest that works in the canon group may have acted
as literary trendsetters. Further research, employ-
ing more sophisticated methods to gauge causality
is needed to confirm our suggestion. Moreover,
future work could compare the embedding spaces
of canon and non-canon groups to the embedding
space of non-fiction texts, as the latter may serve as
a useful reference point for assessing the movement
and direction of fiction works.

7 Conclusion

We have examined the relationship between the
canonization of Danish novels and their textual in-
novation and influence, taking the Danish Modern
Breakthrough era (1870–1900) as a case study. We
created embeddings of the 838 novels in our cor-
pus, and used a custom historic clustering task to
decide on the best suited model for our task and
corpus, which turned out to be the multilingual
m-e5-large-instruct model. We validated our em-
beddings by creating a TF/IDF representation of
each novel. Our results show that the embeddings
capture semantic features and go beyond lexical
features: historical novels and canonical novels
cluster differently. Inter-group similarity shows
that the similarity of canonical and non-canonical
novels increases over time, while at the same time,
intra-group similarity decreases, indicating that the
canon group as well as the overall novel produc-
tion becomes more internally diverse over time.
We finally show that the non-canon moves towards
the canon, suggesting that non-canonical novels
adapt to the canon, possibly copying the innovative
themes and style of these trendsetters.

8 Limitations

Prompts for embeddings: This work utilizes
the prompt-based embedding model m-e5-large-
instruct, and thus, it is likely that notably different
results could have been obtained by changing the

prompt. We examine this further in Appendix H.
Occurrence within training data: Canonical

works are more likely to appear online or outside
their original context due to their popularity. This
could lead to differences in embeddings when us-
ing models trained on large web-based data sources
simply because paragraphs from these novels may
appear in varied contexts within the training data.
However, we consider this influence to be minor,
as historical novels likely represent only a small
fraction of online discourse. This is especially the
case for the multilingual embedding model used,
where Danish likely comprises only a tiny fraction
of the training data. Ideally, the training data should
be examined to ensure this influence is not signifi-
cant. However, this approach is often unfeasible, as
pre-training data for these models is typically un-
available, and exploring it would require extensive
computational resources. Additionally, the fact that
historical canon has often been rewritten further
complicates such efforts.

Canon definition: the concept of canonicity is
inherently vague and subject to various interpre-
tations. Our canon definition and our binary clas-
sification of canonical works may oversimplify a
concept that may be better represented as a continu-
ous variable (Brottrager et al., 2022). Our rationale
in using two ideal classes (canon/non-canon) was
to get an estimate of the difference between them,
though it should be noted that the transition be-
tween them may be more fluid than it is represented
here.
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A Distribution of titles

We see the distribution of titles per category in our
corpus (1870-1900) in Figure 5.

Figure 5: Distribution of titles per category in our corpus
(1870-1900). This figure also reflects the actual incline
of novels published in the period.

B Dendrograms

We see the dendrograms visualized in Figure 6.

C Intra and inter-group similarity

When calculating the similarity of books within
groups over time (intra-group similarity), as well
as the similarity between the canon and non-
canon group over time (inter-group similarity), we
used embeddings based on the m-e5-large-instruct
model, using the prompt “Identify the author of
a given passage from historical Danish fiction.”.
The direction of change of both intra- and inter-
group similarity proved consistent when using em-
beddings based on other models. For reference,
in Table 3, we show the correlation over time
for the various models tested. In the same table,
we also show the correlation when using unpro-
cessed means of rolling windows over time versus
when using means of simulated distributions, as
described in Section 5.2 (s = 4, step = 1). Note,
again, that correlations vary slightly for each time
we run the rolling window with simulated means
(1,000 simulations of Gaussian distributions per
window), so that the correlation coefficient should
be taken as an indication rather than an exact value.

D Cosine similarity ranges

It is clear that cosine similarities are very high in
our analysis. As noted, we use pooled embeddings
which may affect a higher cosine similarity due to
information loss. However, cosine similarity values
are also high when comparing embeddings of raw
chunks. As noted in the model card, the m-e5-large-
instruct, cosine similarity scores of embeddings
produced with this distribute in a narrow (and high)
range 19. Developers note: “This is a known and
expected behavior as we use a low temperature 0.01
for InfoNCE contrastive loss. For text embedding
tasks like text retrieval or semantic similarity, what
matters is the relative order of the scores instead of
the absolute values, so this should not be an issue.”

In Fig. 7, we show the distribution of cosine simi-
larities for both raw and pooled embeddings for our
corpus. Note that while the distribution of pooled
embeddings does show a skew toward higher co-
sine similarity values, cosine scores of raw embed-
ding chunks also exhibit a narrow range with a high
mean. We therefore consider the very high cosine
similarity scores an artefact of the model, rather
than an effect of the pooling procedure per se.

E Canon directionality

We see the PCA with the mean embeddings of the
canon/non-canon, plotted with a rolling window,
visualized in Figure 8.

F Model References and Names

As many models are often updated, leading to a
change in their output, we ensure reproducibility
by specifying the revision IDs used in Table 4. The
table also maps short-form model names used in
the paper with their reference names as they appear
on Huggingface.

G Construction of Historic Evaluation
task

Using the MiMe-MeMo corpus (Bjerring-Hansen
et al., 2022), we similarly construct a clustering
task as done in (Muennighoff et al., 2023;
Enevoldsen et al., 2024). We down-sampled our
corpus to 64 novels and took 32 chunks from each,
adding up to 2,048 passages. The goal of the task
is to see how well clusters of the embeddings
correspond with the original authors. Clustering

19See FAQ, question 3, https://huggingface.co/
intfloat/multilingual-e5-large-instruct
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(a) embeddings

(b) TF/IDF values

Figure 6: Dendrograms based on cosine similarity of semantic embeddings (a) and TF/IDF (b). Dendrograms were
calculated using Ward variance minimization, as implemented in SciPy v1.14.1 (Virtanen et al., 2020). Note that
titles in purple are historical novels by – in our wider definition – canonical authors (n = 171).

m-e5-large m-e5-l-instruct (identify) m-e5-l-instruct (retrieve) DFM-large MeMo-BERT

Canon -0.61 (-0.82) -0.48 (-0.62) -0.59 (-0.73) -0.68 (-0.83) -0.78 (-0.77)
Non-canon -0.81 (-0.87) -0.87 (-0.90) -0.81 (-0.84) -0.76 (-0.75) -0.77 (-0.81)
Total -0.80 (-0.85) -0.86 (-0.91) -0.78 (-0.82) -0.76 (-0.79) -0.72 (-0.76)

Canon/non-canon 0.67 (0.80) 0.70 (0.74) 0.70 (0.77) 0.62 (0.84) 0.68 (0.66)

Table 3: Correlation of intra and inter-group similarity over time using embeddings based on all models. Correlation
over time based on the rolling windows’ simulated means and correlation over time between actual values in
parenthesis. Note that we show the results of the m-e5-large-instruct model when instructed with two different
prompts, “retrieve” and “identify”, see Table 4 in Appendix H for the full prompt, prompt 1 & 5. The strongest
correlation is in bold, the second strongest is underlined. For all correlations, p < 0.01.

is performed using a K-means clustering of
the authors of the passages. The performance
is measured using V-scores similar to SEB
(Enevoldsen et al., 2024). For the prompt-based
model, we used the prompt "Identify the author
of a given passage from historical Danish fiction".
To encourage future evaluations of historical
Danish and Norwegian documents, we contribute
our newly developed task to the Scandinavian
Embedding Benchmark (SEB) in a pull request:
https://github.com/KennethEnevoldsen/
scandinavian-embedding-benchmark/pull/
184.

H Instruction prompts

When generating the prompt, we followed the for-
mat used in (Wang et al., 2024a), where instruc-
tions for all clustering tasks start with the word
"Identify". We evaluated the performance of sev-
eral versions of our final prompt on the custom
historical task, which can be seen in Table 5.

Specifics of the formulation do not seem to
have a large impact on performance; Prompts 1
and 2 perform similarly. Performance drops with
prompts 3 and 4, which instructs the model to per-
form a different task, than it is evaluated on (cluster
on books instead of authors). Finally, using a differ-
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Name in Paper Reference Name and Revision

m-e5-large-instruct intfloat/multilingual-e5-large-instruct
baa7be480a7de1539afce709c8f13f833a510e0a

m-e5-large intfloat/multilingual-e5-large
ab10c1a7f42e74530fe7ae5be82e6d4f11a719eb

DFM-large KennethEnevoldsen/dfm-sentence-encoder-large-exp2-no-lang-align
ec8293d8f447023de99d1e7fb79aa918d6258dc7

MeMo-BERT MiMe-MeMo/MeMo-BERT-03
04cad875b848b56d9a76e80a031d60d66ae9cd02

Table 4: Model names as their appear in the paper along with reference name as their appear of hugging face along
with the revision ID.

(a) Cosine similarity range of raw embedding chunks. For
this figure, we used the 20th chunk of each book and
calculated cosine similarity between all pairs.

(b) Cosine similarity range of pooled embeddings of all
books.

Figure 7: The range of cosine similarity scores for raw
and pooled embeddings of the m-e5-large-instruct used
for the main analysis, i.e., with prompt (1), see Table 5
in Appendix H.

ent task keyword (e.g. "Classify" instead of "Iden-
tify") has some impact on the performance, as can
be seen in prompts 5 and 6. This is likely the result
of the training procedure of m-e5-large-instruct, as
the model learns to embed the text conditional on
the task prompt. For example, with a task definition
that asks the model to retrieve, the model is likely
trying to find a good query vector that lands close
to relevant documents in embedding space, instead
of embedding similar documents close together as
is the goal of a clustering task.
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Figure 8: Positions of the mean embedding of the canon/non-canon, plotted with a rolling window size of 5 years,
step 1. Time is indicated by the shading: darker colors are later in time. Note that the non-canon moves towards the
canon. The PCA was fitted to all embeddings, then mean embeddings per group per window were fitted into the
same PCA.

ID Prompt Historical

1 Identify the author of a given passage from historical Danish fiction 40.10
2 Identify the author of a specified passage taken from historical Danish literature 42.29
3 Identify which book from Danish historical fiction does the passage belong to 33.04
4 Identify the work from Danish historical fiction to which the provided passage belongs 34.35
5 Retrieve the author of a given passage from historical Danish fiction 42.56
6 Classify the author of a given passage from historical Danish fiction 46.43

Table 5: The performance of m-e5-large-instruct on SEB’s custom historical task using different prompts.
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Abstract

Eating disorders are a global health concern as
they manifest in increasing numbers across all
sections of society. Social network platforms
have emerged as a dependable source of in-
formation about the disease, its effect, and its
prevalence among different sections. This work
lays the foundation for large-scale analysis of
social media data using large language models
(LLMs). We show that using LLMs can drasti-
cally reduce the time and resource requirements
for garnering insights from large data reposi-
tories. With respect to ED, this work focuses
on understanding its psychological impacts on
both patients and those who live in their prox-
imity. Social scientists can utilize the proposed
approach to design more focused studies with
better representative groups.

1 Introduction

Eating disorders (ED) are an area of increasing
concern even as it continues to be under-reported
and under-researched. Eating disorders are recog-
nized by signs and symptoms which are published
in the fifth edition of the Diagnostic and Statistical
Manual of Mental Disorders (DSM-5). Clinical
symptoms of ED most often manifest as Anorexia
Nervosa, Bulimia Nervosa, Binge Eating Disorder,
or ARFID which is defined as an eating or feeding
disturbance so pervasive that the person is unable to
meet appropriate nutritional needs, resulting in sig-
nificant weight loss, nutritional deficiency, depen-
dency on nutritional supplements, or interference
in social functioning.

In (Silén and Keski-Rahkonen, 2022), it was re-
ported that there is an alarming rise in ED across
the world. According to the paper, an estimated
5.5–17.9% of young women and 0.6-2.4% of young
men have experienced a DSM-5 eating disorder by
early adulthood in the Western world. Studies from
other parts of the world also show similar trends.
A study conducted by NIMHANS in India in 2018

reported that Eating Disorders (ED) affect 6.5%
of adolescent girls in India and an estimated 2-
3% of the population as a whole. National Eating
Disorders Association1 reinforces this and states
that though eating disorders impact people of all
genders, ages, races, religions, ethnicities, sexual
orientations, body shapes, and weights, the diver-
sity is not represented in published research, which
has most often relied on surveys of targeted groups.
This lack of inclusion implies that the true impact
of ED is still not well understood.

With the advent of hyper-specific online commu-
nities, those suffering from eating disorders (EDs)
have access to social network platforms where they
can share their experiences anonymously and seek
support from each other as well as from therapists,
counselors, and caregivers. Reddit, a popular on-
line forum, hosts many such communities centered
around eating disorders, with the largest one be-
ing r/EatingDisorders. These platforms are good
sources of data since they are used by patients as
well as those who live in proximity. Hence unlike
targeted surveys which analyze information from
affected individuals only, social media platforms
also give insights into the psychological stress and
trauma experienced by other groups of people like
parents, partners, siblings, and friends of affected
individuals.

In this paper, we present a study that exploits
large language models (LLM) and topic model-
ing for analyzing large volumes of Reddit posts,
to obtain insights about ED and its impact on so-
cial relationships. While traditional topic mod-
eling techniques like Latent Dirichlet Allocation
(LDA) perform a global analysis of large reposito-
ries, LLMs are good at generating summaries and
answering questions through contextual analysis of
individual articles, like posts. However, being gen-

1https://www.nationaleatingdisorders.org/
resource-center/
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erative in nature, the answers to different questions
have to be further semantically analyzed to iden-
tify global patterns. Most of the earlier work on
analyzing social networks for similar purposes has
been done on much smaller datasets. The research
contributes to the growing body of literature on
the intersection of mental health, social media, and
Natural Language Processing. Since the posts are
made available publicly after anonymization and
careful removal of all sensitive information, these
kinds of studies do not violate any ethical norms.
It reinforces the potential of online platforms as
a resource for studying Eating Disorders. It also
establishes the role of LLMs in facilitating large-
scale automated analysis in social science as stated
in (Ziems et al., 2024).

The focus of our work is on analyzing the psy-
chological state of people suffering from ED and
those who live in proximity, using both statistical
technical techniques like LDA and LLMs. Con-
sequently, the key research questions were formu-
lated as follows:

• Q1: What are topics that come up in the dis-
cussions on subreddit forums? Are there any
new insights that can be obtained about the
causes of ED and its effects on the physical
and mental health of subjects? How do tradi-
tional methods like LDA compare with LLM-
identified themes?

• Q2: Who are the common speakers in these
posts, what are their relationships with people
suffering from ED and what is the effect of
this relationship on both? By doing so, we
aim to understand not only what is being dis-
cussed, but how these discussions are framed
and influence interpersonal dynamics.

• Q3: What could be a typical pipeline for ana-
lyzing large volumes of social media posts us-
ing LLM-generated insights? Besides giving
directions on formulating the right prompts,
we have also performed manual evaluations
for parts of the content. This was done by
identifying the original texts using linguis-
tic phrases extracted, along with the LLM-
generated inferences, evaluating the answers
to questions on dominant emotions, and val-
idating the mentioned interpersonal relation-
ships, and their contexts from the text. From
a computational point of view, this question

helps to establish the effectiveness of using
LLMs for such research.

The rest of the paper is organized as follows.
Section 2 presents an overview of earlier work in
the area. Section 3 presents statistics about the
data. Section 4 presents the analytical pipeline,
along with details of each module. This is followed
by results and discussions.

2 Related Work

Eating disorders (EDs) are complex psychiatric
disorders with a range of associated mental and
physical health symptoms. A meta-review arti-
cle published in 2021 (Qian et al., 2021) analyzed
thirty-three studies published across the world and
concluded that the prevalence of eating disorders
might have been underestimated thus far. Com-
bined analyses showed that the lifetime prevalence
of EDs in Western countries was 1.89%, and was
high at 2.58% in females. Most of these studies
did not use the DSM-5 criteria for their analyses.
It also proposed that new diagnostic criteria should
be used to comprehensively assess all types of
eating disorders. In a study from Finland (Silén
et al., 2020), the prevalence of lifetime DSM-5 eat-
ing disorders among the Finnish population was
estimated to be 17.9% for females and 2.4% for
males, and 10.5% across genders. A meta-review
on ED-related research in India was presented in
(Vaidyanathan et al., 2019), and also states that
cultural context should be included in the analysis,
with the help of culturally sensitive instruments
used for diagnosis, and generating locally relevant
epidemiological data about eating disorders from
community as well as hospital settings.

The role played by social network platforms in
the health and wellness pursuits of people was com-
prehensively analyzed in (Marks et al., 2020). The
article states that social networking sites (SNSs)
have evolved into an informal source of health ed-
ucation which influences peoples’ health choices.
Analysis revealed that the discussion majorly fo-
cuses on the promotion of idealized bodies, healthy
foods, diets, and exercise. While this raises con-
cern about the influence of social media on men-
tal health, especially promoting body image con-
cerns, eating disorders, and psychological distress,
it is also acknowledged that social media can be
alternately used to encourage wellness through pro-
moting self-acceptance, intuitive eating, and life-
enhancing movements. This work critically eval-
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uates both the positive and negative role of social
networks concerning health and wellness content.
Prior to this, a small sample study on content anal-
ysis from a pro-ED community on Reddit was pre-
sented in (Sowles et al., 2018). This study delved
into the task of identifying the expression of be-
haviors aligned with ED symptoms and support
for these behaviors within the social network dis-
cussion. The paper presented results based on an
analysis of four weeks of topic-specific discussion
threads on a small dataset of 125 threads created for
the purpose. It reported statistics on behaviors con-
sistent with ED, and how the platforms provided
support. Topic modeling using Latent Dirichlet
Allocation (LDA) was employed to identify topics
in eating disorder-specific social media content in
(Moessner et al., 2018). The paper employed social
network analysis using a linear network autocor-
relation model to analyze communication patterns
and the most influential users.

Twitter, another popular social network platform
was studied by (Zhou et al., 2020) to assess so-
cial media engagement among individuals with
ED. The focus of this was to develop an automatic
approach to assess public perceptions about ED
and ED-related behaviors. A machine learning
approach was developed to identify ED-relevant
tweets, and content analysis using topic modeling
was implemented to unearth potential ED-related
factors including behaviors, thoughts, and mental
status.

3 Dataset Details and Data Preparation

We scraped data from three Reddit communi-
ties: r/EatingDisorders, r/EatingDisordersOver30,
and r/EDAnonymous, spanning from 2020 to
2023, among which the most prolific one was
r/EatingDisorders. A total of 20,918 posts and
58,228 comments posted from 2021 to 2023 were
collected from this site. Upon generating a time-
based chart with the number of monthly posts, we
found a significant increase in the numbers over
this period. The most substantial spike occurred
between 2021 and 2022 as shown in Figure 1, and
continued consistently into 2023. For this paper,
we have presented insights extracted from the posts
that appeared in the years 2022 and 2023, since
these would present the most contemporary issues.
The results presented are based on an analysis of
more than 16.5 K posts, with 6700 from 2022
and 10450 posted in 2023. Text cleaning and pre-

Figure 1: Number of Posts in subreddit community
Eating Disorders

Figure 2: Unsupervised Content Processing Pipeline
using traditional NLP techniques and LLMs

processing included the removal of HTML tags,
URLs, special symbols, etc. The title and text were
merged into one body for analysis.

4 Methodology

Figure 2 describes the processing pipeline, which
is generic and can be applied for analysis of any
large-scale repository. Starting with an aggregate
analysis of content, we move towards an analysis
of individual posts. The first step towards aggre-
gate analysis is topic modeling. Statistical topic
modeling techniques like Latent Dirichlet Alloca-
tion (LDA) leverage an unsupervised statistical ap-
proach to discover hidden semantic patterns from a
large text collection to automatically identify top-
ics that exist inside it. Topics are represented by
clusters of similar words within a body of text.

Though topic modeling is effective in obtaining
a bird’s eye view of content from a large repository,
the words assigned to topics by themselves do not
obtain much semantic information. To alleviate the
problem, we have exploited the generative powers
of an LLM to generate a semantically coherent
description of the topic from the representation
words. This step is referred to as Topic naming.
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The topic summaries generated at this step can be
used to compare topics against each other. This has
been utilized later to compute topic trends based
on the percentage presence of similar topics across
the years.

The aggregate analysis is followed by an indi-
vidual analysis of posts. Since the intent of ana-
lyzing any repository is to obtain statistics about
certain key concepts present in the repository, the
objective of this step is to establish the presence
or absence of the concepts in each post. This step
is akin to "coding" in the social sciences, which
is an analytical process by which data elements
are "categorized" to facilitate analysis. Tradition-
ally this is an expensive knowledge-intensive task.
In recent times, there have been efforts to use the
Large Language Models (LLMs) for this task, as
these are capable of performing various language
processing tasks without additional task-specific
training. These models, termed as zero-shot LLMs,
can also reliably classify and explain certain social
phenomena (Ziems et al., 2024). It is this aspect of
a large language model, that we have exploited to
use it as a computational social science tool. De-
tails for each of these sub-tasks are presented in the
following subsections.

4.1 Obtaining Topical Insights from Post
repositories

To explore the nature of conversations and the con-
tent of discourse in r/EatingDisorders, we imple-
mented Latent Dirichlet Allocation (LDA) for topic
modeling. This technique identifies hidden topics
in text data by grouping words that frequently occur
together. We conducted separate topic modeling
for 2022 and 2023 data, to obtain insights about the
temporality of topics, including the emergence, per-
sistence, and disappearance of topics over this time.
The optimal number of topics was decided based
on coherence, inclusivity, and perplexity scores,
and was found to be 16 for each year. On aver-
age, we achieved a perplexity score of −22 and a
coherence score of 0.40, indicating a reasonably
well-fitted model.

LDA assigns a topic distribution for each of the
16 topics to each post, where the total topic strength
sums up to 1. Each post may contain a significant
presence of more than one topic. To determine how
good the topic assignments are, we performed skew
analysis for the entire sets of each year. Skewness is
a statistical measure that reveals whether a distribu-
tion is symmetric or asymmetric. For asymmetric

Figure 3: Skew Values for topic Distribution: Positive
values indicate the presence of a dominant topic

distributions, the skew values reveal whether there
is a sharp trend towards either end of the normal
curve. For topic assignments, a zero skew value
would indicate that all topics are present in equal
measure thereby revealing the absence of any sig-
nificant topic in the text. A positive skew value on
the other end would indicate the presence of dom-
inant topics. Figure 3 shows that the skew values
are majorly positive, indicating that the topic distri-
butions can be used to find the dominant topics of
the posts. To analyze the topics and their relative
presence in the discussions, each post was assigned
a “dominant topic” which was the topic with the
maximum strength for it. The red line is shorter
because 2022 had fewer posts than 2023.

For each topic identified, LDA returns the proba-
bility distribution of the words to the topics. Using
the top 30 words for each topic, a one-line descrip-
tion and a short name were generated for it, with
the help of gpt-3.5-turbo-1106. The summaries
for each topic thus obtained were compared with
each other within and across the years to identify
similar topics, if any. BERT-based embeddings
were generated for each summary, and then cosine
similarity measures were computed between the
topic summaries identified for 2022 and 2023. To
compute the topic strength for a year, we computed
the percentage of posts that had the correspond-
ing topic as the dominant topic in that year. This
analysis allowed us to plot the relative strengths of
topics each year, revealing shifts in focus across the
two years. The results were further contextualized
through consultations with a psychologist to under-
stand the emotional and psychological dynamics of
these communities.

159



4.2 Analysis of Posts using Large Language
Model

After obtaining the aggregate views on topics in the
posts, analysis of individual posts was done by em-
ploying prompt engineering to generate structured
summaries of posts. The process was designed in a
way that helps distill complex discussions into man-
ageable insights. First, a set of intent was created,
based on the analytical insights required. For each
intent thereafter, a prompt was designed to extract
relevant information from the post. The intent and
the corresponding prompts used for this work are
as follows:

• Intent - Summarize
Prompt 1: Write a 1 sentence summary of the
post text and identify the major and secondary
themes

• Intent - Identify emotions expressed in post
Prompt 2: What are the major emotions con-
veyed in the post?

• Intent - Establish a relationship between au-
thor and subject suffering from ED
Prompt 3: Identify whether the author of the
post is writing about their own experience or
discussing the issues concerning someone else.
What is the relationship between the author
of the post and the person whose ED-related
disorders are discussed?

• Intent - Understand the psychological impact
of ED
Prompt 4: What can you infer about the im-
pact of ED on the psychological state of the
author?

• Intent - Identify the presence of DSM 5 Eating
Disorder symptoms in post
Prompt 5: What are the physical, physiolog-
ical, or psychological impacts of ED men-
tioned in the text?

We used the OpenAI gpt-3.5-turbo-1106
model, with the parameters temperature set to
0 and maxtokens set to 150. Temperature is used
to control the randomness in the response gener-
ated; when the temperature is low, it chooses only
the most likely next word based on the context.
We kept it at 0 to ensure minimum randomness in
the responses generated. The maxtoken parame-
ter defines the limit on the number of tokens the
model can generate. The prompts were executed

with each post given as the context for generating
the answers. For clarity of presentation, we have
segregated the prompts, though they were all exe-
cuted together. Prompt 5 could be broken into more
atomic-level prompts, one for each disorder. How-
ever, it would have incurred more computational
cost. There were further instructions to restrict
the prompts to generate answers in very few words,
and repeat words for similar interpretation. Though
posing multiple choice-type questions could be a
way to alleviate the problem, we refrained from
doing so since there are reports that LLMs assign
the choices quite randomly, rather than logically,
whereby the answers on the top are returned most
often. In contrast, the generative approach allows
it to generate a more plausible answer (Li et al.,
2024).

It was observed that though there was substantial
repetition in the answers, there were some syntactic
variations within semantically similar answers. For
example, for Prompt 2, while the most common
answer was "the speaker is referring to themselves",
similar answers were "the speaker is likely referring
to themselves", "self-referential" etc. In case the
author is not talking about self, common answers
were "the speaker is in a romantic relationship with
the person being referred to" or "the speaker is
the parent of the child they are referring to" etc.
Some additional effort was required to aggregate
the answers under different categories, for which
string-matching codes were written.

5 Results: Findings and Discussion

We first present an aggregated analysis of the con-
tent obtained in terms of topics and topic trends
using LDA. A short description of each topic was
generated by feeding the top 10 topic words to
LLM. To compare the topic strengths for two years,
topic alignment was done using BERT-based sim-
ilarity scores among the short descriptions across
the years. The unique topics, their names, and
trends across the years found by LDA are presented
in Figure 4. While the most dominant topic of 2022
was "weight gain and image-related issues", the
conversation around this substantially dropped in
2023. The topics rather shift towards those which
are about "seeking help", sharing experiences on
"relapse and recovery", "disordered eating", and
"eating patterns and appetite" along with a discus-
sion on handling "relationship issues" and advice
on handling "social interactions". There are also
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Figure 4: Topic Presence in percentage of posts for 2022
and 2023

topics centered around extreme feelings of guilt,
shame, concern, and fear which appear as a major
topic. These emotions will be discussed in more
detail later. A topic centering around "cleanliness"
discussing changes in personal cleanliness routines
and organizational approaches to cleanliness fea-
tured in 2022, but not in 2023. This could be due
to the immediate aftermath of the pandemic. The
changes in topic trends indicate that the platform
is indeed emerging as a forum where ED patients
form a mutual support group.

Figure 5 presents the most frequently occurring
topics in the posts as identified by the LLM using
prompt 1. Comparing these with figure 4 shows
that while both the results show similar trends, the
LLM-identified topics are broader in nature, more
like themes rather than topics. An issue faced with
LLM themes was the wording differences in the
answers generated for the posts. These themes had
to be combined based on the words that appeared
in them.

The similarity of the topics and themes obtained
by two different unsupervised methods increases
confidence in the results obtained. The most com-
monly occurring theme is that of personal struggle
faced by patients of ED, especially during recov-
ery, as they frequently get into relapse. This is
followed by concerns about body image which is
at the center of triggering ED in people. Impact
on mental and physical health is also a recurring
theme. The topics reveal finer nuances of these top-
ics as weight-related issues for body image, guilty
feelings along with anger, fear, and anxiety as chief
mental health problems.

Few posts had explicit mentions of the age and
gender of the author or the patient of ED as "x/G"
where x indicated age and G indicated gender. 208
posts in 2022 and 351 posts in 2023 had such
mentions. Figure 6 shows their relative distri-

Figure 5: Post Themes identified by LLM and their
percentage presence in 2022 and 2023

Figure 6: Demographic Profiles of users who explicitly
mention age. gender - indicates trends and not estimates

butions. There was a much higher mention of
woman/female/girl than man/male/boy across both
years. This is consistent with the findings in past lit-
erature where women are reported as more suscepti-
ble to eating disorders than men. However, this also
shows the spread or acknowledgment of ED across
demographics. These results establish that moni-
toring social media platforms could provide a good
understanding of trends and thereby help clinical
experts choose their subjects in a more informed
manner for deeper studies. We also found that a
significantly higher number of mentions came from
the teenage group, peaked at around 25, and then
started decreasing, with the higher mentions of age,
going up to 50+. The lowest age mentioned is 10,
which also aligns with the literature. All results
were manually verified and found to be correct.

Emotion analysis results were obtained from the
output of Prompt 2. Analysis shows that the emo-
tions present in the posts are predominantly neg-
ative, with concern, frustration, confusion, fear,
and desperation dominating over others. Figure 7
shows that the relative presence of these emotions
is fairly consistent over time. Such a high presence
of negative emotions is consistent with the DSM 5
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Figure 7: Emotion distribution across posts for 2022
and 2023

diagnostic disorders which mention that individuals
who develop eating disorders are at increased risk
of developing various co-occurring mental health
concerns, including anxiety, depression, obsessive-
compulsive disorder (OCD), and Post-traumatic
stress disorder (PTSD).

A manual evaluation of the LLM-assigned emo-
tion was done for 100 posts, 50 from among those
tagged with frustration and another 50 tagged with
guilt and shame. The evaluation was done by a
psychology expert, who had no prior exposure to
the data, but was explained about the process and
informed that the tags were assigned by a language
modeling tool. For the first set on frustration, the
accuracy of LLM tagging was found to be 90%,
for which the expert agreed that the post exhibited
frustration. For the remaining posts, the expert
marked the emotions as confusion, obsession, etc.
and not frustration. For the posts marked with
guilt, the expert agreed fully with the LLM tag-
ging. On inspection of the posts, it was found
that all these posts had explicit mentions of guilty,
guilt, shame. Evaluations at a larger scale are being
planned. However, the preliminary results do estab-
lish the effectiveness of using LLMs in large-scale
data analysis for mental health from social network-
ing sites. This also establishes the possibility of
deploying LLMs to set up semi-supervised and
distant-supervised learning frameworks, by pro-
viding a quick approach to generate training data,
which is reasonably clean, and not expensive to
initiate.

Figure 8 presents an analysis of answers gener-
ated in response to Prompt 3. It extracts the rela-
tionship of the authors of a post to its subject who
is mentioned in it as the patient suffering from ED.
These results are from the 2023 collection. As ex-
pected, around 70% of the authors are the patients

Figure 8: LLM-inferred relationship between author of
post and subject of ED

themselves. However, there are a substantial num-
ber of posts that are written by friends and acquain-
tances, parents, partners, and siblings. Friends
and acquaintances include colleagues, roommates,
family friends, etc. Siblings are mentioned either
as such or as brothers or sisters. The partner tag
was assigned to authors who were identified by the
LLM as "one in a romantic relationship with the
person suffering from ED" or a spouse, girlfriend,
boyfriend, or "someone in a close relationship with
the patient".

Responses to Prompt 4 provide deeper insights
into the psychological impact of ED on the patient
when the author is "Self", as well as on other peo-
ple when the author of the post is a friend, parent,
partner, colleague, or sibling. These results are
presented below.

5.1 LLM inferred psychological impact from
posts written by others

• Speaker feels anxious (or concerned, worried,
frustrated, stressed) by the state of the person
suffering from ED: 67%

• Speaker is unsure (or confused) about how
to help sufferer and is seeking help from the
community as author: 37%

• Speaker feels overwhelmed by situation: 10%

• Speaker is hopeful of providing support to a
person suffering from ED and seeks advice on
how to do so: 15%

• Speaker is worried that their concern may hurt
or induce feelings of embarrassment or shame
or guilt in the person suffering from ED: 8%

• Speaker feels triggered, spiraling, and strug-
gling with their mental health (indicating the
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effect of proximity of ED patients on each
other): 5%.

• Speaker fears relapse of ED in them due to
the other person’s diet-related disorders: 1%

Posts related to the above-mentioned situations
highlight the difficulties faced by people who stay
in proximity to people suffering from ED and hence
are indirectly affected by it. It is evident from the
representative posts that we have analyzed, that the
conditions can pose serious health risks to many
of them, as ED impacts their relationships. By
talking about relapse, there is an indication that ED
patients are affected by mutual proximity.

5.2 LLM inferred psychological impact of
authors who are subjects of Eating
Disorder

Overwhelmed: It is the most common inference
drawn by LLMs to describe speakers’ mental states.
Summarily, speakers are overwhelmed by their
mental state, managing weight-related issues and
social pressures around it, relationship with food,
and physical well-being - 15%. On analyzing the
corresponding posts, these are found to be predomi-
nantly about user struggles during recovery, where
they mention stressing about weight issues, body
image, self-perception. These are directly men-
tioned in at least 26% of the posts, which in terms
of absolute count is around 1800 posts.

Frustrated: Frustration surfaces whenever the
user expresses an inability to handle their health,
well-being, desires, cravings, or relationships. This
shows up explicitly in 10% of the posts. Pain,
functional dyspepsia, abnormal hunger, hyperme-
tabolism, abnormal menstrual cycle, digestive dis-
order, and laxative abuse are some of the symp-
toms mentioned. It often indicates that the speaker
feels misunderstood and unsupported, leading to
increased frustration and likely exacerbating their
struggle with the eating disorder.

Guilty: The speaker feels pressure and anxiety re-
lated to their eating and exercise habits, indicating
a potential negative impact on their psychological
state - 10%. Around 7.5% or 510 posts expressed
explicit feelings of guilt due to the way the subjects
feel about their bodies and hence became a sub-
ject of eating disorders. This is a complex feeling,
where a feeling leads to an action, which in turn
has inflicted remorse in the minds of the subject.

Family pressures and relationships: Around 7%
of the posts contain discussions centered around

the role played by the family. A portion of these
reports that body shaming by family members was
either the cause of disorder or interfered with the
recovery process. Another significant portion of
these are about how eating disorders of other fam-
ily members are affecting them. This indicates that
proximity to a person with an eating disorder or
obsession with body image induces an eating dis-
order. This points out the possibility of having
hubs of eating disorder within spaces like hostels,
schools, campuses, offices, or any other closed so-
cial neighborhoods where people eat together.

Help, Support, and Empathy: Speakers appeal
for help, and seek support and empathy from other
members to aid their recovery - 10%.

Binge eating: Speaker is experiencing anxiety
and a sense of helplessness in their struggle with
binge eating disorder - 2%. They have mentioned
abnormal hunger, cravings for food, and inability
to control their negative relationship with food.

Suicidal thoughts: Around 100 posts mentioned
suicidal thoughts. This is also a known effect of
ED. A low precedence of it in the platform, along
with high volumes of appeal for help, reiterates
the importance of social network platforms which
act as support groups for patients, without feeling
judged or misunderstood.

Academic Pressure: Around 40 posts mention
academic struggles as their stress inducers.

Ethnicity: Though extremely few, the mention of
Asian and African in posts indicated family-related
struggles due to different cultural contexts at home
including food, body shapes, and eating habits.

These insights can act as a springboard for de-
signing more focused surveys for targeted groups
with better representation.

6 Conclusion

In this paper, we have presented a large-scale study
on Reddit posts related to Eating Disorder. We have
shown how large language models like GPT can
be used effectively to gain insights about facts and
figures using their power to summarize and draw
inferences against targeted prompts. The most sig-
nificant insight gained through this study is about
people who live in proximity to the subject of Eat-
ing disorder, and use the platform to convey their
distress. The psychological stress undergone by
this group which includes parents, siblings, friends,
and partners is not much reported. Though the
known effects of ED are found in the data, the
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study reveals that the platforms are primarily used
for advice, support, and seeking empathy from co-
users. The results are highly encouraging. Our plan
includes devising a way to methodically evaluate
the LLM-generated answers. The ultimate intent is
to build a framework for analysis of mental health-
related posts, that can expedite the whole process
of insight generation as well as strategically plan
interventions and support mechanisms.

7 Limitations

The limitation of the present work lies in the fact
that only a small number of evaluations could be
carried out. This is due to a lack of funding and
expert resources.
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Abstract

Counterfactual statements, which describe
events that did not or cannot take place, are ben-
eficial to numerous NLP applications. Hence,
we consider the problem of counterfactual de-
tection (CFD) and seek to enhance the CFD
models. Previous models are reliant on clue
phrases to predict counterfactuality, so they suf-
fer from significant performance drop when
clue phrase hints do not exist during testing.
Moreover, these models tend to predict non-
counterfactuals over counterfactuals. To ad-
dress these issues, we propose to integrate neu-
ral topic model into the CFD model to capture
the global semantics of the input statement. We
continue to causally intervene the hidden repre-
sentations of the CFD model to balance the ef-
fect of the class labels. Extensive experiments
show that our approach outperforms previous
state-of-the-art CFD and bias-resolving meth-
ods in both the CFD and other bias-sensitive
tasks.

1 Introduction

Counterfactual statements describe an event that
may not, did not, or cannot occur, and the con-
sequence(s) that did not occur as well (O’Neill
et al., 2021). For example, consider the statement
— I would purchase this physics book, but I really
want that my brain has a tiny amount of interest
in science!. We can partition the statement into
two components: a component about the event (my
brain has a tiny amount of interest in science) as
the antecedent, and the consequence of the event
(I would purchase this physics book) as the conse-
quent. Both the antecedent and the consequent did
not take place (neither the speaker has purchased
the book nor he is interested in science). Accu-
rate detection of such counterfactual statements
is beneficial to various NLP applications, such as
in social media or psychology. In social media,
counterfactual detection (CFD) can be helpful by
eliminating irrelevant content (O’Neill et al., 2021).

Scenarios Examples mBERT
Predictions

Labels

Clue phrase
Anomaly

It doesn’t work as well as I was
hoping it would, it is a waste
of money.

Negative

PositiveI don’t like to go into the plot
a lot. The blurb represents the
book fairly.

Negative

Who would have thought a pil-
low could make such a differ-
ence.

Positive

NegativeThe girlfriend was annoying,
and it made me wonder if any
man in his right mind would
have put up with her behavior
as long as he did.

Positive

Cross-lingual
input

It would have been, people
would say, worse than Water-
gate.

Positive

Positiveウォーターゲート事件よ
りもひどかったかもしれな
い、と人々は言うだろう。

Negative

Table 1: Examples of counterfactual detection from
the Amazon-2021 dataset. We denote mBERT pre-
dictions of positive (counterfactual) and negative (non-
counterfactual) classes.

For example, in the previous statement, we should
not return science or physics content because the
user is not interested. Detecting counterfactuality
can also give useful features to perform psychology
assessment of huge populations (Son et al., 2017).

Previous development of monolingual and multi-
lingual CFD methods depend on extensive labelled
datasets (O’Neill et al., 2021). However, in CFD
datasets, the percentage of counterfactual examples
is heavily low, even approaching 1−2% (Son et al.,
2017). This class imbalance has two weaknesses.
First, because counterfactual hints are so limited
for the CFD model to learn, it tends to rely on clue
phrases, e.g. if, I wish, etc., to detect counterfactu-
ality. When the existence of such clue phrases does
not correlate with the counterfactuality, the model
might be led to false predictions. As illustrated in
Table 1, the mBERT baseline predicts all incorrect
classes for both counterfactual examples, which do
not include clue phrases, and non-counterfactual
ones, which include clue phrases. Moreover, the
performance might substantially drop if the model
is tested upon a language different from the train-
ing language. As shown in Table 1, the multilin-
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Topic 1: stories book writing reviews genre comments

Topic 2: brush room photo dresses heat socks

Topic 9: light tv software technology manufacturer laptop

Topics

Percentage

0.00

0.05

0.10

0.15

0.20

0.25

0.30

Input: I was in the market for ear buds that seal off
your ear while being able to control my iPhone.

Figure 1: For each topic, we count the percentage of
inputs in which the topic has the largest probability in
the topic representation. Topic 1, 2, and 9 refer to three
top topics of the input document, in descending order
of probability.

gual mBERT predicts the correct class for the En-
glish statement, but misclassifies the Japanese one
of similar meaning. Second, the class imbalance
causes the CFD model to bias towards the non-
counterfactual class over the counterfactual one,
thus resulting in sub-optimal performance.

To address the first issue, we propose to incor-
porate neural topic model (NTM) into the CFD
module. Particularly, we aim to approximate the
global semantics of the input statement learned
from the posterior distribution of the NTM. The
posterior distribution generates the global seman-
tics in terms of the topic representation to guide
the CFD model towards semantics of the input in-
stead of the clue phrases. However, a challenge
exists that the NTM tends to repetitively assign
large weights to a certain small group of topics.
In Figure 1, even though the input statement is
about ear buds and iPhone, the NTM still infers it
to be highly related to stories, book, and reviews.
To cope with this challenge, we propose to adapt
backdoor adjustment that adjusts the behavior of
neural topic model to make it consider all topics
fairly. To the best of our knowledge, no study has
explored the benefit of backdoor adjusted NTM for
counterfactual detection.

To address the second issue, we view the CFD
problem from a causal perspective. Our perspective
gives rise to a causal graph where the class imbal-
ance plays a confounder role in influencing hidden
representations of the input statement. Based on the
graph, we propose to perform causal intervention
on these representations to remove the confounding
effect of the imbalance phenomenon and enhance
the model prediction.

To sum up, our contributions are as follows:

• We propose a novel neural topic model
equipped with the backdoor adjustment to pro-
duce effective topic representations for bene-
fiting counterfactual detection.

• We propose causal intervention upon hidden
representations to ameliorate the confounding
effect of the class imbalance in counterfactual
detection datasets.

• Extensive experiments demonstrate that we
significantly outperform state-of-the-art CFD
and bias-resolving approaches. Our method is
also applicable to other bias-sensitive natural
language understanding tasks.

2 Related Work

2.1 Representational Intervention for Deep
Learning

Representational intervention has been popularly
adopted in deep learning applications. Some in-
clude document summarization (Nguyen et al.,
2021; Nguyen and Luu, 2022), topic modeling (Wu
et al., 2024c, 2023a, 2024d, 2023b, 2024a), docu-
ment ranking (Nguyen et al., 2023c, 2022), senti-
ment analysis (Nguyen et al., 2023b, 2024a, 2023a),
video moment retrieval (Nguyen et al., 2023d,
2024d), and video question answering (Nguyen
et al., 2024c,e). As one notable approach for rep-
resentational intervention, causal inference has at-
tracted myriad attention as a method to interpret
adversarial attacks (Zhao et al., 2022) and eradicate
spurious confounding factors in SGD optimizer
(Tang et al., 2020).

2.2 Predictive Biases in Deep Learning

Research community has long searched for
objective-based and augmentation-based counter-
measures against biases that drive deep learning
models to ignore the input content when making
predictions (Wu et al., 2024b; Nguyen et al., 2024b;
Nguyen and Luu, 2021; Nguyen et al., 2024f). For
the objective-based direction, Karimi Mahabadi
et al. (2020) propose to increase the loss weight
of rare examples and subtract the gradients of the
biased model from the main one to mitigate their
spurious influences. In the second direction, Wang
et al. (2022) perturb words to prevent the confound-
ing effect of language bias. Wang and Culotta
(2021) suggest augmenting the original training
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set with samples containing antonyms of high co-
efficient terms and reverse label. However, their
method demands human supervision and solely in-
volves sentiment classification. Focusing on Coun-
terfactual Detection, O’Neill et al. (2021) decide
to mask clue phrases and populate counterfactual
examples through backtranslation. Nevertheless,
they find that these methods suffer from deficiency
since counterfactuality also depends on the context.
Contrast to them, we decide to causally intervene
the contextualized representations to reduce the
confounding effect of the biases.

3 Methodology

In this section, we sequentially formulate the pre-
liminaries of counterfactual detection and neural
topic model, introduce our proposed causal per-
spective for the task, and then articulate the imple-
mentation details of our framework.

3.1 Problem Formulation

Given an input sentence S = {w1, w2, . . . , wN}
and its bag-of-word (BOW) representation xbow,
we aim to train a model function f that maps S and
xbow to a probability scalar y ∈ [0, 1]. The prob-
ability magnitude will denote whether the input
sentence is counterfactual or not.

3.2 Neural Topic Model (NTM)

Our neural topic model possesses the Variational
AutoEncoder architecture (Miao et al., 2017;
Kingma and Welling, 2013). It consists of an en-
coder to produce topic representation and a decoder
to reconstruct the original input based upon the rep-
resentation.
Topic Encoder. Its function is to encode the input
xbow into the topic representation θ. In the be-
ginning, xbow is forwarded to both non-linear and
linear layers to estimate the mean µ and standard
deviation σ of the variational distribution q(z|x):

π = f0(xbow), µ = fµ(π), logσ = fσ(π), (1)

where we implement f0 as a non-linear layer with
the softplus activation function; fµ and fσ are two
linear layers. Subsequently, to lessen the gradi-
ent variance, we adapt the reparameterization trick
(Kingma and Welling, 2013) to draw the latent vec-
tor z:

z = µ+ σ · ϵ, ϵ ∼ N (0, I). (2)

(i) Counterfactual
Detection module

(ii) Neural Topic Model

Causal Graph before Intervention Causal Graph after Intervention

Figure 2: (left) Our proposed causal model for counter-
factual detection. (right) The causal graph after remov-
ing arrows from DCFD to H and DTM to Xbow, eliminat-
ing spurious effects of the label and topic biases.

Then, we normalize z with the softmax function to
attain the topic representation θ as:

θ = softmax(z). (3)

Topic Decoder. Given the topic representation θ,
the decoder’s task is to reconstruct the original in-
put xbow as x′

bow. It performs the sampling process
to extract the word distribution:

• For each word w ∈ xbow, draw w ∼
softmax(fϕ(θ)),

where fϕ denotes a ReLU-activated non-linear
transformation. In the ensuing sections, we des-
ignate the weight matrix ϕ = (ϕ1,ϕ2, . . . ,ϕK) ∈
RV×K of fϕ as the topic-word distribution, in
which V and K denote the vocabulary size and
the number of topics, respectively. We also lever-
age the topic representation θ as global semantics
to enhance the counterfactual detection module.

3.3 Causal Perspective into Counterfactual
Detection

To investigate the relation among factors in our
counterfactual detection system, we propose a
structural causal graph (SCG) in Figure 2. Our
graph includes vertices, direct edges, and two sub-
graphs for denoting random variables, causal ef-
fects, with the pre-intervened and post-intervened
states, respectively.
SCG for Topic Modeling. In this component, the
topic bias DTM is the confounder that influences
variables θ and Xbow in the neural topic model.

• Xbow ← DTM → θ: This backdoor path elic-
its the spurious correlation between xbow and
θ instances. In topic modeling, neural topic
models have a tendency to align documents
with a repetitive set of topics.
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• θ → H: Because of the confounder DTM, the
inferred global semantics might comprise ir-
relevant entries that do not represent the true
semantics of the document. Therefore, the fal-
lacious semantics could become detrimental
noise to adulterate the hidden representations
h, which is the direct input to the counterfac-
tual classifier.

SCG for Counterfactual Detection. This com-
ponent delineates causalities among four variables
in counterfactual detection: input sequence S, en-
coded content H , output prediction Y , and the im-
balanced label bias DCFD. In detail, the imbalanced
label distribution confounds both the predicted out-
put Y and variable H , leading to erroneous corre-
lation between H and Y .

• H ← DCFD → Y specifies the effect of
DCFD on hidden representations. In prac-
tice, the overwhelming population of the neg-
ative label in counterfactual datasets might
result in learned representations that mostly
express non-counterfactual features, thus driv-
ing the detection model towards the non-
counterfactual response during prediction.

Causal Intervention on Textual Representations.
We now present the method to remove the con-
founding effects. To obtain the deconfounded repre-
sentations, we capture the causal effect from Xbow
to θ and from H to Y via the Causal Intervention
technique, i.e. Backdoor Adjustment (Pearl, 2009),
with the following theorem to remove the arrow
from DTM to Xbow and DCFD to H .

Theorem 1. (Backdoor Adjustment (Pearl, 2009))
Let o ∈ {y,θ}, i ∈ {xbow,h}, and n ∈
{dTM, dCFD}. Then,

p(o|do(i)) = pN↛I(o|do(i)) =
∑

n

p(o|i, n)·p(n).

(4)

This theorem shows that we can model the decon-
founded likelihood p(o|do(i)) through estimating
pN→I(o|i, n) and p(n). We will expound the im-
plementation of p(o|do(i)) to assist the model in
predicting counterfactuality in Section 3.4 and de-
confound neural topic model in Section 3.5.

3.4 Model Implementation
Our overall framework is illustrated in Figure 3.
NTM for Text Encoder. To address the issue of
model reliance on clue phrases in counterfactual

detection, we propose to condition contextualized
representations on global semantics yielded by the
neural topic model.

Initially, we append the special token [CLS] to
the beginning of the input sequence. Then, the text
encoder converts each discrete token wi into the
hidden vector hi as:

h[CLS],h1, . . . ,h|S| = TextEncoder([CLS],

w1, . . . , w|S|).
(5)

We insert global semantics θ of the input S into the
encoded information:

h
topic
i = tanh(Linear([hi,θ]), (6)

where [,] denotes the concatenation operator.
Causal Intervention for Predicting Counterfac-
tuality. As mentioned in Section 3.3, we propose
to debias hidden vectors from the imbalanced label
bias. To this end, we set p(dCFD) =

1
|Y| , where Y

is the set of groundtruth labels. Formally, the Eq.
(4) becomes:

p(y|do(c)) =
1

|Y|
∑

dCFD

p(y|c, dCFD). (7)

Because of dCFD, we need to incorporate the label
information into p(y|c, dCFD). We propose that in-
formation of each label exists in the hidden vectors
of the inputs belonging to that label and denote
such set of inputs for each label l as Dl. Inspired
by the prototypical network (Snell et al., 2017), we
extract the information as follows:

hl
[CLS] =

1

|Dl|
∑

Sj∈Dl

hj,[CLS]. (8)

Hereafter, we forward both the topic-oriented repre-
sentation h

topic
i and the label information in hl

[CLS]
to the non-linear layer to classify the counterfactu-
ality as:

h′
[CLS] = Linear

([
h

topic
[CLS],Linear

[
{hl

[CLS]}l∈Y
]])

,

(9)

pCFD = p(y|do(c)) =
1

|Y|
∑

l

φ
(
h′

[CLS]
)
, (10)

where φ denotes the sigmoid function.

3.5 Training Strategy
Deconfounding NTM. To deconfound the NTM,
we derive the Eq. (4) as:

p(θ|do(xbow)) =
∑

dTM

p(θ,xbow|dTM) · p(dTM)

p(xbow|dTM)
.

(11)
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Figure 3: Illustration of the Topic-aware Causal Intervention Framework for Counterfactual Detection. Here the
green component denotes the neural topic model, the purple component the text encoder, and the orange component
our causal intervention operation for counterfactuality prediction.

In NTMs, topics are parameterized as word distri-
butions (Blum and Haghtalab, 2016; Austin, 2011),
similar to xbow. Hence, we conjecture that topic
representation is a decomposed variant of each
xbow, and we can only fully observe the distribution
of the decompositions as in Figure 1 with the same
number of times we retrieve xbow. Furthermore, as
the training progresses, the output x′

bow will con-
verge to xbow. As such, we propose to approximate
Eq. (11) following the propensity score modeling
approach (Rosenbaum and Rubin, 1983):

p(θ|do(xbow)) ≈
∑

dTM

p(θ,x′
bow, dTM))

=
∏

i

ϕi · θ
||ϕi|| · ||θ||

,
(12)

where i refers to a word in xbow, and we empirically
add the magnitude of θ. The denominator works
as a normalizer to balance the magnitude of the
variables.
Training Objective. Our framework jointly opti-
mizes the Neural Topic Model and Counterfactual
Detection (CFD) module. To train the CFD module,
we employ the binary cross-entropy loss as:

LCFD(S,xbow, y) =

− y log pCFD − (1− y) log(1− pCFD).
(13)

For the NTM, with the Eq. (12), we obtain the
deconfounded evidence lower bound as:

LNTM(xbow) = KL(q(z|x)||p(z))
− Eϵ∼N (0,I) [log pϕ(xbow|θ)]

− γ · Eϵ∼N (0,I)

[
V∑

i=1

log
ϕi · θ

||ϕi|| · ||θ||

]
,

(14)

where the first term denotes the Kullback-Leibler
divergence between the prior and posterior distri-
bution, the second term the reconstruction error

of the output compared with the input, the third
term the deconfounded objective in Eq. (12), V
the vocabulary size, and γ the hyperparameter to
control the deconfounding effect upon the training,
respectively.

To conclude, our entire architecture is optimized
with the linear combination of the loss functions
LNTM and LCFD as:

L = LCFD + λNTMLNTM, (15)

where λ denotes the hyperparameter weight to scale
the topic modeling component.

4 Experiments

4.1 Datasets

We evaluate on two prevalent datasets for the
counterfactual detection task, SemEval-2020 (Yang
et al., 2020) and Amazon-2021 (O’Neill et al.,
2021). While SemEval-2020 comprises English
documents, Amazon-2021 covers statements in
three languages, English, Japanese, and Ger-
man. For our experiments, we inherit the original
train/val/test splits. To verify the generalizability
of our methods, we measure our performance on
two other bias-sensitive document analysis tasks,
Paraphrase Identification with the MRPC dataset
(Dolan and Brockett, 2005), and Implicit Sentiment
Analysis (ISA) with CLIPEval from SemEval 2015
task 9 (Russo et al., 2015). These two tasks have
been shown to sustain syntactic phrase and label bi-
ases (Li et al., 2020; Wang et al., 2022). The statis-
tics of the datasets are provided in the Appendix.
For evaluation metrics, we report Matthew’s Corre-
lation Coefficient (MCC) (Boughorbel et al., 2017),
the Accuracy (Acc), and F1 score.
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4.2 Implementation Details

For the topic model, we select the topic number
T = 15 based on the validation performance. Be-
cause at the beginning of the training process, the
reconstructed output x′

bow does not resemble the
input xbow, we decide to adapt the linear warm-up
strategy (Gilmer et al., 2021) with the number of
warm-up steps Nwp = 1000 for the value of γ be-
fore fixing it to 0.25. We finetune two pretrained
multilingual language models, mBERT (Devlin
et al., 2018) and XLM-R (Conneau et al., 2020)
for the CFD task, and the monolingual BERT (De-
vlin et al., 2018) and RoBERTa (Liu et al., 2019)
for the PI and ISA tasks. All variants are equipped
with a linear layer on top of the pretrained lan-
guage model. Our entire architecture is trained
end-to-end on the A100 GPU, with the batch size
of 16 and λNTM of 0.5 for 50 epochs, adopting
Adam optimizer for the learning rate of 10−5 and
L2 regularization equal 10−6. For the counterfac-
tual detection and paraphrase identification tasks,
Y = {0, 1}, meanwhile for the implicit sentiment
analysis task, Y = {−1, 0, 1}.

4.3 Baselines

As baselines, we compare our work against a wide
variety of recent state-of-the-art bias-resolving
causal intervention and data augmentation ap-
proaches for Counterfactual Detection: (i) Stochas-
tic Perturbation (SP) (Wang et al., 2022), lever-
aging word perturbation to causally intervene the
spurious effect of the language bias confounder;
(ii) Masking (O’Neill et al., 2021), masking clue
phrases in counterfactual detection to eliminate
their effect upon the training; (iii) Debiased Focal
Loss (DFL) (Karimi Mahabadi et al., 2020), de-
emphasizing the loss contribution of easy biased ex-
amples and direct the model towards hard but less
biased ones; (iv) Product of Experts (Karimi Ma-
habadi et al., 2020), aggregating the predictions of
two models, one trained with the biased and the
other with both biased and unbiased examples; (v)
Backtranslation (O’Neill et al., 2021), a data aug-
mentation method on the input level to increase the
number of rare-label samples.

4.4 Comparison with State-of-the-arts

Results on Original Test Sets. We train and test
the baselines and our model on the original test
sets in Table 2. In the English variant of Amazon-
2021 dataset, with mBERT we achieve an improved

accuracy of 1.5 points, and MCC score of 2.4
points with XLM-R. For German documents, our
XLM-R outperforms the baseline using Backtrans-
lation with 1.5 points, while our method adopted
on mBERT enhances the SP approach with 1.0
point in MCC. On the Japanese version, where
the language upholds syntactic and morphological
features separate from English and German, our
mBERT-based and XLM-R-based models accom-
plish absolute enhancements of 5.1 and 1.2 points
in F1 metric, respectively, compared with DFL and
SP, which are the best previous approaches.

On the SemEval-2020 dataset, which is at a
larger scale and concerns diverse domains (O’Neill
et al., 2021), our general performance is also auspi-
cious. In particular, our mBERT system surpasses
the DFL model by a mean MCC of 2.1 points. In
addition, our XLM-R polishes the SP approach by
1.1 points of the F1 score. These results corrobo-
rate that our counterfactual detection model is able
to cope with harmful confounding impacts of dif-
ferent biases, thus producing more generalizable
representations to attain better performance.
Results on Balanced Test Sets. We randomly sam-
ple 500 samples from each class in the test set of
SemEval-2020, then evaluate our method in Ta-
ble 3. As can be seen, our method surpasses the
best previous baseline, i.e. Backtranslation, with
a significant margin of 1.5 points of accuracy for
the mBERT variant, and surpasses DFL with 2.8
points of MCC for the XLM-R variant. These re-
sults verify that our causal intervention technique is
able to mitigate the confounding effect of the class
imbalance and makes the CFD model impartially
consider the counterfactual and non-counterfactual
choices when making prediction.

4.5 Zero-Shot Cross-lingual Evaluation

To clearly confirm whether our methods have the
ability to deal with the bias of clue phrases, we con-
duct the zero-shot cross-lingual evaluation. In par-
ticular, we proceed to finetune the standard mBERT,
XLM-R, and our counterfactual detection archi-
tectures on the Japanese portion of Amazon-2021
dataset, then directly validate the performance on
the English portion, and similarly we finetune the
models on the German training set and test them
on the Japanese test set. We indicate the results in
Table 4 and 5.

As can be observed, our model is capable of
enhancing zero-shot cross-lingual counterfactual
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Methods
Amazon-2021 (CD) SemEval-2020 (CD) MRPC (PI) CLIPEval (ISA)

En De Jp En En En
Acc MCC F1 Acc MCC F1 Acc MCC F1 Acc MCC F1 Acc MCC F1 Acc MCC F1

mBERT/BERT 91.79 72.29 79.19 90.79 77.02 93.00 92.93 60.87 58.93 94.39 68.87 71.83 91.75 83.86 91.35 83.10 73.79 80.67
w/ DFL 93.88 81.70 81.30 91.11 79.58 93.47 94.00 66.61 69.89 96.63 81.23 82.80 92.15 84.62 91.69 85.25 77.22 83.76
w/ PoE 94.03 82.72 81.54 90.90 78.53 93.32 93.79 66.23 69.74 95.33 77.66 80.00 92.23 85.61 91.73 84.18 76.16 82.37
w/ Backtranslation 94.03 83.07 81.89 90.26 73.51 92.47 93.25 62.50 60.27 95.94 79.18 80.99 92.30 85.95 91.75 83.10 74.22 82.33
w/ Masking 93.43 78.60 81.01 91.43 79.79 93.89 93.68 64.28 68.02 95.81 78.73 80.84 — — — — — —
w/ SP 93.63 81.19 81.21 91.65 81.06 93.86 93.61 62.76 66.83 95.08 77.35 79.02 92.38 86.53 91.76 84.44 76.97 83.13
Our Model 95.52 86.37 83.05 92.29 82.08 94.40 95.29 73.79 75.00 96.97 83.31 84.81 93.65 87.38 93.20 86.79 79.28 85.00
XLM-R/RoBERTa 92.63 73.16 82.89 90.55 80.18 93.37 92.96 64.70 67.25 94.43 83.68 85.05 91.25 88.46 92.75 88.16 81.31 85.78
w/ DFL 94.66 85.22 83.46 90.84 80.32 93.53 94.40 74.21 75.68 96.41 84.43 85.56 93.92 88.99 94.05 88.41 81.64 85.89
w/ PoE 94.52 84.90 83.09 90.86 80.58 93.74 94.12 73.23 75.59 96.43 84.55 85.87 93.50 88.91 93.75 87.87 80.80 84.99
w/ Backtranslation 94.95 85.85 83.81 91.79 81.02 93.99 94.33 73.75 75.67 95.86 84.36 85.43 93.34 88.78 93.62 87.60 80.48 84.86
w/ Masking 94.20 83.75 82.96 90.21 79.75 93.25 94.57 74.44 75.73 95.79 84.22 85.11 — — — — — —
w/ SP 95.40 86.35 83.87 91.18 80.76 93.87 94.87 75.03 76.85 96.77 85.18 86.34 94.60 89.22 94.17 88.41 81.69 87.03
Our Model 96.85 88.74 84.44 92.51 82.49 94.57 95.82 76.01 77.97 97.44 86.09 87.44 95.55 91.05 95.14 89.49 83.55 88.07

Table 2: Numerical results on original test sets of the Counterfactual Detection (CD), Paraphrase Identification (PI),
and Implicit Sentiment Analysis (ISA) tasks. We respectively bold and underline the best and second-to-best results.

Methods
SemEval-2020

Acc MCC F1
mBERT 85.75 74.21 83.55
w/ DFL 91.48 83.53 90.94
w/ PoE 90.45 82.01 89.60
w/ Backtranslation 91.68 83.21 91.54
w/ Masking 89.53 80.28 88.52
w/ SP 90.60 81.92 89.94
Our model 93.13 86.52 92.84
XLM-R 88.95 79.69 88.04
w/ DFL 92.78 86.01 92.38
w/ PoE 91.33 83.50 90.66
w/ Backtranslation 92.48 85.94 92.49
w/ Masking 90.60 82.15 89.83
w/ SP 89.40 80.13 88.25
Our model 94.33 88.83 94.14

Table 3: Numerical results on balanced test sets of the
CFD task on the SemEval-2020 dataset.

Models Jp → En De → Jp
Acc MCC F1 Acc MCC F1

mBERT 91.83 49.78 52.81 80.84 40.54 44.92
Our Model 93.40 59.41 60.71 91.54 50.10 54.34

Table 4: Cross-lingual Zero-shot mBERT results on the
Amazon-2021 dataset.

detection capacity of both mBERT and XLM-R,
surpassing mBERT with a large margin of 1.6 and
XLM-R with 1.1 points in accuracy for the English
test set. For the Japanese test set, we outperform
mBERT and XLM-R with 9.6 points of F1, and
9.7 points of MCC, respectively. These results
substantiate that our methods can mitigate the clue
phrase bias in the language models.

4.6 Adaptability to Other Bias-sensitive Tasks

Experimental results in PI and ISA tasks are given
in Table 2. For the MRPC dataset, our BERT model
performance exceeds the one of the SP method by
1.3 points in accuracy, and 1.4 points in F1. With
respect to the RoBERTA backbone, we also surpass

Models Jp → En De → Jp
Acc MCC F1 Acc MCC F1

XLM-R 92.70 61.55 62.83 87.87 45.82 50.49
Our Model 93.85 62.79 64.35 89.19 55.56 51.67

Table 5: Cross-lingual Zero-shot XLM-R results on the
Amazon-2021 dataset.

Methods Acc MCC F1
Our Model 95.52 86.37 83.05
w/o Debiased CFD Objective 94.63 83.75 82.96
w/o Deconfounded Topic Model
Objective

94.33 83.29 82.52

w/o Neural Topic Model 93.43 80.59 82.40

Table 6: Results from ablating different deconfounding
components on the English Amazon-2021 dataset.

the SP method by 1.8 points of MCC, and 1.0 point
of F1. Regarding the CLIPEval dataset, integrating
our approaches into BERT and RoBERTa extends
the performance with 2.1 points in MCC, and 1.1
points in accuracy, respectively.

Those aforementioned results have shown that
our methods have the capability of tackling biases
in not only counterfactual detection but also other
natural language understanding tasks.

4.7 Ablation Study

Effect of Deconfounding Components. In this
ablation, we experiment with removing each com-
ponent that helps the model deconfound. Partic-
ularly, we train and test the ablated mBERT on
the English portion of the Amazon-2021 dataset.
As shown in Table 6, solely employing one of the
elements does enhance the overall counterfactual
recognition, but being less effective than the joint
approach. Without combining the deconfounding
mechanisms, the model might not be able to cope
with multiple biases.
Effect of Global Semantics. Here, we investi-
gate the performance of our method when utiliz-
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Figure 4: Attention weights of the [CLS] token to all other words, and output scores of mBERT and Our Model.
The score is in range [0, 1]. The input: “The girlfriend was annoying, and it made me wonder if any man in his right
mind would have put up with her behavior as long as he did.”

Methods Acc MCC F1
XLM-R + NTM 92.51 82.49 94.57
XLM-R + PFA 91.86 81.09 94.09
XLM-R + LDA 91.97 81.83 94.25

Table 7: Ablation results with various types of global
semantics on the German Amazon-2021 dataset.

Topic 3: headset headphone bose radio earpods designs

Topic 6: shopping purchased products storing remain receiving

Topic 14: phone system notebook macbook store installing
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Input: I was in the market for ear buds that seal off
your ear while being able to control my iPhone.0.09

Figure 5: Topic Percentages and inferred Top Topics
from Figure 1 after Causal Intervention.
ing conventional topic models. We consider two
choices, i.e. Poisson Factor Analysis (PFA) and
Latent Dirichlet Allocation (LDA), and finetune the
XML-R model on the German subset in Amazon-
2021. As can be seen in Table 7, NTM burnishes
the counterfactual detector more effectively than
traditional topic models. More results on the two
ablation experiments can be found in the Appendix.

4.8 Case Study
Impact of Causal Intervention on Attention
Logits. Here we randomly select one example
from Table 1 and visualize the average attention
scores in the heads of all layers of the [CLS] to-
ken to the remaining words. As shown in Figure 4,
whereas mBERT’s [CLS] strongly pays attention to
clue phrases“if ” and “would have”, our model dis-
tributes the attention impartially and emphasizes
content words, such as “annoying”, “man”, and
“behavior”. This could help to explain our more
reasonable prediction than mBERT. We provide
attention visualizations of other examples in the
Appendix. These visualizations demonstrate that
our approach can resolve the confounding influence
of clue phrases and improve model prediction.
Impact of Causal Intervention on Topic Distri-

bution. In Figure 5, we obtain topic representation
from our neural topic model for the document of
the Amazon-2021 dataset in Figure 1, and then
count the percentage of documents sharing the top
topic, i.e. possessing the largest likelihood. Differ-
ent from Figure 1, our deconfounded topic model
does not lean towards a subset of topics to assign
top probabilities. Moreover, all three leading topics
reveal the semantics of the document, which con-
cerns headset, shopping, and phone. These results
demonstrate that our approach is capable of resolv-
ing the topic bias phenomenon to produce faithful
global semantics for counterfactual detection.

5 Conclusion

In this paper, we propose a causal intervention
framework that discovers biases in the counterfac-
tual detection problem. In order to cope with clue
phrase, topic, and label biases, we propose to utilize
global semantics and extend the training strategy
with deconfounding training objectives. Compre-
hensive experiments demonstrate that our model
can ameliorate detrimental influences of biases to
polish previous state-of-the-art baselines for not
only the counterfactual detection but also other
bias-sensitive NLU tasks.

6 Limitations

We consider the following two limitations as our
future work: (1) Extend the problem to circum-
stances with multiple observable confounding vari-
ables. The problem will become more complex if
additional confounding factors are explicitly taken
into account. Studying such complex scenario is
potential to enhance the applicability and our under-
standing towards the proposed debiasing technique;
(2) Explore the impact of causal intervention on
generative tasks. We have only verified the effec-
tiveness of causal intervention in discriminative lan-
guage models. Whether the effectiveness applies
for generative tasks such as machine translation,
document summarization, etc., remains an open
problem and interesting research direction.
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A Attention Visualization

In this section, we visualize the attention weights of the [CLS] token to the words of the examples in
Table 1.
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Figure 6: Attention weights of the [CLS] token to all other words, and output scores of mBERT and our model. The
score is in range [0, 1]. The input: “It doesn’t work as well as I was hoping it would, it is a waste of money.”
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Figure 7: Attention weights of the [CLS] token to all other words, and output scores of mBERT and our model. The
score is in range [0, 1]. The input: “I don’t like to go into the plot a lot. The blurb represents the book fairly.”
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Figure 8: Attention weights of the [CLS] token to all other words, and output scores of mBERT and our model. The
score is in range [0, 1]. The input: “Who would have thought a pillow could make such a difference.”
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Figure 9: Attention weights of the [CLS] token to all other words, and output scores of mBERT and our model. The
score is in range [0, 1]. The input: “It would have been, people would say, worse than Watergate.”
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Figure 10: Attention weights of the [CLS] token to all other words, and output scores of mBERT and our model.
The score is in range [0, 1]. The input: ウォーターゲート事件よりもひどかったかもしれない、と人々は言
うだろう。”

B Dataset Statistics

In this section, we present the statistics of all the datasets pertaining to Counterfactual Detection, Para-
phrase Identification, and Implicit Sentiment Analysis tasks.

Dataset Variant Train Val Test #Pos #Neg #Neutral #Pos in Test #Neg in Test Total

Amazon-2021
En 4018 335 670 954 4069 - 131 539 5023
De 5600 466 934 4840 2160 - 650 284 7000
Jp 5600 466 934 667 6333 - 96 838 7000

SemEval-2020 En 13000 - 7000 2192 17808 - 738 6262 20000
MRPC En 49184 2000 2000 23493 29691 - 907 1093 53184

CLIPEval En 1347 - 371 580 796 342 216 155 1718

Table 8: Statistics of the Datasets.

C Additional Ablation Studies

Impact of Deconfounding Components. We compare our model with its ablated variants in all subsets
of the Amazon-2021 dataset. As can be observed in Table 9, jointly utilizing deconfounded neural topic
model and debiased objective can tackle the clue phrase, label, and topic biases, leading to the largest
overall improvement.

Methods
En De Jp

Acc MCC F1 Acc MCC F1 Acc MCC F1
Our Model 95.52 86.37 83.05 92.29 82.08 94.40 95.29 73.79 75.00
w/o Debiased CFD objective 94.63 83.75 82.96 92.15 81.49 94.36 94.87 73.13 73.61
w/o Deconfounded Topic Model objective 94.33 83.29 82.52 91.94 81.31 94.19 94.80 72.78 71.66
w/o Neural Topic Model 93.43 80.59 82.40 91.76 81.20 94.05 94.72 72.60 71.09

Table 9: Results of subsequently pruning deconfounding components on the Amazon-2021 dataset.

Impact of Global Semantics. In addition to the results in Table 7, we execute our model with different
topic models on other languages of the Amazon-2021 dataset. The results are shown in Table 10.

Methods
En De Jp

Acc MCC F1 Acc MCC F1 Acc MCC F1
XLM-R + NTM 96.85 88.74 84.44 92.51 82.49 94.57 95.82 76.01 77.97
XLM-R + PFA 96.63 87.19 83.97 91.86 81.09 94.09 95.72 75.46 77.68
XLM-R + LDA 96.40 87.11 83.10 91.97 81.83 94.09 95.18 75.07 77.53

Table 10: Results with heterogeneous topic models on the Amazon-2021 dataset.
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Abstract

This article deals with the syntactic analysis
of German-language poetry from different cen-
turies. We use Universal Dependencies (UD) as
our syntactic framework. We discuss particular
challenges of the poems in terms of tokeniza-
tion, sentence boundary recognition and special
syntactic constructions. Our annotated pilot
corpus currently consists of 20 poems with a
total of 2,162 tokens, which originate from the
PoeTree.de corpus. We present some statistics
on our annotations and also evaluate the auto-
matic UD annotation from PoeTree.de using
our annotations.

1 Introduction

For many years, poetry played a rather subordi-
nate role in the field of Natural Language Process-
ing. With the emergence of the field of Digital
Humanities, the interest in computational methods
for philological questions has increased consider-
ably.

It is often assumed that the particular repetitive
structures and patterns of poems serve, among other
things, to support memorization. These structures
prominently include meter and the rhyme scheme.
Many computational approaches to the analysis
of poetry have focused on these features, such as
the work by Bobenhausen and Hammerich (2015);
Haider (2023, 2021); Delente and Renault (2017),
who automatically analyze phonological features
like meter and rhyme in English, German and
French poetry (also see the overview in De Sisto
et al., 2024).

On a more abstract level, syntactic patterns can
also support memorization, e.g. by using the same
syntactic structure several times. Lee and Kong
(2012) investigate and compare such constructions
in poems of two Chinese poets under the name
‘parallel couplets’, which refers to semantic or syn-
tactic correspondences between two lines.

Another syntactic phenomenon that is specific
to poems is unusual word order, which often re-
sults from metrical constraints. A special case is
the enjambment, in which the elements of a syn-
tactic phrase are separated by spreading them over
two lines, whereby special retarding effects can
be achieved. Enjambment has been examined by
Ruiz Fabo et al. (2017) and Hussein et al. (2018).

Syntactic annotations of poems are also interest-
ing for other reasons. For instance, DeHass (2024)
uses them to compare paratactic vs. hypotactic style
in Latin colloquial texts, poetry, and prose. Syntax
annotations can in general facilitate access to the
content of a text and, e.g., allow for easy retrieval of
(syntactically and semantically) related units such
as entities and their properties, or events and their
participants, as suggested by Bamman (2020) for
literary texts.

For a long time, such studies could only be car-
ried out on a rather small amount of data that has
been manually annotated by experts. Examples
of such manually-created poetry treebanks are the
York-Helsinki parsed corpus of Old English po-
etry (YCOEP)1 (Pintzuk and Leendert, 2001), the
Ancient Greek and Latin Dependency Treebank
(AGLDT)2 (Bamman and Crane, 2011), which
comprises a subset of poetic texts, and the tree-
bank of Classical Chinese poems (Lee and Kong,
2012).

Only recently has there been work on the auto-
matic syntax analysis of poems and the first po-
etry treebanks have been generated automatically,
such as the diachronic treebank of Spanish Sonnets
(Ruiz Fabo et al., 2017), the treebank of Classi-
cal Arabic poetry (Al-Ghamdi et al., 2021), or the
PoeTree treebank with poems in ten different lan-
guages (Plecháč et al., 2024). All three treebanks
were automatically annotated by generic parsers

1https://www-users.york.ac.uk/~lang18/pcorpus.
html

2http://perseusdl.github.io/treebank_data/
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that were not specifically trained for poems because
no training data was available (see Section 4.2 for
evaluation results).

Our work aims to contribute to the creation of
training and evaluation data for the syntactic analy-
sis of poetry. Our paper deals with the analysis of
German-language poems from different centuries.
We use the framework of Universal Dependencies
(UD, de Marneffe et al., 2021) and discuss some
difficulties for annotation that arise due to the pe-
culiarities of poems. We manually annotate a pilot
corpus of 20 poems with 2,162 tokens, following
the guidelines proposed by Dipper et al. (2024),
who define a set of customized labels for German.

Our data comes from the PoeTree corpus, that
has been automatically annotated with UD trees by
UDPipe (Straka, 2018). We evaluate the UD trees
by means of our manually created annotations. For
the evaluation, we map the customized labels back
to UD labels. The main contributions of this paper
are:

• A pilot UD treebank of currently 20 German-
language poems from different centuries,
which are available under a free license.3

• An in-depth discussion of the specific chal-
lenges of (German) poetry.

• A first evaluation of the automatic analyses
from UDPipe.

2 Data

The data for our study comes from the PoeTree
corpus, which consists of more than 330,000 po-
ems with 89,000,000 tokens from 10 European lan-
guages (Plecháč et al., 2023; Plecháč et al., 2024).4

All poems have been annotated automatically with
UD-style dependencies using UDPipe 2.0 (Straka,
2018). However, only the annotations of the Czech-
language subcorpus have already been evaluated
(Cinková et al., 2024) (see Section 4.2).

The German-language sub-corpus of the
PoeTree corpus, called PoeTree.de (Bobenhausen
and Hammerich, 2015; Haider, 2021) consists of
74,000 poems. The automatic annotations com-
prise lemma, inflection features, universal part-of-
speech (POS) tags, language-specific POS accord-

3The corpus is available at https://
gitlab.ruhr-uni-bochum.de/vamos-cl/
ud-for-german-poetry.

4Version 0.0.2, https://versologie.cz/poetree/.

Mean ± SD Total

Tokens 108.1 ± 92.8 2,162
Lines 15.7 ± 15.1 314
Stanzas 4.9 ± 5.7 97

Table 1: Statistics on the annotated German sub-corpus:
mean number and standard deviation of tokens, lines
and stanzas per poem.

ing to the STTS tagset (Schiller et al., 1999) and
UD-style dependency relations.

We randomly selected 20 poems from
PoeTree.de, see Table 1 for an overview and
Table 6 in Appendix A for more details. Standard
deviations are very large and show that the
poems differ greatly with regard to their size.
For annotating dependency relations, we use the
manual annotation tool INCEpTION (Klie et al.,
2018). Each poem was annotated once, by one
of the authors, and difficult cases were discussed
together.

3 Poetry-Specific Issues

In this section, we discuss selected special fea-
tures of poetry that pose a challenge for automatic
language processing. The focus is on German-
language poetry; many of the challenges, however,
also arise for poetry in other languages.

3.1 Word forms and tokenization
Poetry belongs to non-standard language data in
several respects. For example, capitalization is of-
ten handled differently than in standard language,
e.g., some poems are written entirely in lower case.
In the poems of our corpus, the first word of a
line is usually capitalized, whereas in standardized
spelling in German only sentence beginnings and
nouns are capitalized, so that the unusual capital-
ization sometimes results in incorrect POS tags.
For instance, in (1) the verb schreibe ‘write’ occurs
twice. The first (lowercase) instance is correctly
tagged in the corpus with VVFIN (finite verb), the
second (capitalized) instance is incorrectly tagged
with NN (noun).

(1) Da sitz ich am Tisch und schreibe,
Schreibe wie mir es glückt,
‘I sit at the table and write, write the way I
manage.’ Source: 00-1734-0000-0002-9F08-4#05

5ID as provided in the PoeTree.de corpus.
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Due to the meter, word forms can be shortened
(elision) or lengthened (epenthesis). Elisions are
often marked by an apostrophe, which can be prob-
lematic for tokenization. For example, the elision
in heil’gen ‘holy’ in (2), which stands for heiligen,
has been split into three tokens heil, apostrophe
and gen in PoeTree.de.6 We annotate such partial
tokens with the UD relation goeswith.

(2) Liebste, laß in Dir die Schauer
Weben dieser heil’gen Nacht,
‘Dearest, let the shivers of this holy night
weave in you,’ Source: dta.poem.21583

Another difficulty is the UD treatment of con-
tracted prepositions plus articles, which are very
common in German, e.g. am ≈ an dem ‘at the’. In
UD style (and in the PoeTree data), such contrac-
tions are split and treated as two words, each anno-
tated with its own UD relation (cf. Grünewald and
Friedrich, 2020).7 In (manual) annotation of poetry,
this procedure is problematic: on the one hand, the
meter is no longer correct due to the inserted sylla-
ble, and on the other hand, there are differences in
meaning between the contracted and the split form,
i.e., one form cannot be replaced equivalently by
the other (see, e.g., Cieschinger, 2016). Moreover,
split forms are highly marked in German and make
up less than 10% of the occurrences in a newspaper
and a web corpus (Cieschinger, 2016, p. 6), i.e.,
the UD tokenization applied in PoeTree.de makes
it harder to understand the poems. Annotators of-
ten have to re-merge the preposition and the article
mentally when annotating in order to understand
the meaning of a poem correctly. For example, the
phrase aufs Neue ‘anew’ – shortened to aufs neu’
in the poem line shown in (3) – is rendered as auf
das neu’ ‘on the new’ in PoeTree.de. The line with
the split form could mean something like ‘always
hope for the new’, which is clearly not the correct
meaning and does not fit the context.

(3) Und was dir fehlschlug, hoffe stets aufs neu’
‘And what you have failed, always hope anew’
Source: 00-1734-0000-0002-B719-B#0

6The partial tokens exist as independent words: heil means
‘sound’ and gen is an obsolete preposition meaning ‘towards’.
Presumably this leads to the incorrect tokenization.

7Also see the distinction between tokeniza-
tion and word segmentation in the UD Guidelines
https://universaldependencies.org/u/overview/
tokenization.html: Tokens are defined orthographically
in UD and are marked by whitespace. Words are defined
syntactically and, consequently, clitics are split off and
contractions are undone.

Note that the original form aufs ‘on the’ is
recorded in the ‘multiword’ entry in the JSON
format of the PoeTree.de treebank and could be
used in the dependency annotation. However, a
new, complex dependency label would then have
to be introduced for the contracted forms (e.g.
case+det). This would deviate from the UD guide-
lines, though, and the automatically generated anal-
yses of PoeTree could no longer be evaluated di-
rectly, which is why we have annotated the split
forms.8

3.2 Sentence boundaries
Another feature is the non-standard punctuation of
poetry, which, together with the unusual capital-
ization, means that sentence boundaries are often
not correctly determined and, for example, argu-
ments or modifiers are not located in the same sen-
tence segment9 as their head. This causes problems
for syntax analysis, since dependencies are usually
only marked within a sentence. In our manual anno-
tations we have treated incorrect sentence segments
as follows:

1. If there are several sentences in one sen-
tence segment, link them by the relation
parataxis.

2. If two incomplete fragments are distributed
over two sentence segments, each fragment is
annotated as usually, but only those relations
that apply within the segment are annotated.
Note that such fragments are not linked to
other parts of the sentence with the relation
parataxis, so that there can be several roots
within a sentence segment in our corpus.

An example is given in (4), which consists of
one sentence. The double slashes “//” indicate
the (incorrect) sentence boundaries as defined in
PoeTree.de. This means that several central rela-
tions are missing, see the annotations shown in
Figure 1: Meinem Herzen ‘to my heart’ is gov-
erned by the verb reiche ‘give’ as a dative object,
von der Schlange ‘from the snake’ belongs to the
verb gebissen ‘bitten’.

8In some UD treebanks, e.g. in the German-LIT treebank
(Salomoni, 2017, 2021) or in the NArabizi treebank (Seddah
et al., 2020), such contracted forms are preserved in their
original form and composite POS tags are used, e.g. P+DET
in NArabizi. However, at the dependency level, these forms
are annotated by the label case only, so that the information on
the determiner is not represented in the dependency relations.

9We refer to the (potentially incorrect) sentences as defined
in the PoeTree.de corpus as “sentence segments”.
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Figure 1: Annotation of the fragments of Ex. (4); screenshot of INCEpTION.

(4) Meinem Herzen, wund gebissen //
Von der Schlange: deinem Haar,
Reiche hold in deiner Lippe
Terjak, der es heile, dar!
‘To my heart, bitten sore from the snake, [i.e.]
your hair, give in your lip Terjak [a medical
concoction], which heals it!’

Source: 00-1734-0000-0003-2E39-A#0

In Example (4) the fragments each form a com-
plete subtree, with the roots gebissen ‘bitten’ and
Schlange ‘snake’. In other cases, however, the
heads of the fragments can also be in the other
sentence segment, so that individual words then re-
main unrelated. For example, in (5) the verb head
tragen ‘bear’ only occurs in the second sentence
segment, so that its dependents in the first segment
– the comma, the conjunction dass ‘that’ and the
prepositional phrase auf der Wiese ‘in the meadow’
– remain unrelated, see the annotations in Figure 2.

(5) Erhebe dich, dass auf der Wiese //
Durch deines Wuchses hohes Streben
Zipressenbäume Früchte tragen
‘Arise, so that in the meadow through your
growth’s high aspiration cypress trees bear
fruit’ Source: 00-1734-0000-0003-28BA-1#0

A final example is (6), in which the repeated
instances of Geduld! ‘patience’ are separated by a
(false) sentence boundary due to the exclamation
mark.

(6) Geduld! //
Geduld! – die ew’gen Sterne gehn
Doch ihren Pfad.
‘Patience! Patience! – the eternal stars go but
their path.’ Source: 00-1734-0000-0002-B719-B#0

3.3 Poetry-specific constructions
Repetitions Repetitions are a typical feature of
poetry. We have already seen examples in (1) and
(6), another example is (7), where mein Herz ‘my
heart’ is repeated three times in a row. We annotate
such repetitions like lists, but with a special label,
list:rep.10

(7) Das Meer hat seine Perlen,
Der Himmel hat seine Sterne,
Aber mein Herz, mein Herz,
Mein Herz hat seine Liebe.
‘The sea has its pearls, the sky has its stars,
but my heart, my heart, my heart has its love’

Source: dta.poem.10555

Anacoluthon Sentence interruptions (anaco-
lutha) are also a typical feature. In Example (8),
the first and third lines each begin with a free rela-
tive clause (Die noch schlafen ‘who still sleep’, Die
noch keimen ‘who still germinate’), which is not
integrated into the surrounding clauses and whose
referent therefore remains vague.

10This label is a customized UD label using the notation
universal:customized (see for example the already existing
aux:pass for passive auxiliaries, de Marneffe et al., 2021).
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Figure 2: Partial annotation of the fragments of Ex. (5); screenshot of INCEpTION.

(8) Die noch schlafen, aus den Wäldern
Rauscht’s wie leiser Vogelsang,
Die noch keimen, von den Feldern
Blüht’s wie Duft das Thal entlang.
‘Who still sleep, from the woods it rustles like
soft birdsong, who still germinate, from the
fields it blossoms like fragrance along the
valley.’ Source: dta.poem.21583

We annotate such interruptions with the label
parataxis, as proposed by Paccosi et al. (2023)
(see their example (3)). However, parataxis cap-
tures a rather heterogeneous class of relations, such
as unconnected sentences and also parentheses. We
currently also annotate cases in which a sentence
boundary is missing (see Section 3.2) with this la-
bel. Additional subtypes for differentiation should
possibly be defined here.

4 Results

In this section, we present selected statistics from
our annotations. In the second part, we evaluate
the automatic annotations of PoeTree.de.

4.1 Selected statistics
We first compare the distributions of the different
labels with the two corpora for modern German
from Dipper et al. (2024), which were annotated
according to the same UD scheme. These corpora
originate from the GSD treebank and contain mod-
ern news and reviews. Since all three corpora are
rather small,11 we truncate all extended labels (e.g.
obl:arg) and map them to the basic labels (obl).

Table 2 shows the 10 most frequent labels in the
three text types. Six of the labels (punct, det,
nsubj, advmod, case, obl) occur in all three
text types and their distributions are rather similar.
Coordinations (labels conj and cc) are typical for
reviews and poetry, while they make up less than
3% of the labels in news. The label flat, which

11News: 100 sentences with 1,872 tokens; reviews: 100
sentences with 1,341 tokens.

News Reviews Poetry

punct 16.2 punct 13.5 punct 16.9
det 13.5 advmod 12.5 det 14.4
nsubj 8.6 det 11.0 nsubj 10.2
case 8.6 nsubj 9.3 advmod 8.6
advmod 7.1 case 8.1 case 6.9
obl 5.9 obl 6.0 obl 6.3
nmod 4.8 obj 4.6 obj 5.2
amod 4.7 conj 4.4 conj 4.4
flat 3.8 cc 4.3 cc 3.9
aux 3.7 aux 4.0 amod 3.2

Total 1,772 1,241 1,962

Table 2: The 10 most frequent dependency labels in the
poetry, news and reviews data, along with their relative
frequencies (ignoring root and unspecified labels). The
last line specifies the total number of labels in the re-
spective data set.

is mainly used to annotate complex proper names,
is typical for news; in reviews it occurs with 1.1%,
in poetry not at all. The label aux, which is used
to annotate modal verbs and auxiliaries, occurs in
poetry with 2.3%, i.e. less often than in reviews
and news.

We also compare the distributions of all labels
using Spearman’s rank correlation coefficient r,
which compares the ranks of the labels in the
three text types, and the Jensen-Shannon distance,
which is a symmetric and normalized variant of
the Kullback-Leibler divergence and compares the
probabilities of the labels with each other.12

Table 3 shows that with both measures, the text
types news and reviews are very similar to each
other (high correlation, small distance), while news
and poetry are clearly less similar to each other.
The reviews occupy a position between the other
two text types. The data sets can therefore be
arranged as follows based on their similarities:

12Spearman’s rank correlation coefficient and Jensen-
Shannon distance were calculated with SciPy, https://docs.
scipy.org.
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News Reviews Poetry
News 1
Reviews 0.94 1
Poetry 0.76 0.83 1

News Reviews Poetry
News 0
Reviews 0.145 0
Poetry 0.213 0.173 0

Table 3: Pairwise Spearman’s rank correlation coef-
ficient r (top) and Jensen-Shannon distance (bottom)
between the three data sets.

news – reviews – poetry. This result can possibly
be attributed by the fact that poetry has more con-
ceptually oral characteristics and is therefore closer
to reviews than to news.

4.2 Evaluation of PoeTree.de
We compare the automatically created dependency
relations that come with the PoeTree.de corpus
with our manually created gold-standard annota-
tions. As a preprocessing step, we again map the
extended labels to the basic labels. Furthermore,
we remove punctuation marks (i.e. tokens tagged as
$., $( or $. according to the STTS tagset) for two
reasons: Firstly, the label punct with which they
are attached to their heads is the most frequent one
(see Table 2) but of little interest for the analysis
of syntactic structure. Therefore, removing them
makes the evaluation more informative. Secondly,
for long sequences of parataxis, we systemati-
cally deviated from the UD guidelines for the label
punct in that we attached it to the head of the last
clause rather than the root node of the whole sen-
tence to avoid overly long dependency arcs, thereby
facilitating the manual annotation process.

UAS, LAS, CLAS For each poem, we calculate
the following evaluation metrics: Unlabeled At-
tachement Score (UAS), which measures the per-
centage of tokens that are assigned the correct head;
Labeled Attachement Score (LAS), which is the
percentage of tokens that are assigned the correct
head and the correct dependency label; Content-
Word Labeled Attachment Score (CLAS, Zeman
et al., 2017), which calculates LAS only for con-
tent words, ignoring function words. We use the
evaluation script of the 2018 CoNLL shared task.13

13https://universaldependencies.org/conll18/
evaluation.html.

Metric PT.de GSD PT.cz PDT

UAS 79.6 ± 8.7 82.8 85.0 95.0
LAS 68.9 ± 9.1 78.2 79.7 93.6
CLAS 59.2 ± 10.7 – – –

Table 4: Mean (and standard deviation) for different
evaluation metrics. Column PT.de shows the results of
our evaluation, whereas columns GSD, PT.cz and PDT
show the results of evaluations from others (see the main
text for details).

Table 4 shows the mean (and standard devia-
tion) for each metric (see column PT.de), Figure 3
displays the distribution of scores across all po-
ems. Overall, the results are rather poor. Straka
(2018) reports clearly better results when applying
UDPipe to the German-GSD corpus, which con-
tains newspaper, reviews and web texts (see column
GSD). The LAS scores in particular show a large
gap.

Interestingly, when UDPipe is applied to a sam-
ple of 29 poems (6,591 tokens) from the Czech
PoeTree subcorpus, it clearly outperforms both
evaluations of German data, as reported in Plecháč
et al. (2024) (see column PT.cz). However, the
UDPipe parser seems in general to perform better
on Czech data than on German data, as shown by
column PDT in Table 4, which displays the eval-
uation results for UDPipe on the Prague Depen-
dency Treebank (PDT), which consists of Czech
newswire texts. Here the results are even higher.

The performance drop between news or web
texts and other genres are in line with evaluation
results e.g. on aesthetic writings (Salomoni, 2017)
or fiction (Jelínek, 2017), not only for parsing but
also for POS tagging (Haider, 2021) and other NLP
tasks (see the overview in Bamman, 2020).14

The boxplot for UAS in Figure 3 shows that there
is a very clear downward outlier, with UAS=53.8.
This text also yields poor values for the other mea-
sures: LAS=50.0 and CLAS=37.8. Figure 4 shows
an excerpt of this text with both annotations, the
manual (top) and the automatic ones (bottom). The
excerpt contains a very long coordination of adjec-
tives, each of which is again modified by a preced-
ing adverb. The head noun (Poeten ‘poets’) was

14The Arabic parser used by Al-Ghamdi et al. (2021) (see
Section 1) achieves scores of UAS = 81.52 and LAS = 75.25.
For the treebank of Spanish Sonnets, Ruiz Fabo et al. (2017)
do not provide an evaluation of the automatic parses.
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Figure 3: Distribution of UAS, LAS and CLAS scores.

Manual PoeTree F1 count

advcl ccomp 0.39 7
parataxis conj 0.28 26
obl nmod 0.28 25
expl obj 0.15 13
iobj obj 0.13 11
nmod obl 0.12 10
iobj obl 0.11 7
expl nsubj 0.09 12
root appos 0.08 9
obl obj 0.08 10

Table 5: Top ten most often confused dependency labels.

introduced in the previous line and is elided in the
next lines. Therefore, in the manual annotation, the
first of the adjectives (begrabenen ‘buried (ones)’)
is treated as a substitute head, from which all fur-
ther conj relations start. The system annotation, on
the other hand, selects the last of the coordinated
adjectives (beglückenden ‘enchanting (ones)’) as
the head. This results in a large number of mis-
matches with regard to the structure and thus the
low UAS value.15

Label confusion We use the F1 score as defined
in Dipper et al. (2024) to rank the confusions be-
tween labels in a meaningful way, taking into ac-
count how often they were confused but also how

15In this excerpt, there are also two incorrect words: the
forms Langentzückten and Langbeglückten – which do not
exist in German – should actually be klangentzückten ‘sound-
delighted’ and sangbeglückten ‘song-enchanted’. A transla-
tion of the excerpt is: ‘The exalted buried ones, and the striving
living ones, the sensible ruling ones, the intimately unfolding
ones, the lovingly shaping ones, the sound-delighted delight-
ful ones, the song-enchanted enchanting ones, at experiences,
at events’.

often they occurred overall.16 We only report con-
fusions that occurred more than five times.

Table 5 shows the corresponding confusions. For
example, seven expressions were manually anno-
tated with advcl and automatically with ccomp.
This distinction in particular also proved to be prob-
lematic in the study by Dipper et al. (2024), who
annotated Middle High German texts. As we have
seen, sentences are often strung together without
an overt conjunction. Here it is often difficult to
distinguish between pure parataxis and coordina-
tion without a conjunction. Other problematic la-
bels concern the arguments of a verb, namely obj,
iobj, expl. The confusion with iobj is partly
due to the different criteria: while in the traditional
UD-Treebanks for German iobj is only used for
ditransitive verbs, the guidelines of Dipper et al.
(2024) follow the suggestion of Zeman (2017), ac-
cording to which iobj is used for all dative objects.

5 Conclusion

We presented an annotation study of German-
language poetry of different centuries with UD-
style syntactic relations. We showed that currently,
the automatic analysis of poetry still seems prob-
lematic. At all levels – tokenization, sentence
boundary determination, tagging, parsing – poems
exhibit special properties that lead to faulty anal-
yses. In this paper, however, only parsing was
evaluated quantitatively.

One could argue that some or even many of
the challenges discussed also apply to other non-
standard language data, e.g. word repetition, ana-
coluthon and elision occur in spoken language, or
deviations from standard spelling is typical of so-
cial media data. However, poets use these phenom-
ena intentionally and deliberately in their poems,
whereas in other data they often occur due to time
pressure or attention deficits.

A major problem is that incorrectly determined
sentence boundaries tear apart dependency-related
phrases. In difficult passages, the correct syntac-
tic relationships often only become clear on closer

16F1 is calculated as follows:

2 ∗ a1l1 ∗ a2l2
a1l1 + a2l2

with a1 as the manual annotation and a2 as the system annota-
tion, and l1, l2 as the labels annotated by the human annotator
and the system, respectively. Possible values are between 0
and 1, where 1 means perfect agreement if l1 = l2, and 0
means perfect disagreement if l1 ̸= l2.
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Manual annotation

System annotation

Figure 4: Excerpt of the outlier poem (ID 00-1734-0000-0003-7048-A#0u) with manual (top) and automatic
annotations (bottom).
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analysis and then often have a major influence on
the interpretation. Therefore, we would like to
propose that the sentence boundaries should be de-
termined downstream and a dependency analysis
should be carried out first, on the basis of which
the sentence boundaries would then be determined
(which of course would require a major modifica-
tion of current dependency parsers). Alternatively,
both tasks, parsing and sentence boundary detec-
tion, could be performed in parallel. In fact, this
issue could concern other kinds of non-standard
data as well, such as data produced by learners or
children or in social media, which often does not
adhere to standard punctuation rules.

Overall, we conclude that for studying syntac-
tic properties of poems based on UD annotations,
automatic parses are not yet reliable enough. Fur-
ther manual analyses are necessary, also to provide
training data for poetry-specific structures as re-
viewed in this paper.

Limitations

Our study is limited in that we have only annotated
a small pilot corpus. We are planning to extend the
data in the future. Furthermore, for the compari-
son of our manual annotations with automatically
created annotations we have only used the automat-
ically created dependency relations that come with
the PoeTree.de corpus. The evaluation was end-to-
end, i.e. we have not yet been able to evaluate the
performance of a dependency parser that is based
on, e.g., gold token and sentence boundaries.
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N. Kočnik, Benjamin Nagy, Éliane Delente, Richard
Renault, Klemens Bobenhausen, Benjamin Ham-
merich, Adiel Mittmann, Gábor Palkó, Péter Horváth,
Borja Navarro Colorado, Pablo Ruiz Fabo, Helena
Bermúdez Sabel, Kirill Korchagin, Vladimir Plun-
gian, and Dmitri Sitchinava. 2023. PoeTree. Poetry
Treebanks in Czech, English, French, German, Hun-
garian, Italian, Portuguese, Russian and Spanish.

Pablo Ruiz Fabo, Clara Martínez Cantón, Thierry
Poibeau, and Elena González-Blanco. 2017. Enjamb-
ment detection in a large diachronic corpus of Span-
ish sonnets. In Proceedings of the Joint SIGHUM
Workshop on Computational Linguistics for Cultural
Heritage, Social Sciences, Humanities and Litera-
ture, pages 27–32, Vancouver, Canada. Association
for Computational Linguistics.

Alessio Salomoni. 2017. Toward a treebank collecting
German aesthetic writings of the late 18th century.
In Proceedings of the Fourth Italian Conference on
Computational Linguistics (CLiC-it), pages 292–297.

Alessio Salomoni. 2021. A UD Literary Treebank for
German. PhD Thesis, Publisher: Università degli
studi di Bergamo.

Anne Schiller, Simone Teufel, Christine Stöckert,
and Christine Thielen. 1999. Guidelines für
das Tagging deutscher Textcorpora mit STTS
(Kleines und großes Tagset). Technical report,
Universitäten Stuttgart und Tübingen, http:
//www.ims.uni-stuttgart.de/forschung/
ressourcen/lexika/TagSets/stts-1999.pdf.

Djamé Seddah, Farah Essaidi, Amal Fethi, Matthieu
Futeral, Benjamin Muller, Pedro Javier Ortiz Suárez,
Benoît Sagot, and Abhishek Srivastava. 2020. Build-
ing a user-generated content North-African Arabizi
treebank: Tackling hell. In Proceedings of the 58th
Annual Meeting of the Association for Computational
Linguistics, pages 1139–1150, Online. Association
for Computational Linguistics.

Milan Straka. 2018. UDPipe 2.0 prototype at CoNLL
2018 UD shared task. In Proceedings of the CoNLL
2018 Shared Task: Multilingual Parsing from Raw
Text to Universal Dependencies, pages 197–207,
Brussels, Belgium. Association for Computational
Linguistics.

Daniel Zeman. 2017. Core arguments in Universal
Dependencies. In Proceedings of the Fourth In-
ternational Conference on Dependency Linguistics
(Depling 2017), pages 287–296, Pisa, Italy.

Daniel Zeman, Martin Popel, Milan Straka, Jan Ha-
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Abstract

Whether or not several Creole languages which
developed during the early modern period can
be considered genetic descendants of European
languages has been the subject of intense de-
bate. This is in large part due to the absence of
evidence of intermediate forms. This work in-
troduces a new open corpus, the Molyé corpus,
which combines stereotypical representations
of three kinds of language variation in Europe
with early attestations of French-based Creole
languages across a period of 400 years. It is
intended to facilitate future research on the con-
tinuity between contact situations in Europe
and Creolophone (former) colonies.

1 Introduction

Between the 15th and 19th centuries, several lan-
guages developed in colonized territories, which,
while sharing a large amount of vocabulary with
existing European languages, differ considerably
in morphology and syntax. These languages are
often labeled English-based [or lexified] Creoles,
French-based Creoles, Portuguese-based Creoles,
etc., according to the language they share most of
their vocabulary with, which is itself called the lex-
ifier. One long standing question has been why
the grammars of these languages diverged from
their lexifiers to a greater extent than the vocabu-
lary (de Sousa et al., 2019). Much of the difficulty
in answering this question stems from harsh social
conditions discouraging linguistic documentation
and environmental conditions destroying much of
what had been documented (McWhorter, 2018).

For French-based Creole languages (FBCLs),
which developed on islands and isolated conti-
nental settlements during the 17th and 18th cen-
turies (Chaudenson, 2001) 1, reliable documenta-
tion largely dates from the mid-late 18th century
onward (Hazaël-Massieux, 2008). However, we
note that the formative period of FBCLs coincided

1Except Tayo in 19th century New Caledonia.

with a period of French political and cultural domi-
nance and extensive literary production known as
the Grand Siècle. The cultural works of the period
are replete with numerous stereotypes of the speech
of several social groups, such as urbanized peasants
and Swiss soldiers. Despite various issues detailed
by Ayres-Bennett (2000), these representations are
relevant for FBCLs insofar as they demonstrate
several interesting morphosyntactic developments.

Here, we introduce the Molyé corpus, which re-
groups 68 works that contain examples of either the
aforementioned stereotypes or early attestations of
FBCLs. This list has been curated from a larger col-
lection of 301 documents identified at the time of
publication. 2 We begin by giving an overview of
related corpora and how we approach historical lin-
guistics as an instance of multi-label language iden-
tification. After giving some linguistic context, we
also explain the process of identifying Creole-like
features in French literary works, encoding said
works into XML-TEI, and then compiling groups
of quotes into a timeline. Finally, we present sum-
mary statistics and conclude by giving examples of
how our corpus highlights intra-European contact.

2 Related Work

In recent years, Creole languages have garnered
attention in the field of natural language process-
ing. On the one hand, Lent et al. (2022b) have
explored how these languages challenge the as-
sumed desirability of certain applications. On the
other hand, Lent et al. (2022a) and Robinson et al.
(2023) argue that language models for concrete
problems may shed light on theoretical issues as
well. Simultaneously, in computational historical
linguistics, List (2024) has declared the inferral of
morpheme boundaries and the detection of layers
of language contact to be major open problems.
Our work addresses both the paucity of early Cre-

2The corpus can be accessed and downloaded at the fol-
lowing address: https://github.com/defi-colaf/Molye.
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ole documentation and the issue of multiple layers
of language contact through the applied lens of
language identification.

2.1 (Digital) Diachronic Corpora

For several Creolophone regions, such as Louisiana
(Neumann-Holzschuh, 1987), the Caribbean
(Hazaël-Massieux, 2008), Réunion (Chaudenson,
1981), and Mauritius (Baker et al., 2007; Chauden-
son, 1981), diachronic corpora have been compiled
in print. However, to our knowledge, only the Mau-
ritian corpus has been systematically digitized and
made readily accessible (Fon Sing, 2013). Beyond
this, certain historical works have been digitized
for inclusion in analysis-oriented private diachronic
corpora (Mayeux, 2019), or for applied goals like
machine translation (Robinson et al., 2024), and
others have been individually published by groups
such as the European Group for Research on Creole
Languages (Hazaël-Massieux, 2013a,b).

To digitize documents in a way that can fa-
cilitate reuse, we rely on the standards of Text
Encoding Initiative (TEI) (TEI Consortium eds.,
2023). Adherence to these guidelines has produced
diachronic corpora which span several centuries,
such as Favaro et al. (2022). For the languages
of France, Bermudez Sabel et al. (2022) have ad-
dressed some of the challenges of building compa-
rable corpora for the parent-daughter pair of Latin
and French. Similarly, Ruiz Fabo et al. (2020) ex-
plore how digitizing 19th century Alsatian theatre
aids sociolinguistic studies.

2.2 Multi-Label Language Identification

Algorithms for determining the language of a given
text generally rely on tokenizing the text and com-
paring the tokens against a learned (or explicitly
defined) representation of a language (Jauhiainen
et al., 2019). For analytic languages written in
the Latin alphabet (i.e. FBCLs), tokens generally
align with either words or letters. With closely-
related languages, there is sometimes only a dif-
ference of a singular word or even letter between
one variety and another, even in longer documents
(Ljubesic et al., 2007; Caswell et al., 2020). In
these cases, we can specify disjunctive features
such as words/phrases that are thought to separate
the varieties to either affirm or reject a label. In
the absence of such features, the same string may
be valid in multiple languages, which can make it
more accurate to assign multiple language labels

to the same string (Bernier-Colborne et al., 2023;
Keleg and Magdy, 2023).

3 Linguistic Background

The backbone of our corpus is applying multi-label
language identification based on disjunctive fea-
tures across time. In concrete terms, we sought out
distinctly “Creole” features in Europe before and
during the colonial expansion. As such, we briefly
review a few characteristics of FBCLs, followed by
French literary stereotypes.

3.1 French-based Creole Languages
3.1.1 Description
While the notion that all Creoles can be defined in
purely linguistic terms, as explored by McWhorter
(1998); Bakker et al. (2011), is controversial, FB-
CLs are agreed to share several traits which dis-
tinguish them from standard French. Firstly, they
generalized the use of tonic pronouns in places
where the latter would use weak clitic pronouns
(Syea, 2017). In cases where French does not have
a weak pronoun (i.e. ‘nous’), they still differ by not
allowing preverbal cliticization of object pronouns.
Additionally, while French relies on a system of
fusional conjugations, where verb endings mark
person, number, tense, aspect and in the case of
the past participle, gender, at the same time, FB-
CLs add person-invariant combinations of Tense-
Aspect-Mood (TAM) markers (Syea, 2017; Baker
and Corne, 1982). These differences are demon-
strated by the anteriority marker ‘té’, and the con-
ditional marker ‘sré’ in the phrase ‘Pour sûr si vou
té capab changé vou lapo pou so kenne, vou sré
pa di non’ (Mercier, 1881) 3. Furthermore, FBCLs
do not have an explicit copula in several structures
where one is required in French (and English), as
demonstrated by the phrases ‘Comme vous bel’ 4

and ‘vou papa riche’ 5 in Figure 2.

3.1.2 Theories of Origins
As previously stated, the relationship of Creole lan-
guages to lexifiers remains a topic of intense debate.
For this work, one relevant hypothesis, as explored
by Chaudenson (2001), suggests that the accumu-
lation of the defining characteristics occurred over
several waves of second language acquisition, as
opposed to being the result of a complete break in

3Surely, if you could trade your skin for his/hers, you
would not say no.

4how you [are] beautiful.
5you[r] dad [is] rich.
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transmission of syntax, as suggested by McWhorter
(2018) and Thomason and Kaufman (1988). An-
other line of inquiry explores the extent to which
“foreigner talk”, which is to say a particular kind
of simplified register that people adopt when they
feel their interlocutors do not have sufficient com-
petence in the language, may have contributed to
certain developments in Creole morphology and
syntax (Ferguson, 1981, 1975). For Portuguese-
and Spanish-based Creoles, there is a long history
of triangulating Iberian versions of foreigner talk
with early modern literary stereotypes and contem-
porary Afro-Hispanic varieties to get an idea of the
range of linguistic variation in the early modern
Iberian empires (Kihm, 2018; Lipski, 2001). In
the following section, we explore how a similar
approach can applied to French.

3.2 French Literary Stereotypes

Up to the 20th century, most people in France spoke
regional languages (Lodge, 2003). In the Northern
half of mainland France, most of these languages
are part of the Oïl dialect continuum, which is it-
self part of a larger Western Romance continuum.
However, non-Romance languages such as Breton
(North-West) and Flemish (North) are spoken as
well. From the Middle Ages on a particular Oïl
variety, associated with prestigious actors was grad-
ually codified into the standard language of the
Kingdom of France. This variety was also adopted
as a lingua franca throughout Europe, as an alter-
native to Latin. During the 17th and 18th centuries,
the process of codification culminated in a well
delimited variety known as Classical French.

However, the codified “bon usage”, was not the
only supralocal speech used in France. Even within
the Paris region, there was a great deal of vari-
ation within what could be considered “French”
(Wittmann, 1995). In broad terms, we distinguish
three types of variation: dialectal and sociolectal
variation from the Oïl domain, standard French
with regional accents, and interlanguages, espe-
cially from L1 speakers of Germanic languages
6. In all three of these cases, we find stereotyped
combinations of a finite number of highly stigma-
tized features in a variety of works, including plays,
novels, songs, and personal letters.

6Other phenomena, such as the mix of various forms of
Occitan in Monsieur de Pourceaugnac described by Sauzet
and Brun-Trigaud (2015), are beyond our immediate scope.

3.2.1 Peasant French
By the early 1600s, several features of rural usage
in the outskirts of Paris (and Western France), such
as the combination of clitic pronoun ‘je’ with the
plural affix ‘-ons’, were developed into a conven-
tion for representing lower class characters in liter-
ature (Lodge, 1991; Ayres-Bennett, 2004), as seen
in this example from La Mère confidente (Mari-
vaux, 1735): ‘Je savons bian ce que c’est; j’ons
la pareille.’7 Although this stereotype was frozen
relatively early on, the highlighted combination
was used in France and its colonies throughout the
colonial period and still exists in Acadian French in
particular, albeit more commonly as a plural form
(King et al., 2004).

3.2.2 Gascon Accent
French also came to be spoken as a second lan-
guage in areas where the regional languages were
even more different from French. In these case, the
native languages had some influence on pronun-
ciation. In classical French theatre, one common
stereotype of such regional pronunciation is the
Gascon accent, which can be identified through
its betacism (conflating b and v) and fronting of
the schwa (replacing e with é). The character
Fontignac from L’île de la raison (Marivaux, 1727)
demonstrates the convention with this line: ‘...bous
mé démandez cé qué bous êtes ; mais jé né bous
bois pas ; mettez-bous dans un microscope.’8

3.2.3 Germanic Baragouin
Germanic Baragouin 9 (henceforth just Baragouin)
is our name for a group of stereotypes which si-
multaneously combine traits of foreigner talk, for-
eign accents, and Oïl dia- and sociolectal varia-
tion. In the early modern period, there are two
main variations: the Anglo-Baragouin attributed
to English (and Scots) speakers, and Continen-
tal Baragouin associated with German and Dutch,
and more specifically, Swiss and Flemish speakers
(Leach, 2020; Damm, 1911). A third, industrial-
era Flemish Baragouin also developed around the
turn of the 20th century in the cities of Tourco-
ing and Roubaix near the French-Belgian border
(Landrecies, 2001). The main differences between

7We/I know what [the task] is, we/I have a similar one.
8... You ask me what you are; yet I do not see you. Put

yourself in a microscope.
9The word “baragouin” [gibberish] was also used to de-

scribe a variety of contact phenomena ranging from accented
pronunciation to genuine pidgins like that used with the Caribs
in the Lesser Antilles (Wylie, 1995).
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these sub-groups of Baragouin lie in phonetics. The
Continental Baragouin generalizes final-consonant
devoicing into a complete neutralization of several
consonant pairs, such as /b/-/p/, /k/-/g/, /v/-/f/ and
/t/-/d/. Similarly, the industrial-era Flemish version
features palatal fronting of /S/ and /Z/ to /s/ and
/z/. These traits are mostly absent in the English
version.

In terms of morphosyntax, Baragouin shares
some traits with Creoles, such as the generaliza-
tion of strong pronouns, weakening of grammatical
gender, and reduced verbal inflection (Haas, 2015).
However, Baragouin also retains an overt copula
and systematically inserts third-person pronouns
before verbs, which results in sentences such as
‘Toi li être, par mon foi, la plus pelle meilleure
himeur du monde 10’ (Guelette, 1740). The lat-
ter features have a special importance, which we
explore further in Section 7.1.

4 Corpus Creation

The compilation of the corpus was realized in three
overlapping phases. During the first phase, we iden-
tified documents which contained n-grams thought
to be highly disjunctive between French and vari-
ous FBCLs. After identifying the documents the
next step was to convert them relevant samples into
the XML-TEI schema of a broader project. Lastly,
we classified the documents by location and period
and extracted the relevant quotes into a combined
XML document to facilitate the preliminary analy-
sis presented in Section 6.

4.1 Document identification

The basic strategy was to search Gallica, the dig-
itized library of the Bibliothèque nationale de
France 11, Delpher, its Dutch equivalent, and later
Google Books for disjunctive n-grams. Examples
include monograms (e.g. ‘mo’, ‘to’, ‘yé’ ), bi-
grams, e.g (‘mo(n) femme’,‘mo(n) z’enfant’), and
higher n-grams. Due to variation in both French
orthography and the conventions/contact varieties
themselves, an iterative approach was taken, with
documents collected on the first pass providing
more “unusual” n-grams for subsequent searches.
In the earliest stages, we did not note the exact
searches, but later began to record the search terms
as well. In a later stage, we also added several Cre-

10By my faith, you are [lit.you it be] the most beautiful best
humour of the world

11National Library of France

ole sources known through secondary literature in
order to facilitate in-depth diachronic comparison.

Because we are working with stereotypes, a cer-
tain level of similarity was to be expected. Never-
theless, in some cases, we found that certain works
go into the realm of explicit reference and/or pas-
tiche. For direct quotation, there is Les fêtes de
l’amour et de Bacchus which includes a reprise
of the linguistic humor from Le Bourgeois Gentil-
homme, among other pieces. As far as pastiche, we
can highlight the early 16th century Testament du
Gentil Cossoys and its early 17th century reprise,
the Testament d’vn Escossois. The latter is a si-
multaneously condensed and updated version of
the former. Thus where the original reads ‘Adiou
par tout nobe royaulm de Frans / Adiou comman le
povre pals de Cos...’12 (Smith, 1920), the reprisal
has ‘ Ady par tout le Royaume de France/ Premiere-
ment ady le pay de Coss... 13’ (Sigogne, 1620)

Search Lang Type Document Year

“ly va” Baragouin Francion 1630
li-même Peasant L’Épreuve 1740
conné li L. Creole L’autre monde 1855

Table 1: Sample Searches and Documents

4.2 Encoding Documents

Given both the large number of documents it was
necessary to establish an order of priority for in-
corporating works into the corpus. We initially
focused on both Baragouin and Peasant French in
works of classical theatre that had already encoded
by sources such as theatre-classique.fr (Fièvre,
2007). Beyond the core of classical French the-
atre, however, a wide variety of genres are rep-
resented. These include poetry, songs, religious
material, short prose, and an entire novel. The sub-
ject matter exhibits a similar degree of variability.
In the Baragouin section alone, we find, among
other things, two mock-testaments, a criticism of
military leadership, a love letter, and a discussion
about the political implications of an ongoing civil
war.

After treating the extant XML, we explored semi-
automatic generation of XML-TEI documents from
semi-structured sources such as Wikisource, as

12Adieu to all noble kingdom of France / Adieu likewise
poor Scotland

13Adieu to all the Kingdom of France/ Firstly adieu Scot-
land
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well as directly from scanned documents. In the for-
mer case, we used relatively simple custom Python
scripts to facilitate conversion to TEI, such as wrap-
ping all of the lines in a ‹p› (paragraph) or ‹l›
(line/verse) tag, and then identifying divisions and
headers manually. In the the latter case, this in-
volved a considerable amount of manual transcrip-
tion due to the diversity of genres and formats. For
shorter works, such as poems and songs, we used
eScriptorium (Kiessling et al., 2019) to perform
text recognition with the CATMuS Print model
(Gabay et al., 2024). However, more complex lay-
out (e.g. newspaper) were transcribed manually.
For longer works, we entered the relevant quotes
directly into a file of excerpts.

4.3 Linguistic Annotation

Since this corpus is in large part intended to il-
lustrate a sociolinguistic continuum assigning dis-
crete linguistic labels poses distinct challenges.
Although it is clearly anachronistic to speak of
“[Colony] French/Creole” before the founding of
a given colony, we observe that in certain cases,
namely in Réunion and Louisiana, the “approxima-
tive French”, “pidginized French”, or “pre-Creole”
(depending on one’s point of view) bears striking
continuity with Baragouin at the morphological and
syntactic levels. In a parallel fashion, early texts
which are clearly “Creole”, such as “La passion de
Notre Seigneur selon St Jean en Langage Negre”,
display combinations of features which make it dif-
ficult to say which Creole based on purely linguistic
data.

Following the brief outline given in 3, we distin-
guish between five main kinds of language: Classi-
cal French (met-fr), Peasant French (fra-dia), (Gas-
con) Accented French (fra-gsc), Baragouin (subdi-
vided into fra-ang, fra-deu, and fra-nld), and (pre)-
Creoles. The Creole portion is in turn subdivided
into four regions and labelled using the respective
ISO codes: Réunion (rcf), Louisiana (lou), Haitian
(hat), and French Guianese (gcr). For the initial
work, we have somewhat simplified the question of
diachronic and dialectal continua by assigning one
label based on the territory a document claims (or
has been presumed) to represent, with the excep-
tion of grouping the earlier “Flemish” baragouin
with the German one rather than the later Flemish
Baragouin, based on the differences described in
Section 3.2.3.

For adding linguistic labels to documents, we

<div type="scene" n="10">
...
<sp who="JACQUES" xml:lang="mau">

<speaker>JACQUES.</speaker>
<p>... Enfin pourtant , li jetté son zépée ,

li remetté pistolet dans son place ,
li prendre son plume , li assisé tranquille ,
et li fini écrire sa billlet là moi porté vous.
Ah vlà li.

</p>
</sp>
<sp who="STRAFFORD" xml:lang="fra-ang">

<speaker>STRAFFORD lit le billet haut.</speaker>
<p>» Vous avez raison , monsieur ,

je suis mort pour vous et pour votre ami » .
<stage> ( Il parle. )</stage>
Toi voir lui mort [etc...]

</p>
</sp>
<sp who="BELTON" xml:lang="met-fr">

<speaker>BELTON.</speaker>
<p>Moins que jamais ;

c'est absolument une énigme pour moi.</p>
</sp>

</div>

Figure 1: This excerpt from Scene 10 of Le duel sin-
gulier (Dorvigny, 1800) shows how we tag language
usage by speaker. It includes standard French along-
side Anglo-Baragouin and an unspecified Creole with
Mauritian characteristics. [formatting adjusted]

used two complementary rule-based strategies. For
plays where one character (or more) uses non-
standard speech throughout, we simply identified
the ‹sp› (speech) tags associated with that char-
acter and inserted an xml:lang attribute with the
corresponding label, which allowed us to keep asso-
ciations between characters and speech turns. Addi-
tionally, we added tags at the ‹p› level to facilitate
text extraction.

For prose, keeping track of specific characters
was more difficult. Initially, we tried implement-
ing key-ngram-based regex patterns. Because our
languages of interest are frequently embedded in
longer French passages, a preprocessing step of
sentence tokenization was implemented. Although
our disjunctive n-grams generally correspond to
words, we use character-level regex patterns that
incorporate a special boundary symbol to minimize
multi-level tokenization. For the initial annotation,
the presence of any one disjunctive n-gram was
sufficient to trigger the relevant label. While this
method was very useful for highlighting interest-
ing passages, manual retouching was necessary to
fix issues of imperfect sentence tokenization, as
well as missed examples. In Figure 2, we find
a reported clause in Louisiana Creole that is not
marked because it contains no disjunctive words,
followed by a reporting clause in French 14, that is
unintentionally included with correctly identified

14‘dit l’esclave d’une voix caressante’ [said the slave with
an affectionate voice].
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Target/Region Label Works Tokens Timespan

Normative French met-fr 35 37066 1649-1779
Peasant fra-dia 14 27825 1665-1740
Gascon fra-gsc 4 4530 1672-1800
Anglophone fra-ang 4 4441 1509-1800
Continental Germanic fra-deu 25 6899 1580s∼1779
Flemish (Tourcoing/Lille) fra-nld 4 2664 1880-1932
Réunion rcf 3 10713 1760s, 1830s
Lesser Antilles (Martinique) gcf 2 477 1671
Haiti hat 4 7395 1730s∼1802
Louisiana lou 10 26068 1748-1895
French Guiana gcr 2 43414 1796, 1885
Mauritius (tentative) mau 1 196 1800

Table 2: An overview of the linguistic and temporal spread of the corpus.

Creole speech in the following sentence. The third
sentence is marked as expected.

<p>
« Comme vous bel !
<s xml:lang="lou"> dit l’esclave d’une voix caressante ;
vou gagnin ain ti lair si tan comifo ! </s>
<s xml:lang="lou">vou popa riche, mo sûr ;
di li achté moin.</s>
...

</p>

Figure 2: Uncorrected semi-automatic annotation of
L’Habitation Saint-Ybars (Mercier, 1881)

4.4 Compiling Extracts
After adding language tags at the document level,
we created a composite timeline that balances fa-
cilitating direct comparison between excerpts with
giving some level of contextualization. For plays,
we extracted scenes where at least one of the ‹sp›
turns contained an xml:lang attribute with an ap-
propriate value, as demonstrated by Figure 1. By
extracting the entire scene, we include samples
of normative French and retain the coherence of
the conversation to some extent. For monolingual
poems, we included the entire poem, albeit pos-
sibly excluding meta-linguistic commentary such
as notes. For prose, we implemented a multi-level
extra process of first trying to identify broad tags
like ‹p› based on the xml:lang attribute, and then
narrower tags like ‹s› only if they were not al-
ready included as part of a broader group. In Fig-
ure 2, the overall paragraph would be assumed to
be French, so only the lines within the ‹s› tags
would be extracted, which is why correcting the
linguistic annotation is important.

4.5 Balancing
As exemplified by the Gascon accent, the literary
conventions can be summarized using a relatively
short list of rules. This means that there is a degree

of diminishing returns to adding additional exam-
ples once we have a basic understanding of said
rules. As such, we did not concern ourselves with
attempting to create a statistically balanced corpus.
In particular, due to the more labor-intensive na-
ture of (semi)-manual encoding, we deprioritized
the Peasant French variety early on because it has
already received more careful study, and instead
focused on the earliest and latest attestations of
Baragouin. This may create the impression that lit-
erary Peasant French was primarily a 17th century
phenomenon. However, this stereotype remained
in use until the 19th century. Along similar lines,
we did not include many attestations of Mauritian
Creole precisely because a digitally accessible di-
achronic corpus to the same effect already exists
(Fon Sing, 2013; Baker et al., 2007).

5 Corpus Presentation

Overall, we found 301 historical works which
demonstrate features relevant for the history of FB-
CLs. We have selected excerpts from 68 of these
works to form the basis of the first version of the
corpus. The earliest text is “Le Testament du Gentil
Cossoys”, written anonymously around 1509, and
the most recent is Jules Watteuw’s “Belle Réponse”,
published in 1932. The main corpus consists of
a single, publicly available XML file containing
bibliographic information for the collection, fol-
lowed by a body which contains “TEI” tags that
regroup the relevant selections from each work and
are accompanied by their own brief bibliography
section. From this file, one can create customized
subcorpora that correspond to specific questions by
specifying a date range and the language labels that
are to be considered.

At present, the corpus contains a total of 188,866
tokens (whitespace tokenization), excluding meta-
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Target/Region Infinitive Inflected TAM CE Tokens

Normative 105 1328 129 254 37066
Peasant 76 1006 129 251 27825
Gascon 14 131 16 47 4530

Anglophone 74 32 7 5 4441
Continental Germanic 89 62 11 13 6899
Industrial Flemish 0 44 0 18 2664

Réunion 5 125 54 2 10713

Haiti 0 157 102 27 7395
Louisiana 10 1086 944 129 26068
French Guiana 1 1001 950 40 43414

Table 3: Attestations of different forms of ‘être’. TAM and CE cover creolized inflection.

data. Because of the historical focus of the text, all
of the primary sources are in the public domain, and
most are readily consultable online. In these cases,
we also retain cached copies with additional bib-
liographic information. In the cases where quotes
have been included from printed secondary sources,
we do not include metalinguistic commentary. Ta-
ble 2 provides a high-level summary of the vari-
eties we distinguish and their relative sizes and time
spans.

6 Preliminary Results

Since the main effort of this work has consisted of
gathering and grouping multiple non-standardized
varieties, proceeding directly to quantitative meth-
ods presents special challenges. For the initial
demonstration, we provide a few qualitative obser-
vations and show how we can support them through
relatively simple frequency-based methods, with a
particular focus on the relevance of Baragouin 15.

6.1 First Person Pronoun: Mo(è)

During the colonial era, the French pronoun ‘moi’
[me] had two primary variants : mwe and mwa.
FBCLs can be grouped according to which form of
‘moi’ became the subject pronoun. The first group,
consisting of Haitian and Lesser Antillean Creoles,
predominantly uses mwẼ, which is clearly a nasal-
ized version of mwe (Hull, 1979). The second
group, comprised of Mauritian, Seychellois, French
Guianese, and Louisiana Creoles, uses the form mo.
This division corresponds to further differences in
the pronominal system, with the first group also
using case-invariant pronouns and marking posses-
sion through postposition, while the second group
distinguishes between subject and oblique variants

15The following section uses broad IPA in bold.

and uses proposed possessive adjectives 16. Al-
though mo is tied to mwa, its exact origins are less
clear. Furthermore, there is documentation that
mo was once used by the first group, before being
replaced in the 1900s (Hazaël-Massieux, 2008).

Several of our documents shed new light on the
relationship between these two variants. Firstly,
beyond the canonical mo, we also found examples
of ‘moué’,‘moé’, ‘moè’, ‘moë’, and ‘moa’ in 19th
century Louisiana alone. In Jobey (1860, p.189),
for example, includes ‘Moè té cré bien, moè perdu
papier la yest’17, which combines the Caribbean-
like mwe with the Louisiana-specific definite plural
marker laje (spelled ‘la yest’). By itself, this can
be explained by 19th century New Orleans’ status
as a crossroads of French- and Creole-speaking
networks. Secondly, however, we found numerous
attestations of mo in Flemish Baragouin. For ex-
ample, the opening line of “Poutche” (Watteuw,
1927) is ‘Accoute un fos, mo ne pas bête’ 18. The
latter may help explain mo as one innovation which
diffused from Europe alongisde mwe, rather than a
parallel innovation.

6.2 Copula: ê(tre)

Additionally, we noticed that Baragouin has a ten-
dency to overuse the infinitive ‘être’ (to be), rather
than either conjugating the verb like French, or
omitting the copula as in FBCLs. We began quanti-
fying this variation by measuring the frequency of
two basic patterns: the infinitive, and all inflected
forms. We further tracked two subsets of inflected
forms forms that have been integrated into vari-
ous FBCLs: (precursors of) TMA markers ((e)te),
s(r)e’, s(r)a and orthographic variants thereof),

16Exceptionally, Réunion uses mwẼ with case distinctions.
17I had really though I lost the papers.
18Listen up, I ain’t [lit. me not] stupid.
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as well fusions involving the pronoun ‘ce’. For
demonstrative purposes, we set aside the samples
for the Lesser Antilles and Mauritius, since they
are particularly limited. Unfortunately, we could
not take into account the clause-restricted copula je
due to it being homophonous with the much more
frequent third-person plural pronoun and a derived
plural marker in Louisiana and French Guiana.

Table 3 demonstrates the results of this exper-
iment. As expected, Normative French, Peasant
French, and Gascon-accented French all use a
wide variety of inflections. In contrast, the FB-
CLs the Americas retain specific grammaticalized
uses, such that ‘être’ is rare, while inflected forms
largely correspond to either TAM markers or pre-
sentatives with ‘ce’ 19. Réunion, which is distin-
guished among FBCLs for retaining French aux-
iliaries, stands out as transitional. In contrast to
both groups, both Anglophone and Continental
Baragouin (but notably not later Flemish) general-
ize use infinitive ‘être’ more than inflected forms,
but do not completely discard the latter.

7 Discussion

7.1 Missing (L)(i)nks

By itself, the generalization of ‘être’ shows that de-
creased use of inflection and copula deletion, two
traits of FBCLs suggested to indicate pidgin origins
by McWhorter (2018), did not necessarily develop
at the same time nor for the same reason. Beyond
this, however, we are able to directly tie one process
underlying the generation of Baragouin to one Cre-
ole language in particular: Réunion Creole (RC).

As Hull (1993, p.393) observes, the subject pro-
noun li, shared by all FBCLs, is employed by a
Swiss German in Le Bourgeois gentilhomme in
place of ‘il’. More specifically, as Damm (1911)
remarks, the systematic insertion of this third-
person pronoun before verbs, as mentioned in Sec-
tion 3.2.3, is particularly reminiscent of RC. In
early texts demonstrating a transitional variety be-
tween French and RC, we find sentences such as
‘Moi i crois vrai, bien vrai dans mon cœur n’en a
bon Dieu’ 20 (Bollée, 2007). In both Baragouin and
RC, this preverbal pronoun also fuses with auxil-
iaries, as in this example from Les filles errantes
(Regnard, 1690): ‘Moi l’être un étrangir qui cher-

19And je which we left out as explained above.
20I [lit. me it] believe true, very true in my heart there is

[good] God.

chir à logir dans sti ville.’ 21 and the Réunionese
‘Moi l’est bien content voir à vous’ 22 (Héry, 1883).

Although the exact function and source of the
preverbal marker in Réunionese Creole are both de-
bated, one common interpretation is that it marks
finiteness on verbs and originated as a generaliza-
tion of third person reprise pronouns (Bollée, 2007).
Interestingly, a similar generalization of third-
person object pronouns is observed in Spanish-
language representations of Africans as early as
the 17th century, and comparable phenomena con-
tinue to exist in varieties of Spanish in the Amer-
icas influenced by Quechua and Nahuatl (Lipski,
2001). In our corpus, we also observe that ‘li’
in particular also appears in Peasant French, pri-
marily as a clitic indirect object. As Baragouin
also inserts preverbal pronouns in sentences that
use the French first-person subject clitic ‘je’, the
inserted preverbal pronoun corresponds to a few
homophonous French subject, object, and adver-
bial pronouns. This in turn suggests our data is
relevant for contact scenarios beyond FBCLs.

7.2 The Bigger Picture
Beyond tracking individual features, our corpus
offers a window into the broader sociolinguistic
context of French in the early modern period. In
the case of the first person pronoun, despite the
temporal mismatch, the specificity of ‘mo’ points
to the Low Countries as a point of interest. Upon
closer examination, several works spell out a net-
work connecting Swiss soldiers to this region and
Paris in the context of the French-Hapsburg wars
such as a 1692 “Air suisse ou flamand” which ref-
erences the Nine Years’ War in Mons, Namur and
Maastricht directly, This detail is of interest for
Louisiana and Mauritius, where German-speaking
settlers and soldiers played important roles in the
French colonization in the 1720s. (Vaughan, 2005;
Klingler, 2003; Baker and Corne, 1982).

Along similar lines, Le duel singulier stands
out as a ready-made case study. This play com-
bines normative French, the Gascon accent, Anglo-
Baragouin, and an unspecified Creole, as exempli-
fied in Figure 1. As such, it bolsters theories that
the FBCLs of the Caribbean region may have devel-
oped during the period of Anglo-French coopera-
tion during the early 17th century on islands such as
Saint-Christophe and Tortuga (Parkvall, 1995). Fur-

21I am [lit. me it be] a foreigner looking to lodge in this
town

22I am [lit. me it’s] glad to see you.
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thermore, the Baragouin can be cross-referenced
against the Law French of English courts of that
period (Löfstedt, 2014).

8 Conclusion

In short, we have introduced the Molyé corpus, a
new resource which puts French literary stereo-
types alongside early forms of several French-
based Creole languages. We have shown that re-
structuring of the French pronominal and verbal
systems are attested throughout the 16th, 17th, and
18th centuries, and specifically associated with
speakers of Germanic languages. Although stereo-
types like the conventionalized Baragouin only ad-
dress a fraction of the real linguistic variation of
the period, our corpus nevertheless raises important
questions about how people communicated in lands
where French and Germanic languages came into
contact. Furthermore, it shows that at least some of
the divergences between FBCLs and French can be
traced back to developments which were already
underway in Europe.

Limitations

The major constraint of this work has been convert-
ing unstructured works into XML-TEI. As men-
tioned in the methodology, this involved complete
re-transcription in some cases. Overall, we found
more than 200 pertinent documents, but were only
able to include one third of them. In particular,
we had to leave out works in regional languages of
France such as Picard, Walloon, and Poitevin. Simi-
larly, we did not address some relevant phenomena,
such as the 17th century Carib Baragouin and the
19th century Tirailleur French in order to maintain
the scope of the work. Although we are well aware
of such varieties, we found few instances using our
method, and thus leave them as natural targets for
future work.

Ethics Statement

The main idea of this article is that European liter-
ary stereotypes from before and during the colonial
period can help fill in the some gaps in the early his-
tory of (French-based) Creole languages. As such,
many of the primary and secondary sources that we
have compiled contain negative imagery and com-
mentary regarding various social groups. Sharing
such sources should not be taken as endorsement
of the views contained therein.
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Abstract

This paper explores computational approaches
for detecting parallelism in classical Chinese
poetry, a rhetorical device where two verses
mirror each other in syntax, meaning, tone,
and rhythm. We experiment with five classi-
fication methods: (1) verb position matching,
(2) integrated semantic, syntactic, and word-
segmentation analysis, (3) difference-based
character embeddings, (4) structured examples
(inner/outer couplets), and (5) GPT-guided clas-
sification. We use a manually annotated dataset,
containing 6,125 pentasyllabic couplets, to eval-
uate performance. The results indicate that par-
allelism detection poses a significant challenge
even for powerful LLMs such as GPT-4o, with
the highest F1 score below 0.72. Nevertheless,
each method contributes valuable insights into
the art of parallelism in Chinese poetry, sug-
gesting a new understanding of parallelism as
a verbal expression of principal components in
a culturally defined vector space.

1 Introduction

Parallelism is a rhetorical and structural device
where two poetic verses correspond with each other
in terms of syntax, meaning, tone, and rhythm. The
most widely recognized form of parallelism in Chi-
nese culture are the red couplets, known as fai
chun or chun lian, traditionally placed on either
side of the doors during Lunar New Year, but the
most exquisite ones can be found in classical poetry.
Parallelism requires careful selection of words to
maintain symmetry while expressing complemen-
tary or contrasting ideas, making it a hallmark of
linguistic artistry in Chinese poetic craft.

Consider the following, classic example of a
pentasyllabic parallel couplet:

山光悦鸟性，
潭影空人心。

The mountain light pleases the bird’s nature;
The pond’s reflection empties the human heart.

Each character (syllable) in the first line corre-
sponds syntactically and semantically with a char-
acter at the same position in the second line: 山
(“mountain”) and 潭 (“pond”) both describe nat-
ural elements, while 光 (“light”) and 影 (“reflec-
tion”) refer to visual phenomena. Similarly, 悦
(“pleases”) and 空 (“empties”) are verbs that de-
scribe the effects of these phenomena on 鸟性
(“bird’s nature”) and 人心 (“human heart”), re-
spectively. This correspondence creates a balanced
and harmonious structure, parallel in both form and
meaning.

While not all Chinese poetry contains parallel
structures, one of the most rewarding aspects of
reading regulated verses like the one shown above
lies in uncovering the intricate correspondences
between characters, words, and entire lines. These
may be readily apparent, as in our example, or more
subtly concealed, drawing upon obscure references
and tropes from classical literature that only the
most knowledgeable readers will fully appreciate.

In this paper, we report on our attempts to de-
velop a computational method for detecting par-
allelisms in poetic verses. This complex task in-
volves numerous linguistic dimensions, such as
word segmentation, semantic comparison, and part-
of-speech alignment, stretching to the limit the
abilities of language models and their emergent
properties. Yet beyond the technical challenges,
computational studies of parallelism can also shed
new light on the broader questions of how meaning
is generated through language and how humans per-
ceive, structure, and understand the world through
patterns and relationships.

2 Previous Work

Modern scholars and traditional literati alike have
long debated what constitutes a parallel couplet,
identifying various categories of parallelisms. In
the chapter “Parallel Phrasing” from his Literary
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Mind and the Carving of Dragons, Liu Xie (460-
522) distinguishes four kinds of couplets: verbal
(言对), material (事对), antithetical (反对), and di-
rect (正对) (Liu, 2015). A Japanese scholar monk,
Kūkai (774-835), proficient in Chinese classical
literary criticism, identifies as many as 29 differ-
ent types of couplets (Kūkai, 1975). Wang Li, a
prominent modern Chinese linguist, argues that the
classification of words—pairing nouns with nouns,
verbs with verbs, etc.—is foundational to under-
standing parallelism (Wang, 1979). Andrew Plaks
views parallelism not merely as a stylistic tool but
as a fundamental mode of textual organization and
argumentation (Plaks, 1990). Zhang Longxi offers
a comparative East-West view on parallelism as a
way of reasoning common to all humans as em-
bodied beings (Zhang, 2021). Cai Zong-qi traces
the development of parallel patterning in Chinese
literature beginning with pre-Qin writings and be-
coming prominent during the Six Dynasties (Cai,
2022).

From the natural language processing (NLP) per-
spective, research on parallelism in Chinese poetry
has drawn relatively little attention. Lee et al. have
applied POS-tagging to detect syntactic parallelism
in Tang poetry, confirming traditional views that
the middle couplets (2nd and 3rd) in a 4-couplet
poem are more often syntactically parallel than
the outer couplets (1st and 4th) (Lee et al., 2018).
Few other studies focus on the automatic genera-
tion of parallel couplets (Yuan et al., 2019; Song,
2022; Qu et al., 2022). Projects like the Chinese
Classical Poetry Matching Dataset (CCPM) pro-
vide structured data that facilitates the study of
semantic relationships in poetry, enabling models
to better understand the nuances of parallelism by
matching ancient Chinese lines with their modern
translations (Li et al., 2021). Another prominent
approach is the use of transformer-based models,
such as the TransCouplet model, which leverages
a fusion of embeddings, including glyph, pinyin,
and part-of-speech embeddings, to capture the syn-
tactic and phonetic nuances of Chinese couplets.
The model employs both a transformer encoder
and decoder to generate the second line of a cou-
plet given the first, ensuring that the generated line
adheres to the linguistic rules of parallelism (Chi-
ang et al., 2021). Yet another innovative method is
the CoupGAN, which utilizes a generative adver-
sarial network (GAN) for couplet generation. This
model focuses on learning the intricate balance be-
tween semantic meaning and structural symmetry

that characterizes high-quality couplets (Qu et al.,
2022). All of these studies contribute to the on-
going efforts to apply advanced machine learning
techniques to the generation and analysis of Chi-
nese parallel couplets, pushing the boundaries of
how well machines can replicate this sophisticated
form of poetic expression.

3 Dataset

Our manually-annotated test dataset, used to com-
pare different classification methods, contains
6,125 pentasyllabic couplets divided into two
classes: parallel (2,139 samples) and non-parallel
(3,986 samples). All couplets come from the so-
called “Six Dynasties” (222-589), a transformative
period in the history of Chinese literature which
witnessed the development of parallel poetry, ulti-
mately leading to the elegant regulated verses of
the Tang (618-907) and the following eras. The
manual annotation ensures a good amount of reli-
able data to conduct evaluation. Since each method
has been using a different training dataset, we pro-
vide detailed descriptions of the training process in
the relevant subsections.

4 Experiments

4.1 Baseline: Verb Matching

Our baseline method focused on the syntactic po-
sitioning of verbs. For training, we have used a
manually-annotated dataset of pentasyllabic poetry
containing 7,733 verses, with each verse labeled
with binary code indicating a verb (1) or non-verb
(0) at each position. For example, the line翩翩吹
我衣 (“blowing fluterringly on my clothes”) would
be labeled “00100,” with “1” indicating the verb吹
in the third position. The SikuBERT model1 (109M
parameters), pre-trained on a large collection of
pre-modern Chinese texts, was then fine-tuned for
one epoch on this labeled dataset. We used Adam
optimizer, batch size of 16, and learning rate 2e-
5. During inference, if verbs were found at cor-
responding positions in both lines, we considered
them as parallel. For example, in the couplet 人
来水鸟没，楫度岸花沈 (“as people arrive, water
birds vanish; as oars pass, riverside flowers sub-
merge”), the model correctly identified the verbs
that appear at the second and fifth positions in both
lines (“01001”).

1https://huggingface.co/SikuBERT/sikubert
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4.2 Integrated Semantic and Syntactic
Analysis

The second method took a more holistic approach,
integrating three distinct models: word segmen-
tation, part-of-speech tagging, and character-to-
character semantic matching.

The word segmentation model split poetic lines
into words, which is essential for Chinese, where
word boundaries are not explicitly marked, and
where a word can consist of one or more characters.
We fine-tuned SikuBERT on a dataset of penta-
syllabic poetry containing 540k couplets, which
had been pre-processed by segmenting each cou-
plet into individual words. To do that, we have
built a list of words from the Hanyu Da Cidian,
or the Grand Chinese Dictionary. For example,
the couplet 猛虎凭林啸，玄猿临岸欢 (“Fierce
tigers roar from within the forest, mysterious mon-
keys rejoice by the riverbank”) would be segmented
into (first line)猛虎 “fierce tigers” |凭 “leaning” |
林 “the forest” |啸 “roar” and (second line)玄猿
“mysterious monkeys” |临 “approaching” |岸 “the
riverbank” | 欢 “rejoice.” We labeled each char-
acter as 1 (beginning of the word), 0 (middle or
end of the word) or 2 (BERT special tokens [CLS]
and [SEP]). In the above example, the two lines
align perfectly, segmented into 2+1+1+1 structures
(or “2101112101112” using our notation). We fine-
tuned SikuBERT on thus pre-processed couplets (in-
cluding both parallel and non-parallel ones) for one
epoch, with batch size of 16, Adam optimizer, and
the learning rate 2e-5. In inference, we segmented
each test couplet and measured the segmentation
alignment between the two lines; since the first
character is always the beginning of a word, each
correct matching after the first character would in-
crease the segmentation score by 0.25.

The part-of-speech (POS) tagging model at-
tached tags to each character, providing structural
information about the sentence. For example, in
the couplet挥汗辞中宇，登城临清池 (“Wiping
sweat as he leaves the central palace, ascending
the ramparts to gaze upon the clear pond”), both
lines match perfectly as V+N+V+ADJ+N. For this
task, we used a third-party RoBERTa model pre-
trained on Classical Chinese texts for POS-tagging
and dependency-parsing.2 Each correct pair-wise
matching increased the POS score of a couplet by
0.2.

The semantic matching model, finally, com-

2KoichiYasuoka/roberta-classical-chinese-large-upos

pared characters between the two lines to assess
semantic relationships. For instance, in the couplet
共矜红颜日，俱忘白发年 (“Together we cher-
ished the days of youth, equally we forgot the years
of grey hair”), all characters in the first line match
semantically with those in the second line: adverbs
with adverbs, colors with colors, time markers with
time markers, etc. Conversely, in常恐寒节至，
凝气结为霜 (“Always fearing the arrival of cold
seasons; the air thickens and turns to frost”), there
are no semantically matching characters.

The semantic-matching model required more
work than the other two. First, we used SikuBERT
to generate embeddings (last hidden states, which
contain the deep semantic representations) of each
character in a couplet. A smaller model, placed on
top of the SikuBERT encoder, then constructed a
rich feature set by concatenating the embeddings
of the two corresponding characters as well as their
difference. This combined vector (of dimensional-
ity 768 ∗ 3 = 2304) was passed through a classi-
fication layer that predicted whether the character
pair matched semantically. By repeating this pro-
cess across all corresponding character pairs in the
couplet, the model generated a final score (the aver-
age of pairwise scores) that determined the overall
semantic parallelism. The positive training exam-
ples were derived from the parallel couplets (the
second and third line pairs, or the middle couplets)
gathered from the regulated pentasyllabic verses
composed in the Tang and the following dynasties,
including 270k examples. An equal number of neg-
ative examples was generated synthetically by ran-
domly redistributing from 2 to 5 characters within
either line of the parallel couplet. For instance, the
positive example青溪通小市，香稻满平畴 (“A
blue stream leads to a small market; Fragrant rice
fills the flat fields”), where all characters match se-
mantically (“11111”), would be transformed into a
negative example通青溪小市，香稻满平畴 (lit.
“Leads blue stream small market; Fragrant rice fills
the flat fields”), labeled as “00011.” In this case,
we shuffled the first three characters in the first line.

Having trained the three models, in inference the
scores were then averaged, and if the final score
exceeded a predefined threshold (in our case, the
best results were achieved with threshold of 75%),
the couplet was classified as parallel.

4.3 Difference-Based Character Embeddings
This method focused on the idea of character-
to-character differences in embedding space, us-
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Figure 1: 2-dimensional PCA projections of character embeddings of parallel (left) and non-parallel (right) couplets.
Embeddings (last hidden states, dim = 768) were generated by SikuBERT. We randomly selected 600 couplets to
find principal components. Although the first two PCs explain relatively little variance, some parallel relationships
can be recognized. For example, in the parallel couplet (left),阳 (“warmth”) is to苦 (“bitter”) as春 (“spring”) is to
寒 (“cold”), and作 (“to make”) is to成 (“to become”) as始 (“to begin”) is to终 (“to end”).

ing them to distinguish between parallel and non-
parallel couplets. For each training couplet, contex-
tual embeddings were generated for all characters
with the help of SikuBERT. The differences be-
tween the contextual embeddings of corresponding
characters from the two lines were then calculated
and stored in a list as “parallel differences.”

To introduce contrast, the characters in one of
the lines were shifted by one or more positions, and
the same embedding difference calculation was per-
formed. These results were labeled as “non-parallel
differences,” as shifting disrupts the proper align-
ment necessary for parallelism while preserving
semantic connectedness between the lines. A one-
layer classifier with RELU non-linearity was then
trained for one epoch using both parallel and non-
parallel differences (270k examples each).

Once trained, the classifier was applied to our
test couplets. If the couplet consisted only of “par-
allel differences,” we labeled the couplet as parallel.
This method aimed to capture the essence of par-
allelism by focusing on the relative positions and
differences between characters in the embedding
space (Figure 1).

4.4 Structured Examples

The next method leveraged the structured nature of
regulated poetry from the Tang Dynasty onwards,

particularly the wulü (five-character eight-line reg-
ulated verse). As mentioned before, these poetic
forms prescribe parallel lines at specific positions,
typically in the second and third couplets. To
harness this structural consistency for classifica-
tion, we collected couplets from publicly available
datasets of classical Chinese poetry. Positive exam-
ples (270k) were taken from the second and third
couplets, while the first and fourth couplets served
as negative examples (270k).3 We fine-tuned Siku-
BERT on this dataset for one epoch, with a batch
size of 16, learning rate of 2e-5, and Adam opti-
mizer.

4.5 GPT-Guided Evaluation

The final method leveraged the capabilities of state-
of-the-art AI in the form of GPT-4o model (gpt-4o-
2024-05-13) accessed over OpenAI API. GPT-4o
is a large, multilingual, and multimodal genera-
tive transformer model which can be requested to
perform various tasks through prompting. This
method involved combining a list of calibration
examples and a target couplet within a prompt:

Few-Shot Learning: The GPT-4o model was
first provided with examples of couplets: in one
version, we provided only two examples, one par-

3Some of the first and fourth couplets are parallel, a prob-
lem explored in the Discussion section below.
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allel and one non-parallel, in another as many as
ten examples (five parallel and five non-parallel).
All examples included a simple analysis and the
final judgment based on this analysis. This part of
the prompt calibrated the model’s understanding of
parallelism in classical Chinese poetry, particularly
in terms of grammatical, syntactic, and semantic
matching. We provide the 2-shot prompt (original
and translation) in the appendix.

Couplet Evaluation: The second part of the
prompt included the target couplet. For each cou-
plet, the model was supposed to follow the instruc-
tions from the first part of the prompt by providing
the couplet’s structural and semantic analysis and
then deciding whether it exhibited parallelism. For
example, given the lines驰波催永夜，零露逼短
晨 (“Rushing waves hasten the endless night, Scat-
tered dew pressures the brief morning”), the model
provided the following explanation (translated here
into English, original Chinese below):

“Rushing waves” and “scattered dew”
match: both are natural scenes; “has-
ten” and “pressure” match: both are
verbs that imply driving or prompting;
“endless night” and “brief morning” also
match: one represents a long night and
the other a short morning, creating a con-
trast. Words at each corresponding po-
sition in the two lines match semanti-
cally, syntactically, and grammatically,
thus forming a neatly balanced couplet.

Decision: parallel.

「驰波」与「零露」匹配：都是自然景象。
「催」和「逼」匹配：都是动词，表示推
动、促使的意思。「永夜」和「短晨」也匹
配：一个表示长夜，一个表示短晨，形成对
比。两句在每个位置上的词语在语义、句法
和语法上都相对应，所以构成工整对仗的对
联。

判断：是对联。

5 Results

Despite expectations, the GPT-guided evaluation
did not significantly outperform more traditional
methods (Table 1). While GPT-4o boasts extensive
training data, reinforcement learning from human
feedback (RLHF), and a vast parameter count, its
performance was comparable to simpler, structured
methods. We encountered a number of confus-
ing cases where the final classification seemingly
contradicted the preceding analysis, or where the

analysis was hallucinated. As the model is non-
deterministic, in some cases GPT-4o generated two
contradictory interpretations. The most common er-
rors occurred when the model did not know how to
parse a poetic line. Consider the following example
of a hallucinated reasoning generated in response to
the couplet淳于前行酒，雍门坐相和 (“Chunyu
presents wine as he walks ahead, Yongmen sits and
joins in harmony”):

Analysis: “Chunyu” and “Yongmen” are
both names of people, matching each
other. “Walking ahead” [前行] and “sit-
ting” [坐] express different actions, one
walking and the other sitting, forming a
neat antithetical movement. “Wine” [酒]
and “harmonizing” [相和] represent two
scenes related to drinking and music, ba-
sically corresponding to each other.

「淳于」和「雍门」都是人名，匹配。「前
行」和「坐」表达了不同的动作，一个是行
走，一个是坐着，动作对仗工整。「酒」和
「相和」表示的是与饮酒和音乐相关的两个
场景，基本对应。

While the model correctly identified the proper
names, it considered the two verses as parallel de-
spite the syntactic mismatch in the last three char-
acters, comparing words of different lengths. We
believe that further prompt engineering could miti-
gate such errors and improve performance.

The verb-based method, on the other hand, strug-
gled with lines where verbs were either absent or
not central to the couplet’s structure, leading to
misclassifications. Consider the couplet春草郁青
青，桑柘何奕奕 (“spring grass flourishes, how
lush and vibrant; mulberry and elm trees, how
splendid and bright”), which features no verbs
(“00000”) but still forms a parallel couplet. More-
over, even when verbs were present at identical
positions, semantic mismatches could occur, such
as in 边地无高木，萧萧多白杨 (“There are no
tall trees in the borderland; there are many rustling
poplars”), where the verbs align, but the initial
disyllabic words (边地 “borderland” and 萧萧
“rustling”) do not match semantically.

The integrated approach remained heavily depen-
dent on the availability and quality of training data,
and the compounded errors from individual models
led to numerous misclassifications. For example,
the word-segmentation model alone could not ac-
count for semantic mismatches, as seen in 误落
尘网中，一去三十年 (“Mistakenly caught in the
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Table 1: Results of Classification Methods. The methods include Verb Matching (VM), which focuses on the
syntactic positioning of verbs; Semantic-Syntactic Integration (ISSA), which combines semantic matching with
syntactic analysis (POS + word segmentation); Embedding Differences (ED), which utilizes character embedding
differences; Structured Examples (SE), which distinguishes between 2nd and 3rd (mostly parallel) couplets and 1st
and 4th (mostly non-parallel) couplets from regulated poetry; and GPT Evaluation (GPT-4o), which leverages a
large conversational transformer model.

Method Accuracy (%) Precision (%) Recall (%) F1 Score (%)
VM (baseline) 76.5 72.3 55.0 62.5
ISSA 72.5 68.2 48.0 56.3
ED 75.9 72.0 53.6 61.4
SE 79.1 69.9 72.7 71.3
GPT-4o (2-shot) 79.0 70.7 68.4 69.5
GPT-4o (10-shot) 79.6 73.7 64.4 68.8

web of the mundane, Gone for thirty years”), where
the word segmentation is consistent (1+1+2+1),
but semantics differ. Likewise, the part-of-speech
model would (wrongly) reduce the couplet score
in cases where non-matching individual characters
formed larger matching units: in the couplet君居
北海阳，妾在江南阴 (“You reside in the north of
the North Sea; I dwell in the south of the Yangtze”),
the POS tags of individual characters differ in北
海 (North Sea, labeled as adjective+noun) and江
南 (Yangtze’s South, labeled as noun+adjective),
even though the two words match semantically.

Finally, although the structured examples ap-
proach should have benefited from the fact that
the regulated poetry from the Tang onwards con-
tains parallel lines at prescribed positions, we have
found many exceptions in the existing datasets, in
particular verses from less known poets that do not
conform with the stringent formal rules, such as the
inner couplet 隔邻呼酒伴，对坐且开尊 (“Call-
ing a drinking companion from next door; They sit
facing each other, opening a jar of wine”). Similar
examples might have confused the model during
training, leading to lower score. It is worth not-
ing that despite such shortcomings, this approach
achieved higher F1 score than GPT-4o, and further
filtering of the training data might improve the re-
sults. On the other hand, it offers less explainability
than GPT.

6 Discussion

6.1 Parallelism and Subjectivity

In our evaluation of parallel couplets, it became
evident that the notion of parallelism is not always
binary—many couplets do not simply fall into “par-
allel” or “non-parallel” categories. Instead, paral-

lelism often manifests on a spectrum. We observed
instances of “almost parallel” couplets where, de-
spite imperfect POS matching, the semantic corre-
spondence between two lines suggested itself: 昔
闻汾水游，今见尘外镳 (“Once I heard of travels
by the Fen River, Now I see a horse beyond the
dusty realms”).

Likewise, the subjective nature of interpreting
poetic texts posed a significant challenge in our
study. A creative reader can find parallel relation-
ships between any two randomly chosen verses.
We frequently encountered disagreements among
annotators regarding the classification of certain
couplets. These disagreements highlight the in-
herent interpretive flexibility in literary analysis,
where different readers may perceive varying de-
grees of parallelism based on their linguistic in-
tuition, cultural background, and personal experi-
ence.

6.2 Vector Poetics
The concept of “vector poetics” represents a
promising avenue explored in this project, draw-
ing inspiration from foundational work in natural
language processing. Seminal studies of word em-
beddings, such as word2vec (Mikolov et al., 2013)
or GloVe (Pennington et al., 2014) papers, demon-
strate how parallel relationships between words
in a given dataset can be quantitatively modeled
(“queen” is to “king” as “woman” is to “man,” e.g.).
We suggest that this analogy can be usefully ex-
tended to sets of words—or entire poetic lines—in
parallel couplets (Figure 1). Consider the transfor-
mation:

春−生+死 ≈秋 (1)

Translating as “Spring− Life + Death≈ Autumn,”
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Figure 2: Attention heatmaps comparing parallel and nonparallel couplets (examples identical with Figure 1).
Left: Heatmap showing focused attention along the diagonal in a parallel couplet, indicative of strong structural
and semantic alignment learned by the model from parallel examples. Right: Heatmap for a non-parallel couplet
with diffused attention, highlighting the lack of structured alignment between lines. Attention scores have been
averaged (both directions) over all heads from the top layer of SikuBERT, which has been fine-tuned on parallel and
non-parallel couplets (Structured Examples approach).

the equation conceptualizes the cyclical nature dis-
covered by poets in both seasons and life. Impor-
tantly, such equivalences will hold only in cultural
contexts where “Spring” is to “Life” as “Autumn”
is to “Death,” that is, where these concepts align
along the same “principal cultural components.”
Vector poetics would thus re-interpret poetic par-
allelisms as manifestations of cultural dimensions
in which two things are (subjectively) perceived
as either identical or opposite. This also entails a
quantitative re-interpretation of poetic creativity: a
search within a historically and culturally defined
vector space, and a reshaping of that space through
discovery of new similarities and differences be-
tween things in the world.

Finally, our analysis points to the innovative use
of attention mechanisms within transformer-based
models, which can visualize the interaction be-
tween poetic lines (Figure 2). Heatmaps generated
from the attention scores in a fine-tuned SikuBERT
reveal distinct patterns: in parallel couplets, there
is a noticeable concentration of attention along the
diagonal, indicating a structured and direct interac-
tion between corresponding characters. Conversely,
in non-parallel couplets, attention is more diffusely
spread across the matrix, indicating a weaker align-
ment and less structured interaction between the
lines. Notice that these specific attention patterns
have been inferred by the model during training.
While more work needs to be done in this direction,
currently available results seem to offer further evi-

dence that parallelism is not only a formal device
at work within a text but also a cognitive device
that guides the reader’s interpretive engagement.

Limitations

Despite the advancements detailed in this study,
several limitations remain. Traditional Chinese po-
etry, particularly from the classical period, adheres
to strict patterns of alternating tones, known as
pingze (平仄), with ping (平) tones being level and
ze (仄) tones oblique. These tonal patterns, cru-
cial for the aesthetic and rhythmic quality of Chi-
nese poetry, add yet another layer of complexity
to parallelism detection but are not accounted for
in our current computational models, which gen-
erally lack the capability to analyze tonal features
(Liu et al., 2018). Additionally, our approach over-
looks the ancient pronunciation of Chinese charac-
ters, which is vital for understanding the original
phonetic environment and rhyming schemes of the
texts (Tharsen, 2022). This oversight may lead
to potential misinterpretations or missed phonetic
parallelisms that would have been evident to con-
temporary audiences. Finally, the pre-trained Siku-
BERT model used in our study is relatively small by
contemporary standards; larger models are likely to
yield better performance. We are going to address
these shortcomings in our future studies.
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A Appendix (2-shot GPT-4o prompt)

[system] You are a professor of Chinese literature
and an expert in ancient poetics.
[user] Please determine if the following two five-
character lines form a parallel couplet. The require-
ment for a parallel couplet is that each word in
the first line corresponds syntactically, grammati-
cally, and semantically with a word in the second
line (there are many methods of correspondence:
the two words can respectively represent time and
space, morning and evening, life and death, youth
and harsh winter, static and dynamic, two different
places, place nouns and time nouns, etc.). You need
to provide a concise analysis, then make a decision
based on this analysis. The decision can only be ‘is
parallel’ or ‘is not parallel.’
[user] Couplet: Observing things arouses sorrow,
looking after oneself recognizes the source of wor-
ries.
[assistant] Analysis: “Observing things” corre-
sponds to “looking after oneself”: one is about
observing the outside world, the other is about car-
ing for one’s inner world (both are one-character
verb plus one-character noun structures), “arouses”
and “recognizes” are both verbs, “sorrow” refers to
a sad mood, “source of worries” refers to a sorrow-
ful mood, both match. Decision: Is parallel.
[user] Couplet: Sitting quietly all around, I listen
to the song above my hall.
[assistant] Analysis: “Four” and “listen” do not
match (one is a number, the other is a verb), “sit”
and “I” do not match (one is a verb, the other is a
pronoun), “and” and “hall” do not match (one is a
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function word, the other is a noun). Decision: Is
not parallel.

[system]你是中国文学的教授和古代诗学的专家。
[user] 请判断下面的两个五言句是不是工整对仗的对
联。对联的要求是前句和后句的每一个词语在句法、语
法和意义上都相对应（对应的方法有很多：两个词可以
分别表达时间与空间、早上与晚上、生与死、春天与冬
天、静态与动态、两个不同的地方、地点名词与时间名
词等等）。请提供简洁的分析，然后根据这个分析进行
判断。判断只能是「是对联」或者「非对联」。
[user]句对：览物起悲绪，顾已识忧端。
[assistant] 分析：「览物」对应着「顾已」：一个是指
观赏外面的世界，一个是指照顾内心的世界（两个都是
一个字的动词加一个字的名词），「起」与「识」都是
动词，「悲绪」是指悲伤的心情，「忧端」是指忧伤的
心情，都匹配。判断：是对联。
[user]句对：四坐且莫喧，听我堂上歌。
[assistant] 分析：「四」与「听」不匹配（一个是数
字，一个是动词），「坐」与「我」不匹配（一个是
动词，一个是代名词），「且」和「堂」不匹配（一个
是功能词，一个是名词）。判断：非对联。
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Abstract

This paper concerns the adaptation of two ex-
isting computational measures relating to the
estimation of the literality of expressions to en-
able their use in scenarios where data is scarce,
as is usually the case with historical language
data. Being able to determine an expression’s
literality via statistical means could support a
range of linguistic annotation tasks, such as
those relating to metaphor, metonymy, and id-
iomatic expressions, however making this judg-
ment is especially difficult for modern annota-
tors of historical and ancient texts. Therefore
we re-implement these measures using smaller
corpora and count-based vectors more suited
to these amounts of training data. The adapted
measures are evaluated against an existing data
set of particle verbs annotated with degrees of
literality. The results were inconclusive, yield-
ing low correlations between 0.05 and 0.10
(Spearman’s ρ). Further work is needed to
determine which measures and types of data
correspond to which aspects of literality.

1 Introduction

Though it is usually taken as a given that an ex-
pression’s ‘literal’ meaning is readily identifiable,
the notion is more ambiguous and complex than it
initially seems. As Lakoff (1986) explains, there
are several different senses that may apply when
we describe something as ‘literal’. When an expres-
sion is used in a literal sense, we might mean that it
is used to mean the thing it usually means, whether
relative to the broader language community or to
a narrower domain-specific lect. Alternatively, we
might mean that the meaning of the whole expres-
sion corresponds to a systematic combination of its
constituent parts, i.e. that the expression’s meaning
is compositional. Or we might be saying something
about what an expression is not doing: It’s not an in-
stance of irony, metonymy, metaphor, or any other
sort of context-dependent extension of its minimal

meaning. Yet generally, in linguistic research, we
tend to regard these as being equivalent.

It makes a difference which definition you
choose and how you regard literality: In Gibbs Jr.
et al. (1993) annotators were presented with an-
notation guidelines highlighting one of Lakoff’s
definitions of literality and asked to judge the lit-
erality of a range of expressions. The result was
that some expressions were judged as having sig-
nificantly different properties, depending on the
literality definition in use.

There are a range of semantic annotation tasks
which, implicitly or explicitly, require the annota-
tor to make a judgment as to the literality of an
expression in a given context: This could be the
case in compositionality annotation of multiword
expressions (MWEs) or the annotation of idioms
or metaphors, which must be distinguished from
what they are not: literal usages.

Yet, when annotators are working with histori-
cal language data, the ambiguity of these distinct
variations of literality, which could otherwise be
mitigated with well-written annotation guidelines,
is coupled with a lack of linguistic intuition, which
is what semantic annotation tasks usually rely on.

In the larger research project in which this pa-
per is situated, it is our aim to develop statistical
measures to estimate the degree of literality of par-
ticular usages of a given expression in order to
support annotators by giving them tools to compen-
sate the lack of linguistic intuitions for historical
language varieties. To this end, here we:

• identify existing measures for estimating the
degree of literal and non-literal language use,

• adapt the relevant measures for use with his-
torical language data, and

• present the results of a comparison with the
original formulation of these measures.
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2 Related Work

The theoretical descriptions of literality outlined
above highlight multiple aspects which character-
ize it: The literal meaning is the one that is con-
ventional or at least typical for that expression, or
its the one that is involved when an expression is
read compositionally, or its the minimal meaning,
which an expression is thought to have devoid of
any context, its context-free interpretation. Previ-
ous approaches have tended to focus either on an
expression’s compositionality or its conventionality
when measuring the degree to which it is literal or
non-literal.

Much of the computational work that deals
with the measurement of degrees of composition-
ality and literality focuses on particular classes of
MWEs. Most commonly these are nominal com-
pounds, as in Schulte im Walde et al. (2013), Weeds
et al. (2017), and Cordeiro et al. (2019), but others
address compositionality in MWEs more broadly,
as in Salehi et al. (2015) or Savary and Cordeiro
(2017). In general, an expression is taken to be com-
positional to a greater degree when the semantics
of the whole are more similar to a systematic com-
bination of the expression’s parts. The composition
function is usually an additive model (Mitchell and
Lapata, 2008), which assigns a weight to each vec-
tor before adding them together. This approach
to compositionality requires a representation for
both the expression as a whole as well as for the
parts individually, so it tends to work best with a
fixed inventory of expressions to be analysed, since
you need to know which expressions to combine
before training a semantic representation ahead of
time. Since our data set doesn’t concern a fixed
set of expressions, we plan to address the aspect of
compositionality in future work.

There are a range of studies which deal with the
annotation and classification of figurative language
which are also relevant, such as those concerning
metaphor, metonymy, irony, and idioms. In all of
these cases, ‘literal’ is defined negatively, as the
class not sought, the normal and default assump-
tion. As such, the features that would characterize
literality are not modelled directly.

The set of studies that come closest to providing
an account of literality itself are those that concern
idiomatic expressions. Many of the features dis-
cussed in these studies reflect the notion that literal
mentions are somehow ‘typical’ of the expression
in question and non-literal mentions are thus ‘atyp-

ical’. They differ in how this typicality is modelled.
Sporleder and Li (2009) use an unsupervised ap-
proach that applies the notion of lexical cohesion,
operationalizing this as the mean similarity of the
terms within a particular window. The candidate
expression is then removed and the cohesion is
calculated without it. When the level of cohesion
increases upon removal of the candidate expression,
it suggests that this is an atypical context for that ex-
pression, and the instance is classified as idiomatic
or non-literal. Ehren (2017) describes an extension
of this approach, which replaces the “normalized
Google distance” of the original, which has a very
low degree of reproducibility, with similarities be-
tween word vectors. This approach forms the basis
for the cohesion measure we employ below.

Socolof et al. (2022) also address the identifica-
tion – or rather the characterization – of idioms:
Their study is more of a characterization because
they consider idioms to exist on a spectrum together
with novel metaphors, collocations, and ordinary
literal language. Thus it isn’t a distinct class as
a classification task would suggest. All of these
expressions can be related to one another along
two orthogonal axes of conventionality and contin-
gency, where conventionality describes the extent
to which words are used in their “usual” or “typical”
sense, and contingency refers to the tendency for
words to be used in a particular, fixed context. The
dimension that broadly differentiates literal and
non-literal usages is that of conventionality. The
conventionality measure that we adapt in this work
stems from this study.

3 Methods

3.1 Evaluation data set
In order to evaluate these measures with regard
to how well they reflect our intuitions as to the
literality of expressions in general, we compare
their output to a modern data set of German par-
ticle verbs (grammatical constructions consisting
of a verb and a separable particle) annotated with
literality ratings on a scale from 0 ‘literal’ to 5 ‘non-
literal’ (Köper and Schulte im Walde, 2016). We
evaluate against this data set not because of any
interest in particle verbs in particular, but because
it is the only data set we are aware of that con-
tains scalar ratings of literality rather than a binary
classification. The data set consists of German
sentences containing particle verbs, as in exam-
ples (1)–(3), with roughly 50 sentences for each
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one. Since some of the particle verbs were not so
frequent in the corpus from which the sentences
were extracted, some have fewer than 50 sentences,
and we omit those instances with less than 5 sen-
tences, since no reasonable comparison between
the instances is possible in that case. Thus we have
for this study 155 distinct particle verbs, with 6426
sentences total and 41.5 sentences per lemma on
average.

The literality ratings for the examples (1)–(3)
are also given below. We include a clearly literal
instance (1), a clearly non-literal one (2), and one
marginal one (3). Each instance was rated by three
raters, with high correlation between them, raters 1
and 2 Pearson’s ρ = 0.959, 2 and 3 = 0.943, and
1 and 3 = 0.932, though the corresponding agree-
ment appears moderate with Fleiss’ κ = 0.35. In
the original study, these ratings were combined into
two bins, literal and non-literal, with an agreement
of Fleiss’ κ = 0.70 for this classification-oriented
setting. In examples (1)–(3) we include the ratings
averaged across all three raters.

(1) Dazu untere Äste kräftig abklopfen und
herabfallende Läuse auf einem Stück Papier
oder Karton auffangen.
‘To that end pound heavily on the lower
branches and catch the lice that fall down on
a piece of paper or cardboard.’
0⇒ literal

(2) Bin ein alter Bücherwurm und hab meine
Spezialadressen abgeklopft.
‘I am an old bookworm and have checked (lit.
knocked on) my special addresses.’
5⇒ non-literal

(3) Kommerzielle Seiten werden nur in
Ausnahmefällen aufgenommen.
‘Commercial pages will only be taken up in
exceptional cases.’
3.67⇒ non-literal

We observe that the ratings are strongly biased
towards the extremes of the scale, with 0 and 5
being the most common ratings overall and only
very rare instances of 2 or 3, suggesting that the
intended use in a classification task was part of the
instructions given to annotators.

The data for some lexemes contain very few non-
literal instances, and others are more mixed.

3.2 Adapting literality measures
In this study, we adapt two measures: One,
Ehren (2017), relates to lexical cohesion, is an
embeddings-based version of Sporleder and Li
(2009)’s original version, which relied on “nor-
malized Google distances”. The second, conven-
tionality (Socolof et al., 2022), compares a single
instance of an expression with a set of background
instances, measuring the degree to which this in-
stance deviates from the general tendency of the
background set.

The original formulations rely on resources that
are often available, indeed abundant, for modern
languages, large corpora derived from collections
of unstructured text scraped from the web. The
word2vec vectors used in Ehren (2017) tend to
require about 1 billion tokens before they are of
usable quality (Sahlgren and Lenci, 2016), and
the BERT model used in Socolof et al. (2022)
would have been trained on 4 billion words from
Wikipedia in addition to other sources.

While there are various strategies to be explored
for working with historical language varieties and
small data (see, e.g., Hedderich et al., 2021), two of
these are the use of unsupervised approaches and
the use of techniques that require less data. These
are the two requirements that motivated the choice
of cohesion and conventionality, as unsupervised
measures, in order to model literality, and these
requirements will also act as constraints on the
adaptation of the two chosen measures.

Historical corpora are in general much smaller
than modern corpora, yet they are often more richly
annotated. What are often considered ‘expensive’
resources for modern languages, such as manu-
ally constructed lexica and corpora with rich lin-
guistic annotations, are more attainable than large
amounts of text. Crucially, for historical varieties,
corpora do not tend to grow: the data there is is
what we have. While corpora for language stages
after the widespread adoption of the printing press,
such as the DTA corpus (Berlin-Brandenburgischen
Akademie der Wissenschaften, 2024), spanning the
17th to early 20th centuries, can reach similar sizes
to modern data sets – the complete DTA corpus
contains 370 million tokens – this is not the case
for older data sets. While often the bottleneck is
the transcription and digitization of the manuscript
sources, in other cases, there are simply few extant
manuscripts to be digitized.

As our target historical language variety we con-
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sider Middle High German, for which we consider
two example corpora: the Reference Corpus of
Middle High German (ReM, Roussel et al. (2024))
and the corpus of the Middle High German Concep-
tual Database (MHDBDB, Zeppezauer-Wachauer
(1992)). The former encompasses just over 2 mil-
lion tokens and the latter just over 9 million. How-
ever, our vector representations must be trained
on modern German corpora in order to evaluate
against the annotated data set and in order to en-
able a comparison against the original measures
using pre-trained models. We therefore simulate
the low-data setting of the abovementioned histor-
ical corpora by the use of similarly sized modern
corpora. As a stand-in for ReM, we use the “dev”
and “train” portions of the Hamburg Dependency
Treebank (Foth et al., 2014) at about 2 million to-
kens, and for MHDBDB we use the “2011 mixed”
corpus of 1 million sentences from the Leipzig
Corpora Collection (Goldhahn et al., 2012), which
contains about 7.6 million tokens.

For these amounts of data, neural embeddings
do not tend to provide the best results. Sahlgren
and Lenci (2016) compared a range of different
models of distributional semantics on different
sizes of training corpora, and their study suggests
that a count-based model transformed using PPMI
and SVD could provide the best results with the
amounts of data we have available. Such a model
has a further advantage in that its operation is more
transparent than a prediction-based one. Though,
as the authors note, none of the models do partic-
ularly well in this setting, so it remains to be seen
whether the measures will remain effective with
these inputs.

In order to model a word’s use in a specific con-
text (tokens), in addition to its distribution in the
whole corpus (types), we adopt an approach to
modelling specific usage contexts that is described
in Geeraerts et al. (2023) and which ultimately
goes back to Schütze (1998). Type vectors are con-
structed from word co-occurrences in the entire
corpus (transformed with PPMI/SVD), then a to-
ken vector is constructed by adding together the
type vectors for all of the context words that occur
in a certain window around the target token to be
represented. In effect, a token is represented as a
set of second-order co-occurrences: Two tokens
are similar when they co-occur with words that
co-occur especially often.

We then implement cohesion and conventional-
ity using either type vectors or token vectors as re-

quired. Cohesion (cf. Ehren, 2017) is defined here
as follows: For each token instance wi, we com-
pare the type vector for w with the type vectors for
all the words in the context of wi, calculating the
mean similarity between all pairs of these vectors
both including and excluding the target expression
w. If the mean similarity is greater without w, then
this reflects lower lexical cohesion, and we expect
it to correlate with less literality for this usage. Our
adaptation of this measure differs from the original
mainly in the embeddings used.

We take conventionality (cf. Socolof et al.,
2022) to be defined as follows: A given word has
a set of instances W , and conventionality is calcu-
lated for a single instance wi by comparison with
the other instances of this word O = W \ wi. µO

is the average token vector of the instances in O,
and σO the component-wise standard deviation for
these same instances. The conventionality is then:

conv(wi) =

∥∥∥∥
wi − µO

σO

∥∥∥∥
2

(4)

This differs from the original formulation in that
the original calculated the deviation of a particular
phrase in which a word occurs versus all the other
phrases in which the word also occurs, but we take
a simplified approach. Since, in our low-data set-
ting, the word in question is unlikely to have the
same context more than once, we compare each
instance against all of the other 49 instances for
each lemma. Note also that the sign is reversed,
since the scale in our evaluation data set uses higher
numbers for less literal usages.1

4 Experimental Results

For the 155 lemmas in the annotated data set, we
calculated cohesion and conventionality with each
of the three implementations for each of the≈ 41.5
annotated instances, resulting in 38,556 instances
total. Of these, 1357 instances were omitted, either
because the lemmas do not occur in the background
corpus or because there wasn’t sufficient context
in the test sentence. For the remaining 37,199 com-
binations of sentence, lemma, measure, and imple-
mentation, we averaged the three raters’ judgments
together in order to compare them with the given
value.

For the sake of comparison, we also evaluate
each of these measures in a setting as close as pos-

1All of the code pertaining to these experiments is provided
here under a free software license: https://gitlab.rub.
de/ajroussel/nlp4dh2024.
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sible to the original papers (*_orig). For cohesion,
this means using pre-trained skip-gram word2vec
vectors for the type vectors, and for conventional-
ity, we use a pre-trained German BERT model to
encode each sentence, from which we retrieve a
contextualized representation for each target token
instance.

The results of this comparison can be found in
Table 1, and a visualization of the per-lemma corre-
lations with average human judgments in Figure 1.

coh_hdt coh_lcc coh_orig conv_hdt conv_lcc conv_orig
model

0.8

0.6

0.4

0.2

0.0

0.2

0.4

0.6

0.8

co
rr

Figure 1: Correlations (Spearman’s ρ) between models
and human judgments. Each dot represents the correla-
tion for a particular lemma.

Table 1: Overall correlations for each measure and im-
plementation. Impl. = Implementation, Desc. = Descrip-
tion, Coh. = Coherence, Conv. = Conventionality. “hdt”
or “lcc” indicates the corpus used to create the vectors,
and “orig” are the pre-trained vector representations.

Impl. Desc. Coh. Conv.

hdt tSVD, 2M 0.072∗∗∗ 0.073∗∗∗

lcc tSVD, 10M 0.050∗∗∗ 0.052∗∗∗

orig w2v/BERT 0.098∗∗∗ 0.010, ns

5 Discussion and Conclusion

Comparing the values of the two measures in their
various implementations to the human judgments
in the literal/non-literal data set does not appear to
reveal any reliable patterns. Though in some cases
the correlations are technically significant, the ac-
tual level of correlation is too low for either mea-
sure to be trusted in any particular case. The results
suggest that these measures, implemented as de-
scribed above, don’t correspond, in general, to the
notion of literality that the annotators had in mind.
As a result, it is also impossible to say whether

the adaptations of the measure for use with smaller
corpora, such as for historical language varieties,
were appropriate or whether they had any effect on
the usefulness of the measures implemented.

An analysis of the correlations of the various
measures with the judges’ ratings on a per-lemma
basis was likewise inconclusive. As is evident in
Figure 1, the correlations for particular lemmas can
vary quite widely between strongly negative and
positive correlations. We haven’t been able to find
a clear reason for this; there are no apparent ten-
dencies towards higher correlations when a lemma
has a greater proportion of non-literal instances, for
instance.

In future work, we plan to conduct more exten-
sive annotation efforts specifically targeting literal-
ity in order to collect more fine-grained data to use
in future experiments. Ideally, such a data set will
cover not just particle verbs, but all open-class lex-
emes, and we plan to formulate detailed guidelines
that will improve reproducibility and reusability of
the data set.

6 Ethical considerations

Embeddings trained on corpus data scraped from
the web, such as are employed in the comparison
here, are known to have certain biases that could
have had an effect on the outcomes of this study.

7 Limitations

We have characterized both of these measures as
ones of ‘literality’ in general, but it’s still unclear
to what degree (a) each of these individually or
in combination correspond to a recognizable and
coherent concept of literality, and (b) whether the
conception of literality captured in the annotated
data set corresponds to the aspects of literality that
the measures relate to, or whether any apparent
correlation is spurious. This study in its current
form isn’t in a position to address these questions.
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Abstract

This paper introduces new models designed to
improve the morpho-syntactic parsing of the
five largest Latin treebanks in the Universal
Dependencies (UD) framework. First, using
two state-of-the-art parsers, Trankit and Stanza,
along with our custom UD tagger, we train
new models on the five treebanks both indi-
vidually and by combining them into novel
merged datasets. We also test the models on
the CIRCSE test set. In an additional experi-
ment, we evaluate whether this set can be accu-
rately tagged using the novel LASLA corpus
(https://github.com/CIRCSE/LASLA). Sec-
ond, we aim to improve the results by combin-
ing the predictions of different models through
an atomic morphological feature voting sys-
tem. The results of our two main experiments
demonstrate significant improvements, partic-
ularly for the smaller treebanks, with LAS
scores increasing by 16.10 and 11.85%-points
for UDante and Perseus, respectively (Gamba
and Zeman, 2023a). Additionally, the voting
system for morphological features (FEATS)
brings improvements, especially for the smaller
Latin treebanks: Perseus 3.15% and CIRCSE
2.47%-points. Tagging the CIRCSE set with
our custom model using the LASLA model im-
proves POS 6.71 and FEATS 11.04%-points
compared to our best-performing UD PROIEL
model. Our results show that larger datasets
and ensemble predictions can significantly im-
prove performance.

1 Introduction

In recent years, significant progress has been made
in morpho-syntactic dependency parsing for Latin,
an advancement that greatly benefits a wide range
of research in the humanities. Linguistically tagged
corpora are crucial, as lemmatized corpora, for in-
stance, are valuable also for historians searching
for sources within databases. The Universal De-
pendencies (UD) framework plays a key role by or-
ganizing linguistic analysis into machine-readable

databases with columns in tab-separated value ta-
bles. These CoNLL-U formatted treebanks pro-
vide essential information on lemmas, parts of
speech, morphological features, syntactic roles,
and dependency relations. In the realm of Latin
treebanks notable recent developments include the
morphological harmonization of the five largest
Latin treebanks (ITTB, LLCT, Perseus, PROIEL,
and UDante1), a significant milestone reached by
Gamba and Zeman (2023a) as a continuation of
earlier work on syntactic harmonization (Gamba
and Zeman, 2023b).

Additionally, there have been many efforts to
enhance the performance of Latin parsing tools.
These include the EvaLatin campaigns Sprugnoli
et al., 2022, 2024, as well as the application of GPT
models for part-of-speech (POS) tagging (Stüssi
and Ströbel, 2024). Despite these advancements,
there remains potential for further improvement,
particularly in syntactic parsing. For instance, the
highest Labeled Attachment Score (LAS) reported
by Gamba and Zeman (2023a) is 64.87% for the
UDante and 59.43% for Perseus.

In the present study, we leverage the recently
released harmonized treebanks (Gamba and Zeman,
2023a) to further enhance automatic parsing. Our
focus is on the five largest established treebanks in
the UD format, ensuring that our results are reliably
comparable to previous studies. Our models can
also easily be applied to parse new text corpora.

To achieve our goal, we employ two approaches:
First, we train new parser models using these har-
monized treebanks, along with two state-of-the-
art parsers —Stanza (Qi et al., 2020) and Trankit
(Nguyen et al., 2021)— as well as a custom UD
tagger by fine-tuning a BERT-based Latin language
model (Ströbel, 2022) following the architecture
of Devlin et al. (2019). The parsing models are
trained using both individual and diverse merged

1https://universaldependencies.org/la/
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treebanks.
Second, we investigate whether combining pre-

dictions from our newly trained models in a voting
system targeting part-of-speech (POS) and mor-
phological features (FEATS) tags improves perfor-
mance. Our hypothesis is that selecting the most
common prediction from the different models en-
hances the results in a ’majority vote wins’ sce-
nario.

Third, we use the voting setup of the differ-
ent models to analyze how unanimous the various
parser models are in their POS predictions. This
provides insight into which tasks are accurately
tagged and offers potential for identifying prevail-
ing issues in the annotation guidelines.

Upon the publication of this paper,2 all data,
code, and results, as well as the models, will
be made openly and freely accessible for non-
commercial use. These resources include clear
instructions, designed to be easily used by scholars
who may not be familiar with language technology
but wish to experiment with their own texts.

2 Previous work

The first Latin BERT model by Bamman and Burns
(2020) provided the state-of-the-art POS scores of
its time (Perseus 94.3%, PROIEL 98.2%, ITTB
98.8%). Similarly, Nehrdich and Hellwig (2022)
reported very competitive LAS scores for the previ-
ous releases of the treebanks using a biaffine parser
on top of a Latin BERT (ITTB 92.99%, PROIEL
86.34% and PERSEUS 80.16%).

There have been some trials with merging
existing treebanks into larger training datasets.
Nehrdich and Hellwig (2022) combined the ITTB,
Perseus, and PROIEL treebanks, while Smith et al.
(2018) trained a single model for all ancient lan-
guages, including three Latin treebanks. Addition-
ally, Kondratyuk and Straka (2019) combined all
the UD treebanks into a single multilingual dataset
and trained a model for all UD languages. While
these studies demonstrated the potential for improv-
ing performance by merging training data from
multiple treebanks, the first reports only a single
experiment, and the latter two do not focus specif-
ically on Latin, leaving room for further experi-
ments. The challenge of selecting and combining
treebanks is also brought to attention in the latest
EvaLatin Campaign (Sprugnoli et al., 2024).

Merging treebanks for training models has not
2https://github.com/HannaKoo/Latin-Parsing

been widely explored, likely because the develop-
ers of the treebanks have varied interpretations of
the UD guidelines since the treebanks have been
composed at different points in time (with contin-
uous updates regarding the annotation guidelines).
These discrepancies in annotations has compli-
cated combining them into larger merged training
datasets. The work of Gamba and Zeman (2023a)
focuses on the harmonisation of the datasets, and
they train models using only the individual tree-
banks.

Combining the predictions of several models
through voting has been tested in many studies.
E.g. early pioneering work by Zeman and Žabokrt-
ský (2005) applied majority voting for four parsers
for Czech, reporting improvements of 2%-points
in dependency relation prediction. Combining
parser outputs has also been used by Passarotti
and Dell’Orletta (2010) to improve the parsing of
the ITTB treebank. More recent work by Stoeckel
et al. (2020) developed an ensemble classifier by
applying a voting model on top of several POS
taggers. Their voting model was designed to learn
which predictions to trust in different contexts.

3 Data

There are five Latin UD treebanks used for training:
the Index Thomisticus Treebank (ITTB) (Passarotti,
2019), the Late Latin Charter Treebank (LLCT)
(Cecchini et al., 2020b), Perseus (Bamman and
Crane, 2011), PROIEL (Haug and Jøhndal, 2008),
and UDante (Cecchini et al., 2020a). For a concise
numerical comparison of these Latin UD treebanks
and a detailed description of their contents, see
3. For a general overview, see Gamba and Zeman
(2023b).

The efforts of Gamba and Zeman (2023a) are
crucial for merging the treebanks and serve as
a foundation of our model training. These har-
monized treebanks are accessible at a GitHub-
repository 4. For a concise numerical overview
and a brief description of the treebanks used in this
study, refer to Table 1.

3https://universaldependencies.org/treebanks/
la-comparison.html

4https://github.com/fjambe/Latin-variability/
tree/main/morpho_harmonization/
morpho-harmonized-treebanks
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3.1 CIRCSE test set

The novel sixth UD Latin treebank, CIRCSE5, con-
sists solely of a test set because of its small size
along the UD guidelines. This test set is valuable
for evaluating our models because it differs from
the established larger treebanks, which predomi-
nantly feature texts from the middle ages. For in-
stance, the ITTB and LLCT together contain 692K
tokens, whereas Perseus focuses on Classical texts
with a total of only 29K tokens. CIRCSE is also
distinct in genre, featuring a total of 13,294 tokens
of tragedy: Hercules Furens (7,714 tokens, 555
sentences) and Agamemnon (5,580 tokens, 409 sen-
tences) by Seneca (c. 4 BC – AD 65), along with
the treatise Germania (5,674 tokens, 299 sentences)
by Tacitus (c. AD 56 – c. 120).

3.2 Merged treebanks

Merging treebanks presents challenges not only
due to potential differences in annotation guidelines
but also because of the linguistic variation they
reflect. The five treebanks span several millennia
and cover a wide range of genres, factors that can
influence the performance of models trained on
them. One of the key research questions we explore
is whether, for example, the inclusion of a large
amount of medieval Latin training data affects the
parsing results for Classical Latin.

In addition to merging all the training datasets,
we combine the individual treebanks into five the-
matically organized merged treebanks, as shown in
Table ??, based on a holistic understanding of the
nature of the different Latin UD datasets. We also
experiment with merged sets focused on specific
time periods, drawing on a heuristic understand-
ing of historical linguistics and the evolution of
the Latin language. The goal is to compile sets
that support one another, rather than confuse the
models with training data that is too varied or even
contradictory. Beyond linguistic considerations, to
address machine learning challenges and mitigate
the risk of overfitting—particularly when working
with datasets from unequally sized and heteroge-
neous treebanks—the merged training sets were
constructed by iteratively concatenating one-fifth
of each individual treebank, ordered from smallest
to largest, into the new datasets.

5https://universaldependencies.org/treebanks/
la_circse/index.html

3.3 The Corpus Corporum monolingual
training set

While most of our experiments are based on the
widely applied Stanza and Trankit parsers (see Sec-
tion 4), neither of them support using a dedicated
pre-trained Latin language model. Therefore, we
also experiment with our custom tagger utilizing
a language model trained on Latin data only (see
Section 4.3). The language model (Ströbel, 2022)
has been produced by using the Corpus Corporum
dataset (Roelli, 2014). This dataset contains a con-
siderably large portion of patristic texts from the
Patrologia Latina (8.4 M words). For a concise
overview of the texts currently included in this
database see the listing on the project website 6.
The previous work of Bamman and Burns (2020)
with a monolingual model for POS tagging is pro-
duced with a very large dataset of 642.7M tokens
that includes for example Latin Wikipedia of 16M
tokens. This provides obvious problems as to reli-
able quality of the training data, since contributions
to Vicipaedia are not subject to expert language
check and the RoBERTa Latin model by Ströbel
(2022) is focused to solve this very issue.

3.4 The LASLA dataset

Since texts from the Classical period are underrep-
resented in the UD treebanks, we conduct a small
experiment using the non-UD LASLA dataset,
which lacks dependency parsing annotation. In
terms of POS tagging, lemmatization and morphol-
ogy, the 1.8M-token LASLA dataset is notably
large, created through a joint effort by members of
the LiLa and LASLA teams.7 We use the LASLA
corpus as a basis to make our own train, dev, and
test sets for a small-scale experiment aimed at im-
proving our custom model for the POS and mor-
phological analysis of the CIRCSE test set. Our
modification of the CoNLL-U Plus formatted files
excludes the texts in the CIRCSE test set (see 3.1)
and removes non-relevant fields. The larger files
are split and concatenated in random order.

4 Methods

In our aim to improve morpho-syntactic parsing
tools for Latin, we use two different methods: train-
ing new models and experimenting with a voting
system. Our first task is the training of new parser

6https://mlat.uzh.ch/browser?path=/
7https://github.com/CIRCSE/LASLA?tab=

readme-ov-file
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Token counts or words in datasets
Dataset Short Description Train Dev Test Total
CIRCSE Seneca’s tragedies and Tacitus’ treatise - - 19 483 19 483
ITTB Texts of Thomas of Aquinas, 13th century 392 017 29 968 29 920 451 905
LLCT 8th century legal charters from Tuscany 194 193 24 195 24 079 242 467
Perseus Classical auctors e.g. Caesar and Ovid 16 859 1 566 11 149 29 574
PROIEL Classical auctors and New Testament 172 261 13 955 14 114 200 330
· Classical E.g. Cicero and Palladius 76 647 - - 76 647
· Vulgate Jerome’s Vulgate 95 614 7 123 - 102 737
UDante Works of Dante Alighieri, 13th-14th century 30 567 11 689 13 502 55 758
CC Massive Corpus Corporum text database 162 M
LASLA Classical Latin database 1 856 296 32 756 35413 1 856 296

Table 1: Overview of the used datasets for train, dev and test. We have spilt PROIEL to include Classical secular
texts and Vulgate. For Perseus, where the original release does not include a separate development set for parameter
optimization, we created one by dividing the train set. The UD CIRCSE treebank only contains a test set due to its
size. The Corpus Corporum dataset is the basis for the monolingual BERT (Ströbel, 2022) used for our custom
model UD tagger. Our modification of the LASLA database (https://github.com/CIRCSE/LASLA/tree/main)
is used in an experiment to improve the results of the CIRCSE test set.

Training data ITTB LLCT Perseus PROIEL UDante Tokens in total
Classical Latin 9% 91% 205 K
Late and Medieval Latin 62% 32% 6% 683 K
Later and Christian Latin 54% 28% 13% 5% 785 K
Merged 48% 25% 2% 21% 5% 887 K

Table 2: Overview of the merged treebanks used for training Stanza and Trankit and fine-tuning the custom model.

models based on the newest treebanks described
in Tables 1 and 2. For full morpho-syntactic pars-
ing, we apply the commonly used Trankit (Nguyen
et al., 2021) and Stanza (Qi et al., 2020) toolkits.
As neither Trankit nor Stanza support the usage
of a custom pretrained language model, we also
experiment with a custom part-of-speech and mor-
phological tagger trained on top of a monolingual
Latin language model (Ströbel, 2022) following the
task-specific fine-tuning of Devlin et al. (2019).

4.1 Trankit

Trankit (Nguyen et al., 2021) is a light-weight trans-
former based toolkit, which provides a trainable
pipeline for morpho-syntactic parsing. It reports
outperforming prior multilingual NLP pipelines
over sentence segmentation, POS and FEAT tag-
ging as well as in dependency parsing while main-
taining competitive performance for tokenization,
multi-word token expansion, and lemmatization
over 90 UD treebanks. It is based on training
adapter modules (Houlsby et al., 2019; Pfeiffer
et al., 2020) on top of the multilingual pretrained
XLM-R language model (Conneau et al., 2020).

The parser is designed to be efficient in multilin-
gual usage (shared multilingual language model),
while still giving state-of-the-art results for individ-
ual treebanks (treebank-specific adaptors).

4.2 Stanza

Stanza (Qi et al., 2020) is a trainable, language-
agnostic neural pipeline for morpho-syntactic pars-
ing. Stanza includes a Bi-LSTM encoder capable
of utilizing pre-trained word embeddings, and uses
the biaffine neural dependency parser by Dozat
and Manning (2017). This is the same parser that
Gamba and Zeman (2023a) employed. We use stan-
dard model training in order to have a model that
matches the Trankit training to ensure a reliable
comparison between the models.

4.3 Custom tagger with a Latin language
model

Earlier studies, e.g. Pyysalo et al. (2021); Bam-
man and Burns (2020), have shown that for certain
languages the usage of a dedicated monolingual
language model may result in better performance
compared to multilingual models or not using a
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pretrained language model at all. While neither
Trankit nor Stanza support the usage of a custom
pretrained language model, we implement a POS
and morphological tagger by fine-tuning a mono-
lingual Latin language model. As a pretrained lan-
guage model we use the pstroe/roberta-base-latin-
v38 pretrained on the Corpus Corporum Latin text
collection (see Section 3.3). The tagger jointly
predicts the POS and morphological features by
adding a task-specific token classification layer on
top of the pretrained language model, following the
architecture of Devlin et al. (2019). The classifica-
tion layer is trained on treebank data updating also
the weights of the original language model.

4.4 Voting
In POS tag and FEATS predictions voting we run a
simple majority vote of the three parsers (Trankit,
Stanza, and Custom tagger), for each treebank se-
lecting the generally best performing model of each
parser. In a tie situation, the voting defaults to
Trankit which generally receives the best individ-
ual scores. The voting script does not take into
account the fact that the numerically highest scores
for POS and UFEATS might come from different
models, and our preference is for overall best re-
sults.

For POS tags, the possible voting scenarios
when using three parsers are cases where all three
agree, two outvote the third one and all parsers dis-
agree. When analysing the model predictions for
the Perseus treebank, in 86% of tokens the three
parsers agree on UPOS, in 13% of tokens there is
a majority agreement, and only in a bit more than
1% all three parsers disagree on UPOS.

However, in terms of morphological features the
same agreement rates on Perseus are 59%, 31%,
and 10% respectively, when voting on the level
of full feature analyses — the entire FEATS field
that consists of several categories such as number
and tense. The large variation in predicted feature
combinations therefore increases the percentage
of tokens where there is no majority consensus
available (10%).

To be able to at least partially account for these
tokens as well, for morphological features we pro-
ceed the voting in two steps. First, the voting is
done on the level of full feature analysis (e.g. for
nouns this means that all the diverse elements in
the category, such as case, number and gender), but

8https://huggingface.co/pstroe/
roberta-base-latin-cased3

in cases where we are not able to find a majority
vote, we continue to the second option of voting
on category level. In the second step, the feature
analyses are split into individual (category, value)
-pairs, and for each category we run the majority
voting of values predicted for that particular cate-
gory. To avoid the situation where the final analysis
is a union of different categories predicted by three
parsers, we obtain the categories from the default
Trankit parser, therefore in practice only voting val-
ues for Trankit predicted categories. It should also
be noted that the LASLA model for CIRCSE is not
included in the vote, as it would require a close
reading of potentially non-UD-style morphological
annotations, which the script does not consider.

5 Results

The performance of the trained models is summa-
rized in Table 3, which presents the results for the
five largest established treebanks. Additionally,
the outcomes specific to the CIRCSE treebank are
detailed in Table 6 and Table 7. The findings un-
derscore the importance of selecting optimal tree-
banks for training, as discussed by Sprugnoli et al.
(2024). While the prevailing trend in training large
language models has been to utilize increasingly
larger datasets, our results indicate a different effect.
Specifically, the Perseus treebank shows signifi-
cant improvement when trained with the Classical
dataset, indicating that quality of data is more criti-
cal than quantity, challenging the assumption that
"more is better". The effects of this improvement
are highlighted in Table 8.

The complete set of metrics is available on the
project’s GitHub page9 and the all CoNLL-U for-
matted treebanks respectively10. In this paper, we
report and discuss the scores for tokenization, POS,
morphological features (FEATS), lemmatization,
and syntax, including both the unlabeled attach-
ment score (UAS) and labeled attachment score
(LAS). For the custom tagger, only the UPOS and
FEATS results are relevant. All metrics were gen-
erated using the UD evaluation tools, based on the
CoNLL 2018 shared task script11.

In the results presented below we discuss the

9https://anonymous.4open.science/r/
Latin-Parsing-627B//Results/Evaluation_metrics/
eval_table.tsv

10https://anonymous.4open.science/r/
Latin-Parsing-43B5/Results/conllu_files

11https://github.com/UniversalDependencies/
tools/blob/master/eval.py
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Compilation of Results Tasks:
Treebank and model Tokens UPOS UFeats Lemmas UAS LAS
ITTB
Stanza 100.00 98.64 96.16 99.05 88.50 86.61
Trankit 99.99 98.99 97.52 97.63 92.09 90.71
Trankit Late and Christian 100.00 99.05 97.61 97.87 91.86 90.52
Trankit Five Merged 99.99 99.07 97.55 97.82 91.90 90.41
Custom tagger Late and Christian - 98.72 96.61 - - -
LLCT
Stanza 100.00 99.61 96.95 98.07 95.85 94.83
Trankit 99.99 99.66 97.36 96.50 96.15 95.37
Trankit Late and Medieval 99.99 99.66 97.18 96.69 96.46 95.51
Custom tagger - 99.14 95.67 - - -
Perseus
Stanza 99.94 89.44 80.17 80.97 69.75 61.93
Stanza Classical 99.92 90.09 81.33 85.89 75.28 68.29
Trankit Classical 99.74 90.50 83.25 74.60 77.89 71.28
Trankit Five Merged 99.79 91.83 80.94 76.55 77.72 70.59
Custom tagger Classical - 89.58 82.58 - - -
Custom tagger Five Merged - 89.66 78.43 - - -
PROIEL
Stanza 99.99 97.22 92.14 96.63 78.12 74.56
Trankit 99.87 97.29 92.77 89.37 84.09 80.97
Trankit Five Merged 99.88 97.30 92.96 89.24 83.94 80.92
Custom tagger Five Merged - 96.44 91.64 - - -
UDante
Stanza 99.65 89.98 81.00 86.94 68.37 59.15
Trankit Five Merged 99.66 91.46 84.42 77.50 79.63 73.42
Custom tagger Five Merged - 89.91 82.24 - - -

Table 3: A compilation of the most important F1-scores. The best score for each treebanks is in bold.

most relevant numbers and some case study ex-
amples. In Table 9 we also include the previous
state-of-the-art outcomes from two recent studies.
Our state-of-the-art results demonstrate improve-
ments in POS-tagging of 8.41 %-points for Perseus,
7.78 for PROIEL, and 5.93 for UDante compared to
the findings of Stüssi and Ströbel (2024). Addition-
ally, our results show an improvement in LAS of
11.85%-points for Perseus and 16.10%-points for
UDante compared to Gamba and Zeman (2023a).

All numerically highest F1 scores achieved by
the models are in the Table 3. The effects of the
merging of training data set for training are in Ta-
ble 8. The results of the majority vote win for POS
and FEATS are in Table 5.

5.1 Tokenization

Tokenization results have very little room for im-
provement, the best models already obtaining an F1

score of 100 % for ITTB and LLCT with individual
training. From close reading we find that the only
aspect of tokenization that requires improvement is
the prediction of multi-word tokens (MWTs). This
issue arises from the complete absence or inclu-
sion of only a few trivial MWTs in these corpora.
E.g. the ITTB train set contains only instances of
nonne ’isn’t it?’, which is clearly insufficient for
effectively training the models on something as
complex as Latin enclitics). Upon close reading
the output, we identified predictions that are sig-
nificantly off. For instance, in the Perseus corpus
parsed by Stanza, the word pulsabantque’and beat’
is incorrectly tokenized as "pullaaa" and "que" in-
stead of the correct "pulsabant" and "que,"

The tokenization of the CIRCSE test set
achieved a perfect accuracy of 100.00% with the
Stanza PROIEL model. However, this test set lacks
punctuation, leading to poor performance in the
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task of sentence segmentation across all models.
Several of our models were unable to segment sen-
tences and attempted to dependency parse the entire
dataset as a single 19K words long sentence. To
address this, we experimented using a crude fix of
adding a full stop at the end of each sentence using
a script, and assigned a mock HEAD-tag pointing
to the last word of each sentence, resembling the
use of GS segmentation. For further details and
results of this experiment, see Table 7.

5.2 Part-of-Speech (POS)
Overall, the results for POS tagging have for a long
time highly accurate and for most treebanks can
only be marginally improved.

All the results of the POS vote are written in a
new ConLL-U-styled tsv-table that first includes
the winner of the majority vote, the predicted forms
in the following order: Trankit, Stanza and custom
model.12 After that a column indicates the results
of the vote being either unanimous, two-to-one or
even. The resulting file13 includes also a column
that indicates if the result of the vote is correct,
this information is especially informative for close
reading. Scholars are able to form a general idea
of what kind of tasks the parsers are capable of
predicting and can especially focus on the difficul-
ties and understand if there is an underlying trend
that could be fixed (i.e. relating to the annotation
guidelines).

The most interesting cases are the ones with dis-
persed results and here we will highlight some case
examples. From the ITTB treebank we find a case
with the word necesse-esse ’necessarily existent’
with POS predictions: ADJ, VERB, AUX where
our custom model gets it right according to the GS
of the morphological harmonization, but the earlier
realise tags this as NOUN. From LLCT we find
instances like decimas (from phrase per quadrag-
inta annos abuerunt consuetudo offertas et decimas
dare ad predicta ecclesia) as ADJ, NOUN, NUM,
where Stanza gets the POS tag of ’tithes’ right.
There are a lot of expressions of date, for example
in mense december where one instance the vote is
even for december resulting as NOUN, ADJ, NUM
while all other instances in the test dataset get it
unanimously right as ADJ. From the expression
adfinis terra ’boundaries of the land’ adfinis as
ADJ, NOUN, ADP when Trankit gets it correct.
The Perseus and UDante outputs have substantially

12Results/conllu_files/voted_extended
13Results/conllu_files/gold_extended

PROIEL Correct % Wrong %
Unanimous 13 295 99% 132 0.98%
Two to one 463 75% 154 25%
Dispersed 15 44% 19 55%

Table 4: An example of the accuracies of the voting on
POS tagging in PROIEL

more even votes than the other five established
treebanks. These include iuro NOUN, VERB,
ADJ from the phrase per flumina iuro (swear by
the rivers), also we find Aeoliis as ADJ, PROPN,
ADP where Trankit gets it correct. From PROIEL
promissa as NOUN, ADJ, VERB from the expres-
sion ceterorum que promissa which is easy to un-
derstand, since the participe promissum ’promises’
and we would also imagine this being difficult for
Latin students, but Trankit is correct with NOUN.
From UDante the phrase praedictis finibus ’of the
aforementioned borders’ where the participle is
predicted as DET, VERB, ADJ and only Stanza is
correct. An example of voting accuracy in PROIEL
in Table 4.

For CIRCSE, the best UD framework based
model part-of-speech tagging result comes from
Stanza trained on PROIEL at 84.46%, but other
models are close. However, our small experiment
with the LASLA model does bring an improvement
of 6.71%-points (UPOS 91.17%) hinting that the
results for many other out of genre texts from the
Classical period might be considerably improved
with larger training data.

5.3 UFeats
The morphological analysis results seem to vary
greatly between different treebanks, from ITTB
reaches already a very impressive result of 97.61%
but for UDante only at 84.42%. This seems to
follow the trend, that when there is enough of in-
domain training data, the results have very little
room for improvement. The best UD framework
based CIRCSE morphological analysis is achieved
with the Stanza PROIEL model (59.48%) as was
for POS. Surprisingly using the LASLA model
gives an improvement of 11.04%-points (UFeats
70.52%).

5.4 Lemmas
Accurate automatic lemmatization is a very rele-
vant task for a highly inflected language like Latin.
The results have a high amount of variation across
different treebanks but overall Stanza models seem
to consistently outperform on this task. The re-
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sults for ITTB comes from the Stanza individually
trained model at an impressive 99.05% as well as
for LLCT 98.07%, PROIEL 89.24% and UDante
86.94%. For Perseus the best score 85.89% is pro-
duced by using the Stanza Classical model.

The best lemmatization score for CIRCSE is
Stanza Five Merged 78.00%.

5.5 Unlabeled Attachment Score: UAS

Latin papers on automatic parsing usually report
the unlabelled attachment scores (UAS) along with
labeled attachment score (LAS). The UAS metric
means the percentage of words that are assigned
the correct head in the sentence. The results syn-
tactic tagging vary greatly. The Perseus treebank
benefits from only seeing training data from its own
time period. On the contrary, the same does not
apply for UDante, which benefits greatly from the
merged training data and obtains a 79.63% score
with Trankit Five Merged (66.79% on UDante).

For CIRCSE the best score is only 51.29% by
the Trankit Five Merged model, this is understand-
able considering how far the training model data is
as genre for parsing the tragedies. Adding the punc-
tuation with a very coarse simple full stop addition
at the end of each sentence makes this dataset much
easier for models to syntactically parse, this alone
leads to a 59.16% with above mentioned model.

5.6 Labeled Attachment Score: LAS

For the second metric on syntax, the Labeled At-
tachment Score LAS, the results are in line with
UAS findings. The LAS score is the percentage
of words that are assigned both to the correct head
and the correct dependency label. The results in
Table 3 show that the results tend to be dependent
on the amount of similar training data.

The LAS score of the CIRCSE test set shows
the true nature and difficulty of out of domain Latin
syntax parsing. Our experiment reflects the more
of a real life situation with parsing new data and
our best score is 44.54% from Trankit Five Merged.
The altered punctuation yields a 50.91% score on
same model. The EvaLatin2024 (Sprugnoli et al.,
2024) results reach 77.41% for prose and 75.75%
poetry. The task performance is not comparable
since for the shared task included the use of train
and dev datasets and had only the dependency pars-
ing task. Straka et al. (2024) report leveraging the
GS morphological annotation as an additional input
for the parser.

5.7 Voting results

The results of the voting experiment are reported
in Table 5, giving the baseline scores for the three
parsers (Trankit, Stanza, custom tagger), and the
majority voting results. In addition to this, we
also report Oracle score to illustrate the theoret-
ical upper bound for voting when it is based on
these three parsing models, i.e. the accuracy of a
hypothetical voting system that is always able to
select the best option among the predictions. Based
on the results by Zeman and Žabokrtský (2005)
we expected a possible an increase of roughly two
percentage points. The improvement of the voting
results is reported in 5 and ranges from 0.00% to
+0.89 for POS tagging and for FEATS from +0.09%
to +3.15%.

6 Conclusion and future studies

The task of full morpho-syntactic parsing across
the five largest established treebanks comprises 30
subtasks, of which 8 are best performed by the
Trankit Five Merged model. This model demon-
strates particular strength in part-of-speech label-
ing. Additionally, Stanza’s lemmatization capa-
bilities are noteworthy, consistently achieving the
highest numerical values across all five treebanks.

Overall it can be stated that merging the avail-
able five Latin UD datasets is very beneficial espe-
cially when it comes to smaller treebanks and out
of domain parsing. With our experiments, by us-
ing thematically compiled and everything merged
datasets, we are able to set a new state of the art for
many morpho-syntactic parsing tasks. The average
improvement of our final results are reported in Ta-
ble 9. Our initial results of morphological features
are even further improved by using the FEATS
atomic voting system especially on the smaller tree-
banks. The results reaching +3.15 %-points.

Future studies should first focus on addressing
the issues related to the treatment of multi-word
tokens. One approach could involve ensuring that
the five established treebanks strictly adhere to cur-
rent guidelines, such as avoiding the splitting of
enclitics (e.g., -que ’and’) into separate tokens. Ad-
ditionally, the introduced voting system could be
further refined and applied to a gold-standard pre-
tokenized input, followed by a detailed numerical
error analysis and close reading. This enables deter-
mining the specific morphological annotation tasks
that our current models succeed upon. Such analy-
sis could also determine whether observed errors

223



ITTB LLCT Perseus PROIEL UDante CIRCSE
UPOS UFeat UPOS UFeat UPOS UFeat UPOS UFeat UPOS UFeat UPOS UFeat

Trankit 99.07 97.55 99.63 97.15 91.83 80.94 97.30 92.96 91.46 84.42 83.21 57.76
Stanza 98.64 96.15 99.61 96.96 90.81 82.03 97.14 92.18 89.85 80.92 84.47 56.85
Custom 98.72 96.61 99.14 95.67 89.58 82.58 96.44 91.64 89.91 82.24 79.72 55.29
Majority 99.07 97.64 99.64 97.32 92.72 85.73 97.78 93.98 91.73 85.25 85.25 60.23
Change +0.00 +0.09 +0.01 +0.17 +0.89 +3.15 +0.48 +1.02 +0.27 +0.83 +0.78 +2.47
Oracle 99.60 99.01 99.82 98.46 96.11 92.64 98.83 96.98 94.19 90.69 90.22 65.31

Table 5: Results of the majority voting system compared to the three individual models used in voting. Oracle
stands for a theoretical upper bound for voting of always selecting the best option among the predictions.

suggest the need for further harmonization of the
treebanks themselves or are these cases difficult to
grammatically analyze as such?

On one hand, many tasks are successfully accom-
plished using a single treebank for training, devel-
opment, and testing, as demonstrated by the ITTB
data, which does not require the inclusion of addi-
tional treebanks for improving performance. This
highlights the importance of incorporating new gen-
res across a broad time span into the UD Latin tree-
bank family, ensuring that the training data is suffi-
ciently diverse, comprehensive and large enough.
While the development of novel gold-standard an-
notated datasets offers significant benefits, it is also
highly demanding in terms of human resources. We
hope that our high-performing models will facili-
tate the annotation of these datasets by providing
accurate predictions that serve as a strong starting
point for manual corrections, thereby easing the
process.

On the other hand, one of the conclusions drawn
from our diverse merged training sets is that the
notion of "Latin is Latin" does not hold true. It is
well established that medieval Latin is distinctly
different from Classical Latin. In practical terms
most scholars often identify themselves as experts
in one or the other. However, a possible future
study could investigate the specific attributes in a
treebank’s training data that make a parser model
particularly adept at Classical or medieval Latin.

Another conclusion from our experiments is that
the accuracy of parsing Latin from the Classical
period (broadly defined) is diminished when the
model is exposed to medieval training data. This
warrants further exploration to define the character-
istics that distinguish the two and will shed more
light into computational historical linguistics. One
study could be the evolution of medieval Latin and
the extent to which medieval treebanks reflect pre-
serving features of Classical Latin, analyzed by auc-
tor and decade. It might reveal how well and what

ways medieval writers were competent in Classi-
cal Latin. Another potential research direction is
to investigate why parsing the UDante treebank
appears less selective, with all five merged mod-
els performing well. This raises the question of
whether users of Latin from this late medieval pe-
riod were equally accustomed and influenced by
reading both Classical and medieval authors. Alter-
natively, this phenomenon might be explained by
the size of the training data, where additional exam-
ples contribute to improved results, as our LASLA
experiment in the CIRCSE test set show.

7 Limitations

Firstly, the harmonization of UD Latin syntactic
annotation (Gamba and Zeman, 2023b) and mor-
phological annotation (Gamba and Zeman, 2023a)
has been taken as a given and we have not sub-
jected the annotations to any closer examination.
As suggested by the case study sample finding of
necesse-esse ’necessarily existent’ (as discussed in
the Section 5.2) the training datasets might include
seldom errors from automatic processing. Sec-
ondly, the data in the LASLA corpus14 has not
been examined for any potential divergences from
the UD framework. We don’t inspect the results
from the reserved test set we have set aside for
possible further experiments on the LASLA corpus
based model with our custom model. This would
need more resources and we leave this for the fu-
ture, since our focus only on one experiment of the
CIRCSE test set.
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A Appendix

CIRCSE test set results Tasks:
Model Name Tokens UPOS UFeats Lemmas UAS LAS
Stanza PROIEL 100.00 84.46 59.48 72.37 48.18 41.38
Trankit PROIEL 99.24 81.50 55.39 60.08 49.44 41.92
Custom Perseus - 76.29 47.79 - - -
Custom PROIEL - 79.72 55.29 - - -
Custom Five Merged - 81.30 57.11 - - -
Custom Classical - 80.84 56.53 - - -
LASLA - 91.17 70.52 - - -
Stanza Classical 100.00 84.37 56.79 73.36 49.64 43.03
Stanza Five Merged 99.98 82.56 51.23 78.00 47.00 40.14
Trankit Classical 99.71 83.08 57.09 62.87 50.57 43.06
Trankit Five Merged 99.82 83.21 57.76 68.15 51.29 44.54

Table 6: The results of the CIRCSE test set. For models trained on individual treebank data only the results for
PROIEL are given for all models, since both Stanza and Trankit Perseus models failed to run because of severe
sentence segmentation issues.

CIRCSE altered test set Tasks
Automatically added punctuation Tokens UPOS UFeats Lemmas UAS LAS
Stanza ITTB 99.98 81.64 56.32 73.32 50.49 41.53
Stanza LLCT 99.99 75.41 40.54 56.13 37.24 25.18
Stanza PROIEL 100.00 79.98 62.06 74.20 46.17 38.59
Stanza Perseus 99.93 83.96 57.26 70.16 46.75 38.43
Stanza Classical 100.00 85.81 59.54 75.46 54.20 46.93
Stanza Five Merged 100.00 83.94 54.33 79.58 53.89 46.60
Trankit Classical 99.78 85.21 59.75 65.44 56.61 48.43
Trankit Late and Christian 99.80 84.85 58.20 66.69 54.53 45.41
Trankit Late and Medieval 99.74 82.68 55.35 63.18 51.99 42.52
Trankit Five Merged 99.79 87.05 61.39 71.73 59.16 50.91

Table 7: The effects to the performance of the different models with the added punctuation to the CIRCSE gold
standard test set. The results are not comparable to the UD released test set and given in italics.
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Effects of merged treebanks in training Tasks:
Treebank and model Tokens UPOS UFeats Lemmas UAS LAS
ITTB
Custom tagger - 98.66 96.50 - - -
Improvement from Late and Christian - 0.06 0.11 - - -
LLCT
Trankit 99.99 99.66 97.36 96.50 96.15 95.37
Improvement from Late and Medieval 0.00 0.00 -0.18 0.19 0.31 0.14
Perseus
Stanza 99.94 89.44 80.17 80.97 69.75 61.93
Improvement from Classical 0.02 0.65 0.96 4.92 5.53 6.36
Trankit 99.46 88.90 77.98 63.99 74.08 66.97
Improvement from Classical 0.28 1.60 5.27 10.61 3.81 4.31
Custom tagger - 86.29 76.17 - - -
Improvement from Classical - 3.29 6.41 - - -
PROIEL
Custom tagger - 96.42 91.26 - - -
Improvement from Five Merged - 0.02 0.38 - - -
UDante
Trankit 99.50 91.17 80.71 73.89 75.92 68.65
Improvement from Five Merged 0.16 0.29 3.71 3.61 3.71 4.77
Custom tagger - 87.43 75.84 - - -
Improvement from Five Merged - 2.48 6.40 - - -
Average improvement 0.15 1.19 2.78 4.84 3.34 3.90

Table 8: The most important results of the merging of diverse training data.

Tasks: POS UFEATS UAS LAS
Treebank Our highest Change Our highest Change Our highest Change Our highest Change
ITTB 99.07 4.19 97.64 1.49 92.09 -0.19 90.71 2.42
LLCT 99.66 5.16 97.36 0.55 96.46 0.38 95.51 0.60
PERSEUS 92.72 8.41 85.73 7.87 77.89 8.92 71.28 11.85
PROIEL 97.78 7.78 93.98 1.26 84.09 -0.82 80.97 -0.28
UDante 91.73 5.93 85.25 5.95 79.63 12.84 80.97 16.10
Average change 6.29 3.42 4.23 6.14

Table 9: Summary of our best F1 scores. The ones produced by the voting system are given in a bold typeset. The
change as percentage points to the most recent POS tagging study by Stüssi and Ströbel (2024). For ITTB the
best score 99.07% is predicted by Trankit Five Merged (in experimenting with a GPT model on POS tagging the
best results reported by Stüssi and Ströbel (2024) is 94.88 produced on GPT-4 train1000). The same applies for
Perseus as well 91.83% (84.31 on GPT-4 train2000), PROIEL at 97.30% (90.00 on GPT-4 train5000) and UDante
91.46% (85.8 on GPT-4 train200). For LLCT the best score 99.66% (94.5 on GPT-4 train1000) is produced by
the Trankit individually trained model. For UAS and LAS the results are compared to best numbers reported by
Gamba and Zeman (2023a). They have accomplished this using jackknifing technique. In this the training data is
divided into n parts, where n-1 parts are used to train a model to annotate the remaining nth part. When rotating
this n times, we receive a version of the whole training data with predicted annotations, which can be used during
final model training. Therefore, the final model is trained using predicted annotations, in this case the dependency
parsing model is trained using predicted morphology and lemmas.
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Abstract

In this paper, we investigate the use of N-gram
models and Large Pre-trained Multilingual
models for Language Identification (LID)
across 11 South African languages. For N-
gram models, this study shows that effective
data size selection remains crucial for estab-
lishing effective frequency distributions of the
target languages, that efficiently model each
language, thus, improving language ranking.
For pre-trained multilingual models, we con-
duct extensive experiments covering a diverse
set of massively pre-trained multilingual (PLM)
models – mBERT, RemBERT, XLM-r, and
Afri-centric multilingual models – AfriBERTa,
Afro-XLMr, AfroLM, and Serengeti. We fur-
ther compare these models with available large-
scale Language Identification tools: Compact
Language Detector v3 (CLD V3), AfroLID,
GlotLID, and OpenLID to highlight the impor-
tance of focused-based LID. From these, we
show that Serengeti is a superior model across
models: N-grams to Transformers on average.
Moreover, we propose a lightweight BERT-
based LID model (za_BERT_lid) trained with
NHCLT + Vukzenzele corpus, which performs
on par with our best-performing Afri-centric
models.

1 Introduction

Automatic language identification (LID) is the task
of determining the underlying natural language
used in a written or spoken corpus (McNamee,
2005). This is a challenging problem, especially
for languages with insufficient training examples
and closely related languages, particularly low-
resourced languages (Haas and Derczynski, 2021).
For South African languages, building quality LID
technologies is significantly important for sourcing
internet data, which has served as a de-facto repos-
itory for many low-resourced languages, especially
from public domains such as news websites (Mari-
vate and Sefara, 2020; Adelani et al., 2021; Dione

et al., 2023; Adelani et al., 2023; Lastrucci et al.,
2023).

Statistical approaches for automatic LID such
as N-grams (Dube and Suleman, 2019), and more
classical machine learning models such as Logistic
Regression, Naive Bayes, Random Forest, Boost-
ing machines, Support Vector Machines, and Clus-
tering techniques (e.g K Nearest Neighbors) have
been proposed (Haas and Derczynski, 2021). More-
over, contemporary neural-based architectures such
as deep neural networks and convolutional neural
networks have also been tested. In all cases, not
enough work for the South African languages is
reported.

On the other hand, recent algorithmic advance-
ments such as transformer architectures have made
a significant impact on the Natural Language Pro-
cessing landscape (Devlin et al., 2018; Conneau
et al., 2019). With this sudden shift in perspective,
many works have proposed automatic LID using
large pre-trained multilingual models, derived from
attention mechanisms (Vaswani et al., 2017). Large
pre-trained multilingual models are transformer-
based architectures simultaneously trained on mul-
tiple languages (hence multi-lingual) using various
techniques such as token (s) masking training tech-
nique, where tokens from a given sentence example
are hidden and the objective of the training trans-
former is to predict the hidden word (s).

In this work, we make use of the recently re-
leased Vuk’zenzele crawled corpus (Lastrucci et al.,
2023) and the NCHLT dataset (Eiselen and Put-
tkammer, 2014) to develop and experiment on
automatic language identification models on 10
low-resourced South African languages: North-
ern Sesotho (nso), Setswana (tsn), Sesotho (sot),
isiZulu (zul), isiXhosa (xho), isiSwati (ssw), isiN-
debele (nbl), Tshivenda (ven), Xitsonga (tso), and
Afrikaans (af). Additionally, we included the high-
resource South African English (eng) to ensure
representation of all 11 official languages in South
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Africa. We conduct extensive experiments on N-
gram models, large pre-trained multilingual models
– XLM-r, mBERT, and Afri-centric multilingual
models – AfriBERTa, Afro-XLMr, AfroLM, and
Serengeti. We shed light on the limitations and
robustness of N-gram-based approaches and the
significant improvement boost of pre-trained mul-
tilingual models, especially, for those pre-exposed
to low-resourced South African languages during
pre-training.

2 Related Work

Large pre-trained multilingual models have shown
astonishing state-of-the-art results on various Natu-
ral Language Processing (NLP) tasks such as Ma-
chine Translation, Question Answering, and Senti-
ment Analyses (Stickland et al., 2021; Yang et al.,
2019; Adebara et al., 2023b). A precursor of these
tasks is the crawling of large volumes of inter-
net data and categorizing the data into different
languages (i.e. language identification) for pre-
training. For language identification, many works
have used pre-trained multilingual models to ex-
pand monolingual datasets using the internet.

Jauhiainen et al. (2021) conducted a comparative
study between adaptive Naive Bayes, HeLI2.0, mul-
tilingual BERT, and XLM-r models for Dravidian
language identification in a code-switched context
(i.e. a conventional modus operandi for commu-
nication on the internet). Caswell et al. (2020)
developed a transformer-based LID model aside
from basic filtering techniques such as tunable-
precision-based filtering using a created wordlist,
TF-IDF filtering, and a percent-threshold filtering
threshold proposed in their study to filter noisy
web-crawled content. Although they were able
to collect corpora for over 212 languages, their
set-up for their best-performing transformer model
was unclear. Similar to our work, Kumar et al.
(2023) conducted a comparative study on Distil-
BERT, ALBERT, and XLM-r and showed that a
lightweight version of DistilBERT delivers com-
parable results to resource-intense models. Ade-
bara et al. (2022), on the other hand, implemented
a massive transformer-based LID model with 12
attention layers and heads. They then trained this
model on 512 languages with close to 2 million sen-
tences across 14 language families (South African
languages included). Their model achieved over 95
% F1 score on a left-out test sets, outperforming
available LID tools: CLD version 2, Langid, Fast-

Corpora No. Sent Voc Unq. Voc Train Dev Test
Vuk 33K 690K 132K 3395 - 728
NCHLT + Vuk 74K 16M 258K 6790 - 1454

Table 1: Corpora statistics for Vuk and NCHLT

text, etc. Kargaran et al. (2023) created a language
identifier that covers a whopping 1600 low-high-
resourced African languages. Due to the unavail-
ability of resources utilized in previous studies,
our research concentrated exclusively on 11 South
African languages, with only 3 language families
- Sotho-Tswana, Nguni, and Creole. Furthermore,
we will only consider a comparison of diverse pre-
trained multilingual models (E.g mBERT, XLMr,
AfriBERTa, Afro-XLMr, Serengeti, e.t.c) and two
lightweight BERT-based models – DistilBERT, and
za−BERT−lid model.

3 Methodology

The methodology employed in this study uses
language-identifiable monolingual corpora from
reliable sources as training examples for language
identification and compares various pre-trained
multilingual models for the task of discriminating
between languages.

3.1 Corpora

Text corpora for the 11 South African languages
were acquired from two sources: Vuk’zenzele
(Vuk) (Lastrucci et al., 2023) and National Cen-
tre for Human Language Technology (NCHLT)
corpora (Eiselen and Puttkammer, 2014). Table
1, describes the number of sentences (No. Sent),
vocabulary (Voc) sizes, unique vocabulary sizes
(Unq. Voc), and the train size per language, devel-
opment set size, and test size per language splits
for corpora Vuk and NCHLT. We ensure consis-
tent train and test examples across all languages,
by ensuring that all train, and test examples for
each language are equal. Therefore, we only had
varying development sizes. Additionally, we only
considered sentences in the range of 3-50 tokens
and did not use the rest of the corpus. Figure 1, and
2, describe the sentence length distribution for Vuk,
and NCHLT corpora respectively.

3.2 Pre-processing

The dataset is observed to contain links, digits and
therefore our pre-processing included the removal
of URLs, digits, punctuations, and followed by
lower-casing all sentences using Python regular
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Figure 1: Sentence length distribution of Vuk corpora.
The x-axis denotes the number of tokens (words) in the
sentences.
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Figure 2: Sentence length distribution of NCHLT +
Vuk corpora. The x-axis denotes the number of tokens
(words) in the sentences.

expressions. Special characters such as š, found in
Northern Sotho were left intact.

3.3 Language detection algorithms

3.3.1 N-grams

An N-gram is a sequence of consecutive charac-
ters from text (Dube and Suleman, 2019). This
study explored character Bi-grams (2 consecutive
characters), Tri-grams (3 consecutive characters),
and Quad-grams (4 consecutive characters) mod-
els. We build each model for each language from
the training dataset (Vuk, NCHLT, and Vuk +
NCHLT). Furthermore, we experimented with vari-
ous data sizes to investigate the impact of the num-
ber of training examples on N-gram models and
this showed a performance ceiling, where an in-
crease in training examples does not significantly

impact the quality of the models (shown in Figure
3). Each model is made up of a list of tuples of
characters-frequency pair ordered in descending
order.
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Figure 3: Data size variation performance on Vuk test
data.

To discriminate between languages, the models
use a ranking function. The ranking function cal-
culates the distance of the frequency distributions
of the input examples from the existing N-gram
model’s frequency distributions (with k=50 as the
number of ordered N-grams to consider from the
trained N-grams). The frequency distribution is
calculated as the number of occurrences of each
observed N-gram divided by the total number of
N-grams from the corpus and taking the log of
that ratio. For a given input example (in North-
ern Sotho) "Ke ya go thopa sefoka" translation -
"I am going to win the trophy", the model first
extracts the character N-grams (e.g. 2 characters
if the observed model is Bi-gram) – Bi-gram Out-
put: [’ke’, ’ya’, ’a−’, ’go’, ’th’, ’ho’, ’op’, ’pa’,
’se’, ’ef’, ’fo’, ’ok’, ’e−’, ’−y’, ’−g’, ’o−’, ’−t’,
’−s’] sorted in reverse, and then the frequency dis-
tribution from the existing trained models (looking
only at 50 top N-grams per language) for all the
languages are compared with the new frequency
distribution of the input sentence and the one with
the closest similarity is considered the language
of the input example. Figure 4, 5, and 6 presents
heatmaps depicting the probability scores gener-
ated by the ranking function exclusively for all test
examples, correctly predicted sentences, and incor-
rectly predicted examples, during the test phase
respectively. The heatmaps reveal that the con-
centration of scores ranges between 0.04 and 0.06,
which could be further used to drive a model’s out-
come improving the confidence in predictions. This
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observation suggests that ranking functions play a
crucial role in N-gram-based models, warranting
further investigation.

N-grams experimental setup We experimented
with Bi (2), Tri (3), and Quad (4) consecutive char-
acter sequences to build our models. Additionally,
we combined all 3 and called it N-grams combined.

3.3.2 Naive Bayes Classifier
Naive Bayes have been the default standard for
various LID tasks such as code-switching detec-
tion, dialect discrimination, word-level language
detection, and e.t.c. (Dube and Suleman, 2019;
Jauhiainen et al., 2019). In this study, we experi-
mented with the multinomial Naive Bayes Classi-
fier (NBC) implementation from Python’s scikit-
learn. With NBC, we were able to extract discrim-
inating features per language, supporting model
prediction (Figure 8), and significantly improved
on N-gram models (see confusion matrix in Figure
9). This highlighted important feature correlation,
especially for related languages, which explains
why it is challenging to discriminate among closely
related languages. Moreover, this highlights the
importance of lexicon-driven approaches for lan-
guage filtering mentioned in Caswell et al. (2020)
as alternative measures to mitigate these ambigui-
ties.

Naive Bayes Classifier experimental setup We
experimented with a TF-IDF vectorizer to gener-
ate input features. For this, we used the charac-
ter bi-gram, tri-gram, quad-gram, and the 3 types
combined as consecutive subwords to generate TF-
IDF features. We also generated word level in-
put features using CountVectorizer. We used a
multinomial version of the Naive Bayes classi-
fier with mostly default parameters from scikit-
learn (except the alpha parameter where we tested
α = 0.0001, 1.0, where α = 1.0 performed bet-
ter). Finally, we trained Support Vector Machine
(SVM), K Nearest Neighbor (KNN), and Logistic
Regression with the same input features and their
scikit-learn default parameters to compare perfor-
mance outcomes with NBC.

3.3.3 Pre-trained Multilingual Models
This study explored a diverse set of massively
pre-trained multilingual models: mBERT, XLM-
r, RemBERT, and their Afri-centric counterparts:
AfriBERTa, Afro-XLMr, AfroLM, and Serengeti
due to their enhanced text processing capabilities
and their ability to handle low-resourced languages

with complex linguistic nuances (Devlin et al.,
2018; Conneau et al., 2019; Ogueji et al., 2021;
Alabi et al., 2022; Dossou et al., 2022; Adebara
et al., 2023a).

Large pre-trained multilingual models exper-
imental setup Following setups in (Adelani et al.,
2023; Dione et al., 2023), we used a batch size of
16, a learning rate of 2e−5, 20 epochs, save step of
10000, and sequences cut-off of 200 for all models.
We ran our experiments five times with different
seeds { 1,., 5} and reported the average results.

4 Results

4.1 Baselines

Table 2, shows results for baseline models Bi-gram,
Tri-gram, Quad-gram, N-gram combined (N-gram
Comb) – which uses bi-, tri-, and quad- -grams
combined, and Naive Bayes Classifier (NBC) with
the same character N-grams. Naive Bayes with
word-level features outperform the rest of the base-
line models. Interestingly, for NBC, increasing
the character spans improves the performance of
the classifier. Figure 10, 11, 12, 13, 14, and 15
depicts the impact of increasing the data size on
models NBC, Support Vector Machine (SVM), and
Logistic Regression (Log Reg) on various training
features – uni-grams, bi-grams, tri-grams, quad-
grams, N-grams combined, and word-level features
derived using TF-IDF respectively. NBC, SVM,
and Log Reg show improved performance with
the change in input features while the training size
shows gradual improvement in accuracy. KNN was
also tried, however, the model showed abysmal per-
formance across all features except for Bi-gram
input features and was therefore omitted from the
plots.

In the N-gram class, the Quad-gram ranking
outperforms the rest of the N-gram-based models.
Figure 17, depicts the impact of sentence length
on N-gram models performance. This shows that
the group of N-gram models struggles to classify
shorter sentences, while NBC performs slightly
better with them (Figure 18). This may be due to
shorter sentences not carrying enough signal in-
formation for N-grams to discriminate across all
languages as mentioned in Haas and Derczynski
(2021). Additionally, N-gram-based models depict
inconsistent performance across languages, where
improved performance is achieved for select lan-
guages and for a specific N-gram type (E.g Bigram
– eng, ven, af, e.t.c, Tri-gram – eng, tso, nso, e.t.c),
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Figure 6: Score heatmap for incor-
rectly predicted examples using N-
gram
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Figure 9: Accuracy of Naive Bayes Classifier.

while other languages underperform (e.g zul, isiN-
debele (nbl)) (see Figure 19). Furthermore, the
complexity of LID is exacerbated by closely related

Baseline Acc Prec Rec F1
Vuk
Bi-gram 72.7 73.5 72.6 72.3
Tri-gram 87.9 88.4 87.9 88.1
Quad-gram 88.4 88.9 88.4 88.5
N-gram (Comb) 87.8 88.3 87.8 88.0
NBC (word-level) 94.5 95.2 94.5 94.6
NBC (2) 90.2 90.7 90.2 90.4
NBC (3) 93.4 93.8 93.4 93.5
NBC (4) 94.4 94.8 94.4 94.5
NBC (Comb) 94.0 94.5 94.0 94.1
K NN (2) 85.0 85.0 85.0 85.0
Log Reg (4) 94.0 95.0 94.0 94.0
SVM (4 & 2-4) 94.0 95.0 94.0 94.0

Table 2: Baseline performance evaluation using Accu-
racy (Acc), F1 score (F1), Precision (Prec), and Recall
(Rec). K Nearest Neighbor (K NN), Logistic Regression
(LR), and Support Vector Machine (SVM) are reported
with best feature inputs bi-gram (2), quad-grams (4),
and combinations (2-4) respectively.

languages (see confusion matrix in Figs. 20–23).
While varying dataset size, and character N-gram
choices slightly improve performance on distin-
guishing among closely related languages (Figure
3), it does not add any significant improvement
on a per-language basis (see Figure 19), where
languages such as isuZulu (zul) are showing no
further improvement. For this, we explore large
pre-trained multilingual models for automatic LID
in the next subsection.

4.2 Pre-trained Multilingual Models

Table 3 reports the accuracy (Acc), precision (Prec),
recall (Rec), and F1 score (F1) of pre-trained mul-
tilingual models: mBERT, XLM-r, RemBERT;
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Figure 10: Unigram
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Figure 11: Bi-gram
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Figure 12: Tri-gram
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Figure 13: Quad-gram
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Figure 14: N-grams Comb
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Figure 15: Word-level
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Figure 17: Box diagram depicting sentence length of
correctly predicted and incorrectly predicted sentences.
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Figure 18: Incorrectly and correctly NBC classified
sentence lengths
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Figure 19: Accuracy score per language using N-grams
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Figure 20: Bi-gram Confusion matrix on Vuk test data
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Figure 21: Tri-gram Confusion matrix on Vuk test data
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Figure 22: Quad-gram Confusion matrix on Vuk test
data
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Figure 23: Accuracy of N-gram type (Bi-gram, Tri-
gram, Quad-gram) combined

Afri-centric pre-trained models: AfriBERTa, Afro-
XLMr, AfroLM, and Serengeti; publicly available

LID tools covering South African languages: Com-
pact Language Detector (CLD) version 3 (V3),
AfroLID (Adebara et al., 2022), GlotLID (Kar-
garan et al., 2023), and OpenLID (Burchell et al.,
2023); and our proposed lightweight BERT-based
architectures: za-BERT-lid, and DistilBERT.

Pre-trained-multilingual models show impres-
sive results for this task, with over 90% average
accuracy. Serengeti outperforms the rest of the
models with an average accuracy of 98 %, while
mBERT is the least-performing model with an aver-
age accuracy of 96 % (≈ 2 points difference). Most
importantly, the group of Afri-centric models out-
performs the largely pre-trained multilingual mod-
els with the best model (XLMr-large) in this cate-
gory performing slightly worse than the lowest per-
forming model (AfroLM) in the Afri-centric group.
Moreover, our proposed za-BERT-lid, and Distil-
BERT perform on par with the best-performing
model (≈ 2 points difference) despite them being
much smaller in size.

On the other hand, available LID tools show im-
pressive and incremental results. For these models,
GlotLID outperforms the rest of the sampled mod-
els in this study. This may be due to GlotLID being
trained on Vuk data, giving the model an unfair
advantage over others. Despite this, analyses of
the predictions show that the compared models are
not completely wrong, as they often struggle with
closely related languages such as Sotho-Tswana
language family {nso, sot, tsn}, and Nguni lan-
guages {xho, zul, ssw, and nbl}. Perhaps to remedy
this, the training of LID models should prioritize
precision as a metric of evaluation. Noticeably,
but not alarming, the LID tools also predict un-
related languages from their training list, which
perhaps highlights the need for a more focused
approach rather than including many languages at
once. However, we feel this claim needs further jus-
tification and we will consider this in future work.

4.3 Cross-domain evaluation

We also wanted to test our model on cross-domain
datasets to inspect their generalization capabilities.
We simulated this by training with Vuk data and
tested it on NCHLT, and vice versa. Table 4 reports
the performance of pre-trained models for exam-
ining the cross-domain evaluation theory. This ta-
ble shows that the performance of the multilingual
models trained with Vuk and tested with NCHLT
dropped by approximately (4%-5%) across all mod-
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Model Acc Prec Rec F1
PLM
mBERT 96.7 96.7 96.6 96.7
XLMr-base 97.1 97.1 97.1 97.1
XLMr-large 97.3 97.3 97.3 97.3
RemBERT 97.1 97.1 97.1 97.1
Afri-centric
AfriBERTa 97.6 97.6 97.6 97.6
Afro-XLMr-base 97.7 97.8 97.7 97.7
Afro-XLMr-large 98.0 98.0 98.0 98.0
AfroLM 97.4 97.5 97.4 97.4
Serengeti 98.3 98.3 98.3 98.3
LID Tools
CLD V3 40.2 33.6 40.2 35.7
AfroLID 66.1 72.1 66.1 64.2
OpenLID 80.8 71.7 80.8 75.0
GlotLID 97.5 98.3 97.5 97.9
Lightweight
za-BERT-lid 96.8 96.8 96.8 96.8
DistilBERT 96.2 96.2 96.2 96.2

Table 3: Performance evaluation scores of pre-
trained multilingual models, available LID tools, and
lightweight BERT-based models averaged over 5 runs
per metric.

els. In contrast, training with NCHLT and testing
with Vuk showed performance improvements. This
could be due to NCHLT having more training exam-
ples, and a large vocabulary (see Table 1) allowing
the model to learn more nuanced representations.
Notably, larger models show better performance
over smaller models for this task.

5 Discussions

Ensuring the development of robust LID detection
systems remains a critical research area with impli-
cations on many NLP tasks. Importantly, the avail-
ability of reliable LID systems ensures accurate
reporting on the state of low-resourced languages
(Kreutzer et al., 2022).

On the side of model performance, baseline tech-
niques such as Naive Bayes, Support vector Ma-
chines, and Logistic Regression seem to be per-
forming quite well on the task of sentence-level lan-
guage identification. We recommend these models
for further research for high-level LID, compared
to large pre-trained multi-lingual models which
require specialized computing resources such as
GPUs, to accelerate training. However, we deem
such trade-offs to require more research, especially

Model Vuk Test NCHLT Test
Vuk Trained
mBERT - 91.0
XLMr-base - 91.4
XLMr-large - 92.2
RemBERT - 92.3
AfriBERTa - 92.1
Afro-XLMr-base - 93.6
Afro-XLMr-large - 94.1
AfroLM - 91.8
Serengeti - 94.9
za-BERT-lid - 91.3
DistilBERT - 90.9
NCHLT Trained
XLMr-base 95.6 93.2
Afro-XLMr-base 96.3 93.6
Serengeti 97.7 94.8

Table 4: Cross-domain evaluation of models trained
with Vuk and tested with NCHLT and vice-versa. Re-
ported in F1 score averaged over five runs

in complex LID subtasks such as code-switching,
or similar language discrimination.

We also, highlight the importance of evaluation
metric selection as we have observed that most of
the LID tools explored in this study are not com-
pletely wrong, but rather have challenges discrimi-
nating among closely related languages. Therefore,
we recommend precision as an evaluation metric
for LID to be further investigated.

6 Conclusion

Language Identification remains a critical study
area for the widespread inclusion of many low-
resourced languages into the booming technology
space. In this study, we experimented with sta-
tistical approaches, traditional machine learning
techniques, the recent advanced pre-trained multi-
lingual models, as well as LID tools publicly avail-
able (covering a wide range of African languages)
on the task of LID for 11 South African language
discrimination. We were able to shed light on the
approaches showing promising results in the South
African language context and made suggestions
for future directions. Concretely, we showed that
the Naive Bayes algorithm performs surprisingly
well for LID and warrants further exploration and
exploitation, especially given its cheap-compute
advantage. Finally, we compared publicly avail-
able pre-trained models and showed that context-
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exposed models have an edge over other context-
oblivious multilingual models, where context refers
to the language. We released our models on Hug-
gingFace and code with datasets on GitHub.

7 Limitations

In this study, we did not explore any use of word
embeddings for language identification. Word em-
beddings played in crucial role in the development
of language technologies, and it would have been
interesting to experiment with them. However,
such resources are not readily available for many
low-resourced languages.

Aside from experimenting and getting results for
other traditional models such as Logistic regres-
sion, K Nearest Neighbor, and Support Vector Ma-
chines, it would have been interesting to develop
and experiment with deep neural networks such as
multi-layered perceptions, and convolutional neu-
ral networks. As universal approximators, these
models tend to produce desirable results, with the
caveat of requiring time for hyper-parameter tun-
ing.

This study did not extensively explore the impact
k (used 50 for this study), which is the count of the
N-grams list used to calculate the ranking. How-
ever, we aim to explore this extensively in future
works.

It is known that LID techniques tend to overfit
to domain data, and therefore it would have been
interesting to create free-text data created by hu-
mans and test the generalization capabilities of the
developed models on human-generated text.

Recent studies have focused on resource-
conscience alternatives for either compute effi-
ciency, parameter reduction, etc. It would have
been interesting if this work would have explored
the recently active approaches focusing on smaller
models utilizing parameter transfer, and adapta-
tions (Kumar et al., 2023). However, these tech-
niques require intense hyper-parameter selection
and tuning, and slightly longer training times,
which was not in the scope of this study.

Finally, we aim to incorporate BANTUBERT 1,
and zaBANTUBERT 2 models trained with mono-
lingual South African corpora in our future work.

1https://huggingface.co/dsfsi/BantuBERTa
2https://huggingface.co/dsfsi/zabantu-xlm-roberta
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Abstract

This paper provides a framework and tool set
for computing and visualising dynamic, time-
specific semantic neighbourhoods of English
noun-noun compounds and their constituents
over time. Our framework not only identifies
salient vector-space dimensions and neighbours
in notoriously sparse data: we specifically bring
together changes in meaning aspects and de-
grees of (non-)compositionality.

1 Introduction

Noun compounds (NCs) such as fairy tale and gold
mine represent a type of multiword expressions
(MWEs) whose meanings are semantically idiosyn-
cratic to some degree, i.e., their meanings are not
necessarily fully predictable from the meanings of
their parts (Partee, 1984; Sag et al., 2002; Baldwin
and Kim, 2010). While the restricted composition-
ality of NCs has been explored extensively and
across research disciplines from synchronic per-
spectives (Mitchell and Lapata, 2010; Reddy et al.,
2011; Schulte im Walde et al., 2013, 2016; Baroni
et al., 2014; Cordeiro et al., 2019; Garcia et al.,
2021; Miletić and Schulte im Walde, 2023, i.a.),
the field is still lacking an adequate amount of em-
pirical large-scale approaches towards diachronic
models, in order to explore the emergence and
changes of compound meanings over time. Up
to date, Dhar et al. (2019) and Dhar and van der
Plas (2019) exploited the Google n-gram corpus
and information-theoretic as well as cosine dis-
tance measures to predict the compositionality of
the compounds in Reddy et al. (2011), and to de-
tect novel compounds, respectively. Maurer et al.
(2023) investigated whether diachronic develop-
ments of the frequencies and productivities of the
compounds and their constituents in Cordeiro et al.
(2019) are salient indicators of the NCs’ present-
day degrees of compositionality, and Mahdizadeh
Sani et al. (2024) applied standard cosine-based

measures of (dis)similarity to the same compounds
and constituents over time.

The current study contributes to the so far lim-
ited computational models and insights on the di-
achronic development of NC compositionality. We
provide a framework and a tool set for comput-
ing and visualising semantic neighbourhoods of
English NCs over time. By focusing on seman-
tic neighbours we explicitly target changes in the
salient meaning aspects of NCs; more specifically,
we bring together semantic neighbourhoods of
NCs and their constituents, thus aligning changes
in meaning aspects and degrees of compound-
constituent (non-)compositionality. A major side-
challenge is concerned with identifying an appro-
priate set of vector-space dimensions, both regard-
ing the semantic interpretations of the dimensions
and regarding the notorious sparse-data problem
in historical corpus data that strongly affects com-
pound representations. The contributions of this
paper are the following.

• Semantic Space: A carefully crafted seman-
tic vector space to represent those 195 noun-
noun compounds and their constituents from
Cordeiro et al. (2019) that occurred in all time
slices of the cleaned corpus of historical Amer-
ican English CCOHA (Davies, 2012; Alatrash
et al., 2020).

• Semantic Neighbours: Semantic neighbour-
hoods for compounds and their constituents,
both (i) time-specific and dynamic as well as
(ii) static present-day representations.

• Temporal Compound-Constituent Visual-
isation Tool: An adaptation of a determin-
istic approach to multi-dimensional scaling
and two-dimensional plotting (Hilpert, 2016;
Tsigkouli, 2021) to the vector-space represen-
tations of compounds, constituents and seman-
tic neighbourhoods.
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The semantic spaces and neighbours of our En-
glish compounds and constituents, as well as
the visualisation tool which is applicable to also
further compound and constituent targets in En-
glish and additional languages, are publicly avail-
able from https://www.ims.uni-stuttgart.
de/data/dia-neighbour-nn.

2 Data

2.1 Corpus: CCOHA

As our diachronic text corpus resource, we used the
clean version of the Corpus of Historical American
English, referred to as CCOHA (Davies, 2012; Ala-
trash et al., 2020), in order to ensure that the dataset
is free from inconsistent lemmas, malformed to-
kens and other anomalies that could potentially af-
fect the analyses. We then reduced the fine-grained
part-of-speech tags in CCOHA to a coarser-grain
set of tags, for example, collapsing all variants
of nouns like singular common noun (NN1), plu-
ral common noun (NN2), singular locative noun
(NNL1), etc. under a single broad noun tag NN to
generalise the tokens’ part-of-speech (POS) tags.
A full list of the mapping of the POS tags can be
found in Appendix A. To analyse changes over
time, the data was segmented into specific time-
slices. The selected timeslices are: 1810–1829,
1830–1859, 1860–1889, 1890–1919, 1920–1949,
1950–1979, and 1980–2009, with each range being
inclusive.

2.2 Noun Compound (NC) Targets

Our goal is to investigate the semantic evolution of
noun compounds across different historical periods,
focusing specifically on the noun-noun compounds
identified by Cordeiro et al. (2019). Out of the 210
noun-noun1 compounds mentioned in their work,
195 are present in our corpus. We consider both
space-separated and dash-separated compounds,
treating equivalents like credit card and credit-card
as identical entities for our analytical purposes. In
order to exclude compounds with more than two
constituents, we imposed a restriction on the POS
tag patterns; namely, the tokens immediately pre-
ceding and succeeding a noun-noun target com-
pound must not be tagged as nouns (NN) for the
sequence to qualify as a two-part noun-noun com-
pound.

1We disregarded noun compounds with other than nominal
modifiers (such as adjective-noun compounds).

3 Semantic Space and Neighbours

3.1 Semantic Vector-Space Creation

As the backbone of our semantic space for plotting
compounds as well as their constituents and se-
mantic neighbours over time, we identified a set of
semantic space points (SSPs). These SSPs were de-
fined as nouns appearing with a frequency >500 in
the entirety of the CCOHA, i.e., not just within in-
dividual timeslices. The threshold was set to ensure
a substantial enough occurrence for meaningful se-
mantic analysis. Then the top 50 most frequent
nouns were excluded from the SSPs to eliminate
potential semantic hubs (Radovanović et al., 2010;
Dinu et al., 2015) that could dominate the analysis
due to their high rate of occurrence, given that they
typically represent semantically generic terms. Our
criteria resulted in identifying 9,345 unique nouns
that served as SSPs for further analysis.

For all noun compounds, their constituents
and all SSPs, we computed timeslice-specific co-
occurrences (TSCs) within a ±10-word window.
These TSCs were further refined by limiting the
context words to those tagged with the reduced
POS content tags: nouns (NN), verbs (VV), ad-
verbs (RR), and adjectives (JJ). The TSCs were
then transformed into vectorised formats to enable
further processing. This conversion entails map-
ping the co-occurrence data into numerical vectors,
with each dimension corresponding to a specific
context word. The magnitude in each dimension
was determined by the frequency of each context
word’s co-occurrence with the noun compounds,
constituents or SSPs within the defined timeslice.

We chose to use simple frequency counts for
co-occurrences rather than alternative association
measures (Evert, 2005) due to the complexities
and potential mathematical incorrectness involved.
Specifically, measures such as variants of mutual
information would require division by the total
number of all co-occurrences of the targets we are
dealing with. In our case, this would mean coa-
lescing the noun compounds, their constituents and
the SSPs together. However, doing so would lead
to double counting, because constituents may also
function as SSPs. Moreover, there is considerable
overlap between the co-occurrences of compounds
and those of their constituents or SSPs. For in-
stance, the co-occurrences for the compound wed-
ding day are essentially the identical subset of its
constituents, which are also SSPs, thereby leading
to redundancy in our counts.
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Target Timeslice 5 Nearest Neighbours

credit card
1830–1850 —
1920–1940 rationing, gallon, shuttle, questionnaire, invitation
1980–2000 reservation, card, cash, credit, check

credit
1830–1850 exchange, money, bank, account, circulation
1920–1940 loan, bank, account, banker, reserve
1980–2000 card, visa, account, cash, greeting

card
1830–1850 game, paper, trick, minute, stranger
1920–1940 paper, game, ball, box, trick
1980–2000 check, credit, paper, line, trick

Table 1: The five nearest neighbours of the compound credit card and its constituents, across timeslices.

3.2 Semantic Neighbourhoods

Using cosine (dis)similarity, we compared the TSC
vector representations of the noun compounds to
those of the SSPs within the same timeslice, in
order to quantify their semantic proximity. For
each time-specific compound, the five most similar
neighbours from the pool of SSPs were identified
based on the cosine scores. For example, we can
see in Table 1 that the compound credit card did not
appear in the corpora in earlier timeslices, suggest-
ing that there was no established sense for the com-
pound at that time. Subsequently, the neighbours
of credit card include written documents, reflecting
the term’s initial use to denote means of payment
such as traveller’s cheques.2 The neighbours in
more recent periods transition to the modern sense
associated with cash.

Following Hamilton et al. (2016), we used as a
static semantic space the TSC vectors of the last
timeslice of these neighbours, and did the same
for those of the compounds’ constituents. This
approach allows us to capture the evolving relation-
ships between words over time while maintaining
temporally fixed reference points for comparison.

4 Temporal Compound Visualisation

We implemented two methods to visualise time-
specific compounds in semantic space.

4.1 Own-Vector Approach

In the own-vector method, we created a single ma-
trix for each compound using its TSC vectors at ev-
ery timeslice and the TSC vectors of its constituents
and neighbours only from the last "static" timeslice.
We then applied metric multidimensional scaling

2https://www.etymonline.com/word/credit-card

(MDS) to this matrix, which we prefered over non-
deterministic approaches such as t-SNE due to its
determinism, and derived two-dimensional vector
representations for plotting, as previously done by
Hilpert (2016) and Tsigkouli (2021). Although
the own-vector approach seems to be the most
intuitive, we found it to produce objectively sub-
optimal plots, where the compounds tend to cluster
together and away from the SSPs regardless of the
timeslice.

4.2 Projected-Compound Approach

In this refined method, a single matrix is created
using the latest (static) timeslice TSC vectors of all
compound neighbours and constituents, but exclud-
ing the compound’s own TSC vectors. As in the
own-vector approach, we derived the coordinates of
the neighbours and constituents by applying MDS
to this matrix. For the compound, however, rather
than using the compound’s own TSC vectors to de-
termine the time-specific coordinates, these vectors
were computed as the weighted averages of the re-
spective five time-specific nearest neighbours’ coor-
dinates, with the weights being their cosine scores.
The intuition behind this approach was that in the
own-vector approach the SSPs’ TSC vectors and
the compounds’ TSC vectors consistently clustered
away from each other and could not efficiently be
visualised together, which we attribute to the severe
sparsity in the compound vector representations.
In contrast, our refined approach projects a com-
pound’s semantic change over time by reflecting
its relative positions to its neighbours’ semantic
fields, thus improving over the sparsity issue. Con-
sequently, the method produces plots that more
distinctly illustrate the temporal semantic shifts of
noun compounds. For example, the trend regarding
credit card and its neighbours that we described
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above based on Table 1 is rather clear in the plot
in Figure 1. Likewise, in Figure 2 we observe
gold mine starting from its literal compositional
sense in the earlier timeslices (i.e., the actual mine),
where it’s surrounded by its constituents, and in
later times moving towards SSPs such as money
and business. This shift highlights the development
of an additional metaphorical sense of gold mine in
the later timeslices, as a symbol of value.

5 Conclusion

This study used a corpus-based computational ap-
proach to examine the semantic evolution of noun
compounds in historical American English, thus
contributing to the field of diachronic computa-
tional linguistics by providing a methodologically
robust tool set for analyzing temporal changes in
compound semantics. Future research could ex-
pand upon this foundation by exploring other types
of multiword expressions.

Limitations

We presented experiments on visualising the tempo-
ral evolution of noun compound meanings as cap-
tured by high-dimensional semantic vectors. The
obtained results strongly depend on the choice of
vector space representations and dimensionality re-
duction methods. We opted for interpretable and
deterministic approaches given our linguistic mo-
tivation, and with this constraint we explored dif-
ferent implementation variants and presented the
most robust systems. Some other combination of
experimental settings – including non-deterministic
methods – may improve on our results.

More generally, our vector space representations
are directly dependent on the properties of the un-
derlying corpus, which is additionally affected by
sparsity issues (like most diachronic datasets). A
different set of texts may capture different aspects
of the target words’ semantics; a larger corpus may
yield more robust vector representations. More-
over, our experiments are limited to the American
English data at our disposal. Due to typological dif-
ferences in the linguistic realisation of multiword
expressions such as noun compounds, our method
may not produce equivalent results for other lan-
guages or language varieties.

Ethical Considerations

We do not believe that this paper raises ethical
issues. We conducted a linguistic analysis of empir-

ically attested data using well-established methods
to computationally represent word meaning. Note
though that our bottom-up approach automatically
induces the semantic neighbours for a specified
target word. We therefore cannot exclude the possi-
bility of inadvertently outputting offensive content
or depicting societal biases captured by our cor-
pus, which covers American English usage over
the course of two centuries. However, we did not
encounter these issues in closely inspected results;
we also note that they are inherent in any large-
scale corpus analysis.
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A Part-of-Speech Tag Reduction

Table 2 presents the mapping of the original part-of-speech tags into a reduced, coarser set of tags.

Tag Description Original Tag Reduced Tag
singular noun of direction (e.g. north, southeast) ND1 NN
common noun, neutral for number (e.g. sheep, cod, headquarters) NN NN
singular common noun (e.g. book, girl) NN1 NN
plural common noun (e.g. books, girls) NN2 NN
following noun of title (e.g. M.A.) NNA NN
preceding noun of title (e.g. Mr., Prof.) NNB NN
singular locative noun (e.g. Island, Street) NNL1 NN
plural locative noun (e.g. Islands, Streets) NNL2 NN
numeral noun, neutral for number (e.g. dozen, hundred) NNO NN
numeral noun, plural (e.g. hundreds, thousands) NNO2 NN
temporal noun, singular (e.g. day, week, year) NNT1 NN
temporal noun, plural (e.g. days, weeks, years) NNT2 NN
unit of measurement, neutral for number (e.g. in, cc) NNU NN
singular unit of measurement (e.g. inch, centimetre) NNU1 NN
plural unit of measurement (e.g. ins., feet) NNU2 NN
singular weekday noun (e.g. Sunday) NPD1 NN
plural weekday noun (e.g. Sundays) NPD2 NN
singular month noun (e.g. October) NPM1 NN
plural month noun (e.g. Octobers) NPM2 NN
base form of lexical verb (e.g. give, work) VV0 VV
past tense of lexical verb (e.g. gave, worked) VVD VV
-ing participle of lexical verb (e.g. giving, working) VVG VV
-ing participle catenative (going in be going to) VVGK VV
infinitive (e.g. work in It will work) VVI VV
past participle of lexical verb (e.g. given, worked) VVN VV
past participle catenative (e.g. bound in be bound to) VVNK VV
-s form of lexical verb (e.g. gives, works) VVZ VV
general adjective (e.g. old, good, strong) JJ JJ
general comparative adjective (e.g. older, better, stronger) JJR JJ
general superlative adjective (e.g. oldest, best, strongest) JJT JJ
catenative adjective (able in be able to) JK JJ
adverb, after nominal head (e.g. else, galore) RA RR
adverb introducing appositional constructions (e.g. namely) REX RR
degree adverb (e.g. very, so, too) RG RR
wh- degree adverb (how) RGQ RR
wh-ever degree adverb (however) RGQV RR
comparative degree adverb (more, less) RGR RR
superlative degree adverb (most, least) RGT RR
locative adverb (e.g. alongside, forward) RL RR
prep. adverb, particle (e.g about, in) RP RR
prep. adv., catenative (about in be about to) RPK RR
general adverb (e.g. always, typically) RR RR
wh- general adverb (where, when, why, how) RRQ RR
wh-ever general adverb (wherever, whenever) RRQV RR
comparative general adverb (e.g. better, longer) RRR RR
superlative general adverb (e.g. best, longest) RRT RR
quasi-nominal adverb of time (e.g. now, tomorrow) RT RR

Table 2: Part-of-speech tag reduction mapping.
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Abstract

Literary scholars of Latin and Ancient Greek
increasingly use natural language processing
for their work, but many models and datasets
are hard to use due to a lack of sustainable re-
search data management. This paper introduces
the Systematic Evaluation Framework for nat-
ural language processing models and datasets
in Latin and Ancient Greek (SEFLAG), which
consistently assesses language resources using
common criteria, such as specific evaluation
metrics, metadata and risk analysis. The frame-
work, a work in progress in its initial phase,
currently covers lemmatization and named en-
tity recognition for both languages, with plans
for adding dependency parsing and other tasks.
For increased transparency and sustainability, a
thorough documentation is included as well as
an integration into the HuggingFace ecosystem.
The combination of these efforts is designed to
support researchers in their search for suitable
models.

1 Introduction

Recent years have seen a surge of publications
employing natural language processing (NLP) for
the analysis of ancient texts (Papantoniou and Tz-
itzikas, 2020; Ehrmann et al., 2021; Sommerschield
et al., 2023). However, as with other historical lan-
guages (see Zhou et al. (2023) for Classical Chi-
nese), the communities around Latin and Ancient
Greek rarely provide standardized and centralized
resources specifically for the training and evalua-
tion of NLP models. The corresponding treebanks
in Universal Dependencies are one notable excep-
tion. Lemmatization, on the other hand, is noto-
rious for the many different approaches to, e.g.,
character encoding (Tauber, 2019), handling of di-
acritics (Kostkan et al., 2023), homographs (Mam-
brini and Passarotti, 2019), and other challenges.
Besides, existing NLP models are scattered across
many different technical platforms such as spaCy
(Burns, 2023), Flair NLP (Yousef et al., 2023) or

Google Cloud (Bamman and Burns, 2020). As a
consequence, every member of the Classics com-
munity has to collect and evaluate the same re-
sources again. This leads us to the central question
of how we can support literary scholars of Latin
and Ancient Greek in choosing the right NLP mod-
els for their research agenda.

To address this challenge, we present SEFLAG1,
the Systematic Evaluation Framework for NLP
models and datasets in Latin and Ancient Greek.
Our work is still in progress, so we share only
a small proof of concept with lemmatization and
named entity recognition (NER). Next up, depen-
dency parsing will follow. Our contributions are as
follows:

• We collect and document existing datasets and
NLP models, using recently established stan-
dards such as datasheets (Gebru et al., 2021)
and model cards (Mitchell et al., 2019).

• We create benchmarks from suitable datasets,
use consistent metrics for comparing models’
performance on them and publish results in
the Hugging Face2 (HF) ecosystem.

• We document and publish conceptual map-
pings for connecting specific NLP models and
datasets that were originally built using differ-
ent annotation guidelines.

2 Related Work

Building highly specialized frameworks like SE-
FLAG can suffer from various problems. For ex-
ample, transferring modern developments (large
language models, analytical categories) to ancient
contexts is non-trivial (McGillivray, 2013; Singh
et al., 2021; Ehrmann et al., 2021; Riemenschneider
and Frank, 2023; Yousef et al., 2023). In partic-
ular, the loose distinction between different seg-

1https://github.com/daidalos-project/seflag
2https://huggingface.co/
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ments of a text in Vedic Sanskrit (Biagetti et al.,
2021) and other historical languages necessitates
elaborate interpretative efforts to introduce modern
syntactic concepts like punctuation or main and
subordinate clause. This relatively relaxed notion
of syntax correlates with the rather pronounced lin-
guistic variation of Latin and Ancient Greek due to
their diachronic, diatopic and diastratic differences
(Kostkan et al., 2023).

Similar issues arise in the treatment of historical
newspapers (Ehrmann et al., 2020) and early mod-
ern scientific texts (Odebrecht et al., 2017), which
indicates a general trend of higher linguistic vari-
ation and lesser availability of language resources
for historical languages (Etxeberria et al., 2016).
For ancient texts, there is the additional burden of
manifold textual transmission (including indirect
transmission through citations), which prevents us
from establishing texts in their original form with
certainty (Sommerschield et al., 2023).

Besides, existing NLP implementations for tex-
tual annotation often do not fully adhere to the
FAIR (Wilkinson et al., 2016) guiding principles of
research data management. Earlier evaluations of
available resources, on the other hand, were often
performed indirectly, e.g., by carrying out surveys
in the user community (Monachini et al., 2018)
rather than directly testing the resources. Finally,
large-scale data processing necessitates automa-
tion due to its efficiency, but automation can lead
to a loss of data quality in highly heterogeneous
datasets (Passarotti and Mambrini, 2022) and is
often not sufficient for unifying multiple conceptu-
ally different resources, e.g., for valency patterns
in ancient languages (Luraghi et al., 2024).

Fortunately, there has also been some progress
in NLP for Latin and Ancient Greek. Most re-
searchers involved in NLP evaluation choose one of
the two languages and a single NLP task, like word
embeddings (Stopponi et al., 2023) or topic mod-
eling (Martinelli et al., 2024). A few of them even
work on both languages, usually for single tasks
that can be addressed through inherently cross-
lingual methods (Perrone et al., 2021). Some en-
gineering work has been done by the CLTK team
(Johnson et al., 2021), offering a solid basis for
data processing in historical languages but still suf-
fering from a lack of evaluation and benchmarking.
Nevertheless, all of these approaches are an im-
portant foundation for our mission of collecting
and disseminating such resources in a centralized

manner.
A more coordinated and comprehensive initia-

tive was the LiLa project3, which managed to suc-
cessfully collect, harmonize and disseminate mul-
tiple existing language resources for Latin (Mam-
brini et al., 2020). In particular, they launched the
EvaLatin evaluation campaign (Sprugnoli et al.,
2020). Unfortunately, their project has officially
ended and their platform (which is still running)
does not cover Ancient Greek at all. Even for Latin,
it addresses many NLP tasks, but not all: NER,
topic modeling and some others are missing.

Other platforms have partly solved the problem
of long-term availability and funding, such as the
Perseus Digital Library. Like LiLa, they use Linked
Data (Almas et al., 2014) to make their content
findable and interoperable, but do not support eval-
uation reports. Generic language platforms like
HF offer such reporting, but cater to a different
audience (namely computer scientists and compu-
tational linguists), thus neglecting our target group
of literary scholars.

3 Methodology

Our intermediate goal is to find existing NLP mod-
els and apply them to existing datasets (both hav-
ing been created by others). Then, we perform
one measurement for each of the two languages:
Predictions of the NLP model are assessed using
the ground truth annotations from the dataset and
consistent metrics. For enhanced transparency and
reusability, we document conceptual mappings, as
most datasets and NLP models were created using
rather different annotation schemas.4

For example, names of fictional characters in
ancient literature may count as PERSON names
in one NER dataset, but not in others (see section
4). This results in many datasets and NLP models
that belong to the same task (namely, NER), but
are not easily interoperable. Conceptual bridging
(e.g., through mappings) is needed to close this gap
and enable combinations of those resources. Even

3https://lila-erc.eu
4The problem is well-known especially in the treebanking

community, where the de-facto standard of Universal Depen-
dencies has been the most prominent effort to harmonize var-
ious other existing traditions such as the Index Thomisticus
Treebank (Cecchini et al., 2018) or the Latin Dependency Tree-
bank (Bamman and Crane, 2011). Such issues are particularly
pressing for low-resource languages like Latin and Ancient
Greek, where data sparsity hampers the development and ap-
plication of various NLP technologies (McGillivray, 2013). In
these languages, pushing the boundaries of existing resources
by making them interoperable is especially important.
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language resources that do not share the same anno-
tation schema may still profit from the unification
of certain annotation labels (such as PERSON and
PRS, see section 4), depending on their conceptual
overlap.

For enhanced sustainability, in applicable cases
like lemmatization, we merge multiple datasets
(i.e., various treebanks from Universal Dependen-
cies) into a larger benchmark and publish it as a HF
Dataset5 for the corresponding task. In doing so,
we adopt the approach of Sprugnoli et al. (2020) by
integrating diverse language material with regard
to time and genre.

Additionally, we use datasheets and model cards
(see Appendix A and B) to describe language re-
sources systematically. Ideally, such datasheets
and model cards should be provided by the creators
themselves. However, the adoption of those stan-
dards is still insufficient in the Classics community.
As the next best option, we create such materials
ourselves and try to infer their content from pub-
licly available information about the resources (in
scientific publications, source code repositories,
etc.). They will be uploaded to the HF Space6 of an
NLP infrastructure (see section 4) and integrated
into their website. This infrastructure allows our
users to directly apply the evaluated NLP models to
their own datasets and learn more about the various
tasks through open educational resources.

Model cards are provided separately for each
NLP model in our evaluation. They include gen-
eral metadata like license, version or architecture,
but also more complex considerations like ethical
implications, ecological factors and possible risks
of certain use cases. Apart from literary scholars of
Latin and Ancient Greek, we also take neighboring
disciplines into account, such as historians, theolo-
gians or archeologists dealing with ancient textual
materials. From our point of view, their shared
characteristics are limited technical background
knowledge (Caraher, 2020) and a high interest in
practical applications as well as methodological
innovation, though all of these aspects are some-
what disputed in the scientific literature (Buchanan,
2015; Mahony, 2016; Damer, 2023).

5https://huggingface.co/datasets/daidalos-
project/latin_treebanks_ud_test

6https://huggingface.co/daidalos-project

4 Implementation

For long-term sustainability, we aim to integrate
our work into the Daidalos research infrastructure7

with institutionalized governance as provided by
the datacenter8 of Humboldt University Berlin9,
which offers a dedicated cloud computing service
(as recommended by Almas (2017)). Funding for
such an infrastructure has already been secured for
an initial period of 3 years, which can be extended
to about 10 years depending on periodic evalua-
tion. As a consequence of our integration into that
infrastructure, we also build on their community
work: Their already existing biannual workshops,
national research partnerships with classical schol-
ars and open educational resources on Historical
Language Processing10 are the backbone of our
strategy to interact with our target audience and
disseminate the evaluation results as widely as pos-
sible.

We provide explicit mappings for two cases11:
NLP models that are evaluated internally (on the
test split of their original training data), and exter-
nally (i.e., a completely new dataset). The inter-
nal case is covered by the flair_grc_multi_ner tag-
ger being tested on the data12 that was curated by
Yousef et al., i.e., a mixture of Herodotus, Homer
and Athenaeus of Naucratis. Under those circum-
stances, no mapping is needed at all because the
model was conceptualized directly with that dataset
in mind.

Mapping the external case is more challenging:
We took the LatinCy model and applied it to the
Herodotos Project13 dataset. Each of the two re-
sources uses 4 different entity tags that roughly
correspond to the original ones introduced in Grish-
man and Sundheim (1996). The PERSON and PRS
classes are arguably most compatible. However,
the annotation guidelines for neither of the two

7https://daidalos-projekt.de
8https://www.cms.hu-berlin.de/en/
9https://www.hu-berlin.de/en

10https://daidalos-projekt.de/dokumentation
11See https://github.com/daidalos-project/

seflag/blob/main/mappings.yaml. To the best of our
knowledge, there is no existing best practice for documenting
linguistic annotation mappings. In particular, different
conversion software like Pepper (Zipser and Romary, 2010)
or Grew (Guillaume, 2021) uses different data formats for
serializing the respective conversion instructions.

12https://github.com/daidalos-project/seflag/
blob/main/documentation/datasheets/yousef_et_al_
dataset.md

13https://github.com/Herodotos-Project/
Herodotos-Project-Latin-NER-Tagger-Annotation
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language resources have been published anywhere.
Thus, we cannot say for sure if their rules for as-
signing labels to named persons match each other,
even considering the vague statement in Burns
(2023) that the label applies to "people, includ-
ing fictional". As a last resort, since the Herodotos
dataset was included as training data for the Lat-
inCy model, we may conclude that all 3 entity
classes roughly correspond to each other, which
allows us to apply mappings and pair the two for
evaluation.

5 Results

We report the evaluation results in Table 1. We
choose macro F1 and accuracy because they are ap-
plicable to many use cases and are widely adopted
in the scientific community14. Moreover, macro
F1 can be indicative of certain characteristics of
language resources (Bone et al., 2015) such as the
balance of the data distribution. We believe that it is
part of our mission to inform potential users about
weaknesses in a dataset, such as the strong class
imbalance in both NER datasets (see Appendix B):
Since most words in a text are non-entities, it is
easy to achieve high accuracy by always guessing
‘non-entity’ as a baseline. This also explains the
comparatively low scores in our NER evaluation,
where non-entities are treated as rather unimportant.
Furthermore, we will publicly upload our results
to the HF Hub, so many others can benefit from
the insights and do not have to run the evaluations
themselves. This saves time and resources for the
research community, while also providing easier
access to necessary information about language
resources.

A qualitative analysis of the lemmatization re-
sults empirically reveals some of the problems that
were outlined in the research literature (see section
1): Variant spellings of the same lemma exist due to
flexible orthography (οὕτως or οὕτω(ς), parvulus
or paruulus), capitalization (Romanus or romanus),
diacritics (τίς, τις or τὶς), and separate entries for
specific inflected forms (κύκλος or κύκλῳ, diuerto
or diuersus).

6 Limitations and Risks

Our approach of curating datasheets and model
cards for resources that we did not create ourselves
leads to information gaps in the documentation.

14For examples from the Classics, see Bizzoni et al. (2014);
Stoeckel et al. (2020); Köntges (2020).

Nevertheless, our effort of inferring information
from other sources and disseminating it in a cen-
tralized, systematic fashion is highly beneficial for
the targeted research community.

Currently, we only report rather simple metrics.
To enable deeper insights into model bevavior and
dataset structure, we plan to add class-wise con-
fusion matrices, detailed qualitative error analy-
ses and task-specific metrics (like the ones intro-
duced by the Message Understanding Conference
(Nadeau and Sekine, 2007)) which allow to distin-
guish between errors related to entity status and
entity type.

Finally, we are very confident that our frame-
work scales well to other planned tasks like part-of-
speech tagging, sentiment analysis and dependency
parsing.15 As an abstract representation of the dif-
ferent linguistic annotations, for example, we in-
tend to use a graph model like SALT (Zipser and
Romary, 2010). Besides, we have clear interfaces
for adding more models, datasets and evaluation
metrics. As of now, however, it is unclear to which
extent we may need to introduce further metadata
(spatial, temporal, stylistic, etc.).

7 Conclusions

Our evaluation framework SEFLAG aims to sup-
port literary scholars of Latin and Ancient Greek in
selecting the right NLP models for their research.
We provide quantitative evaluations of existing
models on suitable datasets. Conceptual mappings
between tagsets used for the annotation of differ-
ent language resources are documented explicitly
and in a human-readable way. Evaluation results
are reported using common metrics (F1, accuracy)
and are accompanied by additional documentation
for the language resources: datasheets for datasets
and model cards for NLP models. Using that ad-
ditional information, we enable researchers to crit-
ically assess the value of such resources for their
own research, including questions of dataset charac-
teristics, model architecture, annotation guidelines
and contact persons. In short, we provide low-level
access to the costly and complex task of NLP eval-
uation for Latin and Ancient Greek, with a proof of
concept that focuses on NER and lemmatization.

In the near future, we will work on fully inte-
grating our framework into the Daidalos research

15These tasks have been chosen because they are of general
interest to the research community (Berti, 2019; Ehrmann
et al., 2021; Beersmans et al., 2023) and are directly relevant
to the Daidalos research infrastructure.
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Language Task Model Dataset Metric Score

Latin
NER LatinCy Herodotos macro F1 ↑ 58

lemmatization LatinCy UD Latin accuracy ↑ 88
Ancient
Greek

NER flair_grc_bert_ner Yousef et al. macro F1 ↑ 64
lemmatization greCy UD Ancient Greek accuracy ↑ 89

Table 1: Evaluation results for NER and lemmatization in Latin and Ancient Greek. The metrics used macro F1 and
accuracy. 3 different NLP models have been evaluated on 4 different datasets. Upward arrows for a metric indicate
that higher scores are better.

infrastructure. Furthermore, we would like to add
more NLP tasks, models and datasets. Finally, we
also want to create Open Educational Resources
to educate interested researchers about central es-
sentials of the evaluation, such as specific metrics,
task concepts and annotation approaches.

Ethics Statement

We address ethical considerations mainly through
heavy use of model cards and datasheets. Besides,
we respect licensing conditions for datasets by pub-
lishing our benchmarks only if all contained sub-
datasets allow it from a legal perspective, and only
under a license that matches the ones used in the
sub-datasets. In general, we refrain from reusing
datasets with licenses that are too prohibitive.
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A Model Card: Latincy

la_core_web_lg

• Person or organization developing model:
Patrick J. Burns; with Nora Bernhardt [ner],
Tim Geelhaar [tagger, morphologizer, parser,
ner], Vincent Koch [ner]

• Model date: May 2023

• Model version: 3.7.4

• Model type: spaCy

• Information about training algorithms, param-
eters, fairness constraints or other applied ap-
proaches, and features: For information on
the training workflow see p.4-5 of LatinCy:
Synthetic Trained Pipelines for Latin NLP
(https://arxiv.org/pdf/2305.04365v1)

• Paper or other resource for more in-
formation: **Burns, P.J. 2023. "Lat-
inCy: Synthetic Trained Pipelines for
Latin NLP." arXiv:2305.04365 [cs.CL].
http://arxiv.org/abs/2305.04365.

• License: MIT
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• Where to send questions or comments about
the model: https://diyclassics.github.
io/

• Intended Use

– Primary intended uses: Morphological
analysis, POS-Tagging, Lemmatizing,
Parsing, NER

– Primary intended users: Classical Schol-
ars

– Out-of-scope use cases: unknown

• Data, Limitations, and Recommendations

– Data selection for training: Training
data consists of latin UD-Treebanks,
Wikipedia and OSCAR sentence data,
the CC-100 Latin dataset and the
Herodotos Project NER dataset

– Data selection for evaluation: Evaluation
was done according to the spaCy work-
flow and is documented in the meta.json
file found in the repository (https:
//huggingface.co/latincy/la_
core_web_lg/blob/main/meta.json)

– Limitations: unknown

B Datasheet: Herodotos Project Dataset

For what purpose was the dataset created?
Was there a specific task in mind? Was
there a specific gap that needed to be filled?
Please provide a description. created for
Herodotos Project to train NER-Tagger (BiL-
STM CRF; see: Alexander Erdmann, David
Joseph Wrisley, Benjamin Allen, Christopher
Brown, Sophie Cohen Bodénès, Micha El-
sner, Yukun Feng, Brian Joseph, Béatrice
Joyeaux-Prunel and Marie-Catherine de Marn-
effe. 2019. "Practical, Efficient, and Cus-
tomizable Active Learning for Named Entity
Recognition in the Digital Humanities." In
Proceedings of North American Association
of Computational Linguistics (NAACL 2019).
Minneapolis, Minnesota.); Goal of Herodotos
Project: catalogue and compendium of an-
cient ethnic groups; For more info on the
corpus see: https://aclanthology.org/W16-
4012.pdf

Who created the dataset (e.g., which team, re-
search group) and on behalf of which entity
(e.g., company, institution, organization)?

from the documentation: „The data files in
the Annotation directory were annotated for
named entities by a team of Classics experts
at Ohio State University. Texts presently in-
cluded are excerpts from Caesar’s Wars, both
Gallic (GW) and Civil (CW), the Plinies’ writ-
ings, both Elder and Younger, and Ovid’s Ars
Amatoria. "

Who funded the creation of the dataset? If
there is an associated grant, please provide
the name of the grantor and the grant name
and number. unknown

Any other comments? No

What do the instances that comprise the
dataset represent (e.g., documents, pho-
tos, people, countries)? Are there multiple
types of instances (e.g., movies, users, and
ratings; people and interactions between
them; nodes and edges)? Please provide a
description. Latin texts "Texts presently in-
cluded are excerpts from Caesar’s Wars, both
Gallic (GW) and Civil (CW), the Plinies’ writ-
ings, both Elder and Younger, and Ovid’s Ars
Amatoria."

How many instances are there in total (of each
type, if appropriate)? 146,066 words

Does the dataset contain all po-ssible instances
or is it a sample (not necessarily random) of
instances from a larger set? If the dataset
is a sample, then what is the larger set? Is
the sample representative of the larger set
(e.g., geographic coverage)? If so, please
describe how this representativeness was
validated/verified. If it is not representative
of the larger set, please describe why not
(e.g., to cover a more diverse range of in-
stances, because instances were withheld or
unavailable). sample of Latin literature (see
previous answers), representative of Classical
Latin literature, might not be representative of
the entire Latin literature (time, geography)

What data does each instance consist of?
"Raw" data (e.g., unprocessed text or im-
ages) or features? In either case, please
provide a description. Each instance con-
sists of raw text data

Is there a label or target associated with
each instance? If so, please provide a
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description. NER Labels: PRS-B, PRS-
I, GEO-B, GEO-I, GRP-B, GRP-I or 0;
labels follow the BIO scheme; see also:
https://aclanthology.org/W16-4012.pdf

Is any information missing from individual in-
stances? If so, please provide a description,
explaining why this information is missing
(e.g., because it was unavailable). This does
not include intentionally removed informa-
tion, but might include, e.g., redacted text.
No

Are relationships between individual instances
made explicit (e.g., users’ movie ratings,
social network links)? If so, please describe
how these relationships are made explicit.
Relationships are made explicit according to
the BIO scheme

Are there recommended data splits (e.g., train-
ing, development/validation, testing)? If so,
please provide a description of these splits,
explaining the rationale behind them. Text
from Gallic War is split into test and train sets

Are there any errors, sources of noise, or redun-
dancies in the dataset? If so, please provide
a description. Naturally occurring repetitions
of names in the texts

Is the dataset self-contained, or does it link
to or otherwise rely on external resources
(e.g., websites, tweets, other datasets)? If
it links to or relies on external resources,
a) are there guarantees that they will
exist, and remain constant, over time;
b) are there official archival versions of
the complete dataset (i.e., including the
external resources as they existed at the
time the dataset was created); c) are there
any restrictions (e.g., licenses, fees) asso-
ciated with any of the external resources
that might apply to a dataset consumer?
Please provide descriptions of all external
resources and any restrictions associated
with them, as well as links or other access
points, as appropriate. The dataset is
self-contained and can be downloaded from
GitHub (https://github.com/Herodotos-
Project/Herodotos-Project-Latin-
NER-Tagger-Annotation/blob/master/
README.md)

Does the dataset contain data that might be
considered confidential (e.g., data that is
protected by legal privilege or by doctor–
patient confidentiality, data that includes
the content of individuals’ non-public com-
munications)? If so, please provide a de-
scription. No

Does the dataset contain data that, if viewed di-
rectly, might be offensive, insulting, threat-
ening, or might otherwise cause anxiety?
If so, please describe why. If the dataset
does not relate to people, you may skip the
remaining questions in this section. The
dataset contains descriptions of war.

Does the dataset identify any subpopulations
(e.g., by age, gender)? If so, please de-
scribe how these subpopulations are iden-
tified and provide a description of their re-
spective distributions within the dataset. A
number of ethnic groups from antiquity are
referred to.

Is it possible to identify individuals (i.e., one
or more natural persons), either directly or
indirectly (i.e., in combination with other
data) from the dataset? If so, please de-
scribe how. Only historical individuals

Does the dataset contain data that might be
considered sensitive in any way (e.g., data
that reveals race or ethnic origins, sexual
orientations, religious beliefs, political opin-
ions or union memberships, or locations; fi-
nancial or health data; biometric or genetic
data; forms of government identification,
such as social security numbers; criminal
history)? If so, please provide a description.
Only historical individuals

Any other comments? No

How was the data associated with each in-
stance acquired? Was the data directly ob-
servable (e.g., raw text, movie ratings), re-
ported by subjects (e.g., survey responses),
or indirectly inferred/derived from other
data (e.g., part-of-speech tags, model-based
guesses for age or language)? The data con-
sists of publicly available texts

If the data was reported by subjects or in-
directly inferred/derived from other data,
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was the data validated/verified? If so,
please describe how. unknown

What mechanisms or procedures were used
to collect the data (e.g., hardware appara-
tuses or sensors, manual human curation,
software programs, software APIs)? How
were these mechanisms or procedures val-
idated? from the documentation: „All texts
are in Latin taken from the Latin Library Col-
lection (collected by CLTK) or the Perseus
Latin Collection. "

If the dataset is a sample from a larger set, what
was the sampling strategy (e.g., determin-
istic, probabilistic with specific sampling
probabilities)? unknown

Who was involved in the data collection pro-
cess (e.g., students, crowdworkers, con-
tractors) and how were they compensated
(e.g., how much were crowdworkers paid)?
https://aclanthology.org/W16-4012.pdf S. 87:
"an undergraduate, a graduate, and a profes-
sor of Classics, each with at least 4 years of
experience studying Latin"

Over what timeframe was the data collected?
Does this timeframe match the creation
timeframe of the data associated with the
instances (e.g., recent crawl of old news ar-
ticles)? If not, please describe the time-
frame in which the data associated with
the instances was created. Were any ethi-
cal review processes conducted (e.g., by an
institutional review board)? If so, please
provide a description of these review pro-
cesses, including the outcomes, as well as a
link or other access point to any supporting
documentation. If the dataset does not re-
late to people, you may skip the remaining
questions in this section. unknown

Did you collect the data from the individuals in
question directly, or obtain it via third par-
ties or other sources (e.g., websites)? Were
the individuals in question notified about
the data collection? If so, please describe
(or show with screenshots or other informa-
tion) how notice was provided, and provide
a link or other access point to, or otherwise
reproduce, the exact language of the notifi-
cation itself. not applicable

Did the individuals in question consent to the
collection and use of their data? If so,
please describe (or show with screenshots
or other information) how consent was re-
quested and provided, and provide a link
or other access point to, or otherwise re-
produce, the exact language to which the
individuals consented. not applicable

If consent was obtained, were the consenting
individuals provided with a mechanism to
revoke their consent in the future or for cer-
tain uses? If so, please provide a descrip-
tion, as well as a link or other access point
to the mechanism (if appropriate). not ap-
plicable

Has an analysis of the potential impact of the
dataset and its use on data subjects (e.g., a
data protection impact analysis) been con-
ducted? If so, please provide a description
of this analysis, including the outcomes, as
well as a link or other access point to any
supporting documentation. not applicable

Any other comments? No

Preprocessing/cleaning/labeling

Was any preprocessing/cleaning/labeling of the
data done (e.g., discretization or bucketing,
tokenization, part-of-speech tagging, SIFT
feature extraction, removal of instances,
processing of missing values)? If so, please
provide a description. If not, you may skip
the remainder of the questions in this sec-
tion. The data was manually annotated for
NEs.

Was the "raw" data saved in addition to the
preprocessed/cleaned/labeled data (e.g.,
to support unanticipated future uses)? If
so, please provide a link or other access
point to the "raw" data. The data can
be downloaded from: https://github.
com/clmarr/Herodotos-beta/tree/
f22fdd92b3318cfb8fc93b004b0947aea14ce9c2/
Annotation_1-1-19

Any other comments? No

Uses

Has the dataset been used for any tasks
already? If so, please provide a description.
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It has been used to train an NER-Tagger for
Latin. See: https://aclanthology.org/W16-
4012.pdf and https://github.com/
alexerdmann/HER/blob/master/HER_
NAACL2019_preprint.pdf

Is there a repository that links to any or all
papers or systems that use the dataset?
If so, please provide a link or other
access point. What (other) tasks could
the dataset be used for? See: https:
//github.com/alexerdmann/HER/blob/
master/HER_NAACL2019_preprint.pdf

Is there anything about the composition of the
dataset or the way it was collected and pre-
processed/cleaned/labeled that might im-
pact future uses? For example, is there any-
thing that a dataset consumer might need
to know to avoid uses that could result in
unfair treatment of individuals or groups
(e.g., stereotyping, quality of service issues)
or other risks or harms (e.g., legal risks,
financial harms)? If so, please provide a
description. Is there anything a dataset con-
sumer could do to mitigate these risks or
harms? Strong class imbalance (most tokens
are non-entities)

Are there tasks for which the dataset should not
be used? If so, please provide a description.
No

Any other comments? No

Distribution

Will the dataset be distributed to third
parties outside of the entity (e.g., company,
institution, organization) on behalf of
which the dataset was created? If so,
please provide a description. How will the
dataset will be distributed (e.g., tarball
on website, API, GitHub)? The data can
be downloaded from: https://github.
com/clmarr/Herodotos-beta/tree/
f22fdd92b3318cfb8fc93b004b0947aea14ce9c2/
Annotation_1-1-19

Does the dataset have a digital object identifier
(DOI)? No

When will the dataset be distributed? The data
can be downloaded from: https://github.

com/clmarr/Herodotos-beta/tree/
f22fdd92b3318cfb8fc93b004b0947aea14ce9c2/
Annotation_1-1-19 https://github.
com/Herodotos-Project/Herodotos-
Project-Latin-NER-Tagger-Annotation

Will the dataset be distributed under a copy-
right or other intellectual property (IP) li-
cense, and/or under applicable terms of use
(ToU)? If so, please describe this license
and/or ToU, and provide a link or other ac-
cess point to, or otherwise reproduce, any
relevant licensing terms or ToU, as well as
any fees associated with these restrictions.
AGPL-3.0 license

Have any third parties imposed IP-based or
other restrictions on the data associated
with the instances? If so, please describe
these restrictions, and provide a link or
other access point to, or otherwise repro-
duce, any relevant licensing terms, as well
as any fees associated with these restric-
tions. unknown

Do any export controls or other regulatory re-
strictions apply to the dataset or to individ-
ual instances? If so, please describe these
restrictions, and provide a link or other ac-
cess point to, or otherwise reproduce, any
supporting documentation. unknown

Any other comments? No

Maintenance

Who will be supporting/hosting/maintaining
the dataset? from the documentation: "Con-
tact ae1541@nyu.edu or any of the co-authors
with questions regarding this repository."

How can the owner/curator/manager of the
dataset be contacted (e.g., email address)?
ae1541@nyu.edu

Is there an erratum? If so, please provide
a link or other access point. Will the
dataset be updated (e.g., to correct label-
ing errors, add new instances, delete in-
stances)? If so, please describe how often,
by whom, and how updates will be commu-
nicated to dataset consumers (e.g., mailing
list, GitHub)? new instances for the Ancient
Greek language will be added in the future
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If the dataset relates to people, are there ap-
plicable limits on the retention of the data
associated with the instances (e.g., were the
individuals in question told that their data
would be retained for a fixed period of time
and then deleted)? If so, please describe
these limits and explain how they will be
enforced. not applicable

Will older versions of the dataset continue to be
supported/hosted/maintained? If so, please
describe how. If not, please describe how
its obsolescence will be communicated to
dataset consumers. unknown

If others want to extend/augment/build
on/contribute to the dataset, is there a
mechanism for them to do so? If so, please
provide a description. Will these contri-
butions be validated/verified? If so, please
describe how. If not, why not? Is there
a process for communicating/distributing
these contributions to dataset consumers?
If so, please provide a description. unknown

Any other comments? No
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Abstract

Humour, a fundamental aspect of human com-
munication, manifests itself in various styles
that significantly impact social interactions and
mental health. Recognising different humour
styles poses challenges due to the lack of es-
tablished datasets and machine learning (ML)
models. To address this gap, we present a new
text dataset for humour style recognition, com-
prising 1463 instances across four styles (self-
enhancing, self-deprecating, affiliative, and ag-
gressive) and non-humorous text, with lengths
ranging from 4 to 229 words. Our research em-
ploys various computational methods, includ-
ing classic machine learning classifiers, text em-
bedding models, and DistilBERT, to establish
baseline performance. Additionally, we pro-
pose a two-model approach to enhance humour
style recognition, particularly in distinguishing
between affiliative and aggressive styles. Our
method demonstrates an 11.61% improvement
in f1-score for affiliative humour classification,
with consistent improvements in the 14 models
tested. Our findings contribute to the computa-
tional analysis of humour in text, offering new
tools for studying humour in literature, social
media, and other textual sources.

1 Introduction

Humour recognition is a multidimensional task
influenced by various theories and manifested
through diverse styles. There are various humour
theories, such as relief, incongruity, and superiority
theories (Morreall, 2011, 2012; Scheel and Gockel,
2017). The relief theory highlights the role of hu-
mour in relaxation, while the incongruity theory
suggests that we find something funny when we
notice a mismatch or contradiction between what
we expect in a situation and what actually happens.
The superiority theory suggests that people may
laugh at other people’s misfortunes in an effort to
demonstrate their superiority.

These theories not only explain why we find

things humorous but also why we laugh as a re-
sponse. In recent decades, evolutionary psychol-
ogy has introduced a new perspective on laugh-
ter itself, known as the play theory (Martin and
Ford, 2018): laughter developed as a play signal
in higher primates in their mock fights to indicate
non-aggressive intent.

Laughter, therefore, is more than just a reaction
to humour; it serves various functions, including
promoting mental, emotional, and physical well-
being. This idea forms the basis for laughter ther-
apy, a cognitive-behavioural treatment designed to
induce laughter and reduce stress, tension, anxiety,
and sadness (Yim, 2016). However, as Martin et al.
(2003) noted, not all humour is beneficial—some
forms can even harm relationships with others or
oneself.

Considering its impact on well-being, Martin
et al. (2003) categorised humour into four styles:
self-enhancing, self-deprecating, affiliative, and ag-
gressive. Affiliative and self-enhancing humour
are beneficial to psychological well-being. Affil-
iative humour fosters social bonding, while self-
enhancing humour involves maintaining a positive
outlook without harming oneself or others, often
employed as a coping mechanism in difficult situa-
tions (Edalat, 2023; Kenneth et al., 2024; Hampes,
2007; Plessen et al., 2020). In contrast, aggres-
sive and self-deprecating humour can be harmful.
Aggressive humour, rooted in superiority theory,
belittles or mocks others, whereas self-deprecating
humour seeks approval by making oneself the tar-
get of jokes (Khramtsova and Chuykova, 2016;
Kuiper et al., 2016; Veselka et al., 2010).

In artificial intelligence (AI), humour is consid-
ered AI-complete (Shani et al., 2021; Strapparava
et al., 2011; Kenneth et al., 2024), meaning that
a system capable of producing and recognising
human-like humour would possess general intel-
ligence. Despite the importance of humour, most
computational efforts have focused on laughter de-
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tection (Vargas-Quiros et al., 2023; Matsuda and
Arimoto, 2023; Inoue et al., 2022), classification
(Tanaka and Campbell, 2014) and generation (In-
oue et al., 2022), as well as humour detection
(Oliveira et al., 2020; Jaiswal et al., 2019; Chauhan
et al.), and humour generation (Luo et al., 2019;
He et al., 2019; Yu et al., 2018), with little empha-
sis on humour styles and their links to well-being.
Kenneth et al. (2024) identified a gap in the cur-
rent ML landscape: the lack of datasets and models
specifically designed to recognise these four hu-
mour styles.

Building on the gaps identified by Kenneth et al.
(2024), this study addresses the lack of an es-
tablished dataset and ML models for recognis-
ing the four humour styles: self-enhancing, self-
deprecating, affiliative, and aggressive. We draw
on Martin et al. (2003), who defined and validated
these styles, providing the theoretical basis for our
classification task. Additionally, Edalat (2023)’s
work on self-initiated humour protocols (SIHP) in-
forms how different humour styles can enhance
well-being, while Amjad and Dasti (2022) research
on the link between humour styles, emotion reg-
ulation, and subjective well-being highlights the
potential applications of our work in psychological
and clinical contexts. By integrating these insights,
we aim to develop a comprehensive approach to hu-
mour style recognition grounded in psychological
theory and applicable to real-world scenarios. The
key contributions of this paper are:

1. Introduction of a new text dataset for humour
style recognition, addressing the lack of es-
tablished datasets. This dataset is publicly
available to the community.

2. Baseline evaluations using various ML classi-
fiers and models.

3. Development of a two-model approach for
improved humour style recognition.

4. Extensive evaluation of the proposed two-
model approach.

2 Related Works

Humour recognition and classification are active
research areas in NLP and multi-modal analysis.
While our focus is on humour style recognition,
we draw insights from related fields like general
humour detection and sarcasm detection.

Weller and Seppi (2020) compiled a dataset of
550,000 jokes from Reddit posts, using user ratings
and engagement metrics as quantifiable humour

quality measurements. However, the dataset’s re-
liance on Reddit data alone may introduce biases
and limit generalisability. Our study addresses this
by introducing a more diverse dataset specifically
tailored for humour style recognition from various
online sources.

Oliveira et al. (2020) explored humour recogni-
tion in Portuguese text, achieving a 75% f1-score
using Naive Bayes, Support Vector Machine, and
Random Forest classifiers. However, their work
was limited to binary classification of headlines
and one-liners. Our approach extends this by focus-
ing on multi-class classification of humour styles
in both short and long texts.

Tang et al. (2022) created a dataset and classifica-
tion model for sub-types of inappropriate humour,
using large language models like BERT. While rel-
evant, their focus on inappropriate humour differs
from our goal of recognising humour styles linked
to psychological well-being.

Kamal and Abulaish (2020) targeted self-
deprecating humour, one of the four styles we
examine. Their use of specific feature categories
(self-deprecating pattern, and word embedding) in-
forms our feature engineering process. However,
our study broadens the scope to include all four
humour styles.

Christ et al. (2022a,b) developed models for hu-
mour recognition in German football press con-
ferences. Although their work yielded promising
results, it was limited to the MuSe humour chal-
lenge and the Passau-SFCH German dataset, unlike
our broader approach.

Sarcasm detection is closely related to humour
style recognition since it is often used in aggres-
sive and self-deprecating humour styles. Liang
et al. (2021) used an interactive graph convolution
network for multi-modal sarcasm detection, high-
lighting the importance of contextual cues. This
technique could be adapted to distinguish humour
styles.

Jinks (2023) improved sarcasm detection with
a two-step fine-tuning process using RoBERTa, a
method that could enhance humour style classifica-
tion given the subtle differences between styles.

Fang et al. (2024) introduces the Single-Stage
Extensive Semantic Fusion model for multi-modal
sarcasm detection by concurrently processing and
fusing multi-modal inputs in a unified framework.
This approach could be adapted for humour style
recognition, when we expand our dataset to include
multi-modal features in the future.
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Although these studies contribute to the detec-
tion of humour and sarcasm, there is a gap in recog-
nising the four humour styles defined by Martin
et al. (2003). Our work fills this gap by creating
a dedicated dataset and developing classification
models tailored to these humour styles.

3 Dataset Collection and Annotation

A significant challenge in identifying humour styles
automatically is the lack of annotated datasets suit-
able for training machine learning models. To ad-
dress this, we created a comprehensive dataset com-
prising 1,463 instances from various sources:

1. 983 jokes from several well-known websites
where jokes were labelled by users or editors.

2. 280 non-humorous text instances from the
ColBERT dataset (Annamoradnejad and
Zoghi, 2020).

3. 200 instances from the Short Text Corpus 1,
consisting of 150 jokes and 50 non-jokes

After annotation, the dataset consists of 298
instances of self-enhancing humour, 265 of self-
deprecating humour, 250 of affiliative humour, 318
of aggressive humour, and 332 neutral instances,
with text lengths ranging from 4 to 229 words. This
distribution ensures balanced representation across
the different humour styles and neutral text.

3.1 Data Sources and Labelling

The 983 jokes were extracted from sources like
Reader’s Digest, Parade, Bored Panda, Laugh Fac-
tory, Pun Me, Independent, Cracked, Reddit, Taste-
fully Offensive and BuzzFeed. We labelled each
joke based on the original labels, definitions, or
tags given on the websites, mapping them to our
categories based on humour theory. Table 1 sum-
marises these mappings, illustrating how the web-
site tags correspond to our humour style labels.

Equivalence Classes (Website Keywords) Humour Styles
Dark (inappropriate) Jokes Aggressive
Insult Aggressive
Icebreakers Jokes for Work Meetings Affiliative
International Day of Happiness Affiliative
Friendship Affiliative
Family jokes Affiliative
Classroom jokes Affiliative
Self-deprecating Self-deprecating
Self-love Self-enhancing
Self-care Self-enhancing

Table 1: Terminological Equivalence Classes

1Short Text Corpus (https://github.com/CrowdTruth/
Short-Text-Corpus-For-Humor-Detection)

Figure 1: Joke Examples for Each Humour Style

For example, in Table 1 the "Dark (inappropri-
ate)" tag was mapped to the aggressive style be-
cause dark or inappropriate jokes are identified as
being cruel, morbid, or offensive to some, which
aligns with the characteristics of aggressive hu-
mour (Tang et al., 2022). Further details on these
mappings are available in Appendix B.

To simulate real-life scenarios where users might
input non-humorous text, we added 280 non-
humorous instances from the ColBERT dataset
(Annamoradnejad and Zoghi, 2020), labelled as
Neutral.

Figure 1 presents random examples from the
dataset for each humour style. Additionally, word
clouds showing the most common words associated
with each humour style in the created dataset are
provided in Appendix C.

3.2 Dataset Composition and Potential Biases

Each humour style in our dataset was primarily
sourced from different websites (see Table 11 in
Appendix A for details). The use of diverse web-
sites, catering to various audiences and content
styles, helps mitigate biases that could arise from
relying on a single source. However, since the jokes
were collected in English, there may be language
biases, as humour often involves nuances and id-
ioms specific to certain languages and cultures.

By aggregating data from multiple websites, we
aimed to reduce inherent biases from any single
source and provide comprehensive coverage of dif-
ferent humour styles, enhancing the robustness
of the dataset. However, most websites (except
Reader’s Digest and Laugh Factory) featured jokes
from only one humour type, potentially introducing
idiosyncratic styles that could lead the classifier to
learn spurious correlations.

To address this concern and further diversify our
dataset, we included an additional 200 jokes from
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the existing Short Text Corpus joke dataset1 and
have them annotated by six human annotators. De-
tails of the Short Text Corpus1 and the annotation
process are discussed further in the following sub-
section.

3.3 Annotation Process and Inter-annotator
Agreement

Building on our efforts to address potential biases
in our dataset composition, we took additional steps
to ensure the robustness of our data. To mitigate
potential biases from idiosyncratic styles of the
individual websites, we randomly selected 200 in-
stances from the Short Text Corpus1, dividing them
into two sets of 100 samples. This corpus was cho-
sen for its diversity, featuring both short and long
jokes from more than seven sources, as well as non-
jokes from three sources. In contrast, the ColBERT
dataset (Annamoradnejad and Zoghi, 2020) was
not used here because it consists solely of Reddit
jokes, which would not address the issue of spuri-
ous correlations.

To further ensure the reliability of our anno-
tations, we recruited six Ph.D. candidates from
Africa, Asia, and Europe to serve as annotators,
bringing a diverse range of analytical perspectives
to the task. Each set of 100 samples was indepen-
dently annotated by three annotators, who were
provided with humour style definitions and asked
to classify each instance as self-enhancing, self-
deprecating, aggressive, affiliative, or neutral. A
majority vote determined the final label for each
instance.

Fleiss’ Kappa was used to assess inter-annotator
agreement. The results showed fair agreement lev-
els:

1. First 100 samples: Fleiss’ Kappa = 0.2651
2. Second 100 samples: Fleiss’ Kappa = 0.2841
Despite the relatively low Kappa values, further

analysis showed substantial agreement among at
least two annotators:

1. For the first set of 100 samples: 91 samples
had at least two annotators agreeing on the
label and 9 instances had all three annotators
disagreeing.

2. For the second set of 100 samples: 95 samples
had at least two annotators agreeing on the
label and 5 instances had all three annotators
disagreeing.

To resolve the 14 instances (9 in the first set,
5 in the second) where all three annotators dis-
agreed, indicating no majority vote, we used four

Figure 2: Flowchart illustrating the proposed Two-
Model Approach for Humour Style Recognition

Large Language Models (LLMs) chatbots: Chat-
GPT, Claude, Microsoft Copilot, and HuggingChat
- to classify the jokes. We prompted the LLMs
to categorise each joke instance as self-enhancing,
self-deprecating, aggressive, affiliative, or neutral.
Each of the 14 instances then had seven labels
(from the 4 LLMs and 3 human annotators), and the
majority label was assigned. Table 12 in Appendix
D provides examples of instances where annotators
disagreed, along with the annotators’ and LLMs’
labels.

These disagreements highlight the subjective na-
ture of humour interpretation, which can be influ-
enced by cultural differences, personal experiences,
and individual preferences (Lu, 2023). This subjec-
tivity is a natural aspect of humour annotation, and
our use of multiple annotators and LLMs helps to
mitigate its impact.

4 Methodology

This study employs two different approaches for
humour style recognition: the single-model and
the two-model approach. A total of 14 models
were evaluated, including Naive Bayes, Random
Forest, XGBoost (each with six different text em-
beddings), and DistilBERT. Figure 2 illustrates the
two-model approach, which first classifies humour
instances into broader groups before refining to
specific styles.
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4.1 Classifiers and Embedding Models

4.1.1 Classifiers
The selection of classifiers was based on their suit-
ability for the task at hand and efficiency in low-
resource settings, avoiding resource-intensive large
language models such as GPT4 and LLaMA prone
to overfitting on small datasets due to their complex
architectures (Schur and Groenjes, 2024; Diwakar
and Raj, 2024; Berfu B et al., 2020):

Naive Bayes (NB): A probabilistic classifier
based on the Bayes Theorem, assuming condi-
tional independence of features given the target
class (Berrar, 2019).

Random Forest (RF): A bagging ensemble clas-
sifier using majority voting from multiple decision
trees (Jin, 2020).

eXtreme Gradient Boosting (XGBoost): A
boosting ensemble classifier aggregating predic-
tions of several weak learners, with regularisation
to prevent overfitting (Jiang et al., 2019).

DistilBERT: A condensed BERT variant, of-
fering faster performance and memory efficiency
while maintaining competitive performance on
NLP tasks (Sanh et al., 2019).

4.1.2 Sentence Embedding Models
To capture distinct linguistic nuances and improve
classification performance, we selected six em-
bedding models from the top 20 on the Massive
Text Embedding Benchmark (MTEB) leaderboard.
These models were chosen for their robustness, ef-
ficiency, speed, and lightweight memory usage:

• General Text Embeddings (GTE) and GTE
Upgraded (ALI) (Li et al., 2023)

• BAAI General Embedding (BGE) (Xiao et al.,
2022; Zhang et al., 2023)

• Matryoshka Representation Learning and Bi-
nary Quantization (MRL) (Lee et al., 2024)

• Universal AnglE Embedding (UAE) (Li and
Li, 2023)

• Multilingual E5 Text Embeddings (MUL)
(Wang et al., 2024)

These embeddings were combined with RF and
XGBoost classifiers for humour style recognition.

4.2 Single-Model Approach

In this approach, a single ML model is trained to
classify the input text into one of the five classes:
self-enhancing (label 0), self-deprecating (label
1), affiliative (label 2), aggressive (label 3), and
neutral (label 4). This approach treats the task

as a multi-class classification problem, where the
model needs to distinguish between all five classes
simultaneously.

To provide insight into the single-model per-
formance, Figure 3 presents the confusion ma-
trices for the 5-fold cross-validation results of
four models: Naive Bayes (NB) 3a, GTE+RF 3b,
MUL+XGBoost 3c, and UAE+RF 3d.

4.3 Two-Model Approach
To address limitations observed in the single-model
approach, particularly in distinguishing affiliative
humour, we developed a two-model approach. This
method, inspired by previous studies (Khan et al.,
2022; Van Lam et al., 2011; Demidova, 2021),
improves classification performance by breaking
down the problem into multiple steps.

The rationale behind this approach is to first sep-
arate the instances into broader groups and then fo-
cus on the more challenging task of distinguishing
between affiliative and aggressive humour styles.
This strategy is informed by an analysis of mis-
classified samples from the cross-validation and
test set evaluation of the single-model approach,
which revealed that affiliative humour was predom-
inantly misclassified as aggressive humour. This
pattern of misclassification is clearly illustrated in
the cross-validation confusion matrices shown in
Figure 3.

The two-model approach involves two sequential
steps:

1. Step 1: Four-Class Classification Model:
Train an ML model to distinguish between
self-enhancing, self-deprecating, neutral, and
a combined affiliative/aggressive class.

2. Step 2: Binary Classification Model: Train
a separate binary classification model to dis-
tinguish between affiliative and aggressive in-
stances from the combined class in step 1.

This approach allows for optimising overall per-
formance by combining the best-performing mod-
els for each subtask.

4.4 Experimental Setup
The humour styles dataset was split 80/20 for train-
ing and testing, randomised using a fixed seed of
100 to ensure reproducibility. We used 5-fold cross-
validation for all experiments to validate model
performance and prevent overfitting. For the NB
classifier, we used a smoothing parameter of 1. The
RF and XGBoost classifiers were implemented us-
ing their default hyperparameters. The DistilBERT
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(a) Naive Bayes (b) GTE+RF (c) MUL+XGBoost (d) UAE+RF

Figure 3: 5-Fold Cross Validation Confusion Matrix

model was fine-tuned for 5 epochs with a weight
decay of 0.01, warmup steps of 500, and a train-
ing batch size of 8, using the default learning rate
scheduler provided by the Hugging Face Trans-
formers library.

4.5 Evaluation Metrics

Model performances were evaluated using standard
metrics: accuracy, precision, recall, and f1-score.
Accuracy measures overall performance, precision
quantifies the ratio of true positives to predicted
positives, recall assesses the model’s ability to iden-
tify actual positives, and f1-score represents the har-
monic mean of precision and recall. Furthermore,
the Wilcoxon signed-rank test was used to com-
pare the single-model and two-model approaches,
determining the statistical significance of the per-
formance differences between these approaches.

5 Results and Discussions

Experiments for the single-model and two-model
approaches were conducted on Fourteen models:
NB, RF + six embedding models, XGBoost + six
embedding models and DistilBERT.

5.1 Baseline Model (Single-Model Approach)

Tables 2 and 3 show the mean accuracy and macro-
mean f1-score of the 5-fold cross-validation for
different models and embedding techniques, re-
spectively. The results highlight the robustness and
generalisability of our models across different data
splits.

Table 4 presents the overall performance for the
five-class classification. MUL+RF, ALI+RF, and
DistilBERT performed best with accuracies and
f1-scores of 77.1% and 76.6%, 77.8% and 77.3%,
and 75.4% and 75.2%, respectively.

While the single-model approach achieved de-
cent overall performance, Table 5 reveals that all

models struggle to identify affiliative humour accu-
rately. Despite high overall accuracy, this approach
fails to differentiate affiliative humour from other
styles, particularly aggressive humour, as shown in
Figure 3, highlighting a critical issue.

This misclassification may stem from affiliative
humour sometimes containing slightly aggressive
components, as noted by Martin et al. (2003). For
example: JOKE: ‘To be happy with a man, you
must understand him a lot and love him a little. To
be happy with a woman, you must love her a lot
and not try to understand her at all’. (LABEL:
True:‘Affiliative’, Predicted: ‘Aggressive’)

This joke attempts to playfully highlight gender
differences, aiming for camaraderie. However, its
misclassification as aggressive likely stems from
the presence of gender stereotypes that could be
misconstrued as demeaning. This example illus-
trates how subtle nuances in tone, context, and
intent can lead to misclassifications between affil-
iative and aggressive humour.

5.2 Two-Model Approach

To address the challenge of misclassifying affilia-
tive humour as aggressive, we implemented a two-
model approach, consisting of a four-class model
and a binary-class model. The performance of
these individual models is presented in Tables 6
and 7, which show their accuracy and macro-mean
f1-score, respectively. Among the four-class mod-
els, MUL+XGBoost achieved the highest perfor-
mance, with an accuracy of 85.3% and a macro-
mean f1-score of 85.1%. In contrast, the binary-
class model ALI+XGBoost outperformed the other
models, with an accuracy and f1-score of 80.0%.

The results of the two-model approach, which
combines the four-class and binary models, are
presented in Tables 8 and 9. This approach
yields improved overall performance compared
to the single-model method, with the best results
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Model NB (%) Random Forest (%) XGBoost (%) DistilBERT (%)
BGE GTE UAE MRL ALI MUL BGE GTE UAE MRL ALI MUL

Five-Class 62.5 69.2 68.5 69.7 67.0 70.4 71.9 69.7 71.2 72.1 71.3 73.0 76.1 75.9
Four-Class 66.0 75.4 74.3 74.3 72.8 76.5 79.1 78.3 78.2 79.8 79.1 78.8 82.1 82.4
Binary-Class 74.8 73.9 78.8 75.9 74.8 77.2 78.1 71.9 79.5 74.1 75.2 76.6 80.3 78.3

Table 2: Mean Accuracy of 5-Fold Cross-Validation for the Various Classification Models

Model NB (%) Random Forest (%) XGBoost (%) DistilBERT (%)
BGE GTE UAE MRL ALI MUL BGE GTE UAE MRL ALI MUL

Five-Class 61.4 65.2 65.9 65.9 63.5 67.9 69.0 67.7 70.1 71.0 70.1 71.6 74.9 74.6
Four-Class 63.7 73.1 72.5 73.5 71.66 75.3 77.9 77.2 77.9 79.6 78.7 78.2 82.0 81.9
Binary-Class 74.1 71.4 77.1 73.8 72.9 75.6 76.1 70.0 78.8 73.1 73.8 75.4 79.5 77.7

Table 3: Macro-mean F1-Score of 5-Fold Cross-Validation for the Various Classification Models

NB (%) Random Forest (%) XGBoost (%) DistilBERT (%)
BGE GTE UAE MRL ALI MUL BGE GTE UAE MRL ALI MUL

Precision 64.1 72.7 71.4 76.5 65.0 72.9 72.7 73.6 70.1 73.7 68.5 77.6 76.8 75.6
Recall 62.5 70.3 71.6 74.3 64.0 72.7 72.1 74.0 70.6 72.7 68.4 77.6 77.4 75.1
F1-score 61.4 68.5 69.2 72.6 61.7 71.8 70.8 72.6 69.7 72.3 67.6 77.3 76.6 75.2
Accuracy 61.8 70.3 71.7 74.4 64.5 73.0 72.7 73.7 71.3 73.0 68.9 77.8 77.1 75.4

Table 4: Performance of the Single-Model Approach

NB (%) Random Forest (%) XGBoost (%) DistilBERT(%)
Humour Styles BGE GTE UAE MRL ALI MUL BGE GTE UAE MRL ALI MUL
Self-enhancing 61.7 80.3 81.9 82.8 70.7 76.9 85.0 80.3 81.6 80.0 73.2 82.6 86.2 79.4
Self-deprecating 66.0 72.5 76.7 80.5 65.9 70.5 66.7 77.1 67.4 75.9 71.3 79.1 77.6 76.7
Affiliative 39.2 40.5 34.9 46.5 33.7 54.5 47.3 50.0 48.5 57.4 48.0 64.9 63.0 60.2
Aggressive 56.4 62.7 69.1 72.0 58.9 71.3 67.6 67.2 65.6 66.7 62.8 74.8 67.7 70.8
Neutral 83.6 86.3 83.4 81.3 79.5 85.7 87.1 88.2 85.3 81.6 82.6 85.1 88.7 88.7

Table 5: Macro-mean F1-score for each humour style for the Single-Model Approach

achieved by the combination of MUL+XGBoost
and ALI+XGBoost, which attained a f1-score of
78.0% and an accuracy of 77.8%. Notably, in Ta-
bles 8 and 9, MUL+XGBoost was consistently used
as the four-class model in combination with vari-
ous binary models (embeddings + RF or XGBoost),
as it had previously demonstrated the best perfor-
mance among the four-class models.

The Wilcoxon signed-rank test results (Table 10)
statistically validate the improvements observed in
the two-model approach. Significant improvements
(p-value < 0.05) are evident for most metrics and
humour styles, except aggressive humour (p-value
= 0.1189). The two-model approach consistently
outperforms the single-model approach, with aver-
age increases ranging from 3.42% to 4.91% across
precision, recall, f1-score, and accuracy.

Notably, the two-model approach significantly
improved affiliative humour classification, with an
11.61% increase in f1-score. All 14 models showed
improvement for affiliative humour under this ap-
proach, suggesting more robust and accurate classi-
fication, especially for previously challenging cate-
gories like affiliative humour.

The cross-validation results (Tables 2 and 3) fur-
ther support the robustness of our findings. The
five-class models’ cross-validation accuracies and
macro-mean f1-scores generally align with final
test set accuracies and macro-mean f1-scores, in-
dicating good generalisation. The four-class and
binary-class models achieved even closer align-
ment, suggesting robust generalisation.

In summary, the two-model approach demon-
strates superior performance in humour style recog-
nition, particularly in identifying affiliative humour,
with improved performance and generalisability
across various metrics.

6 Conclusion

Automatic recognition of humour styles is a valu-
able yet challenging task with significant implica-
tions for digital humanities research, particularly
in areas such as mental health, content moderation,
and social media discourse. This study addresses
the lack of established resources by introducing a
new dataset of 1,463 instances across four humour
styles and non-humour, while providing baseline
evaluations of various models.

265



NB (%) Random Forest (%) XGBoost (%) DistilBERT (%)
Models BGE GTE UAE MRL ALI MUL BGE GTE UAE MRL ALI MUL
Four-Class 73.0 76.5 80.5 77.1 75.1 80.9 83.6 80.5 80.9 81.2 76.8 82.6 85.3 82.6
Binary-Class 76.7 70.0 74.2 74.2 73.3 75.8 78.3 71.7 71.7 74.2 70.8 80.0 78.3 79.2

Table 6: Performance Accuracy of Four-Class and Binary-Class Individual Models

NB (%) Random Forest (%) XGBoost (%) DistilBERT (%)
Models BGE GTE UAE MRL ALI MUL BGE GTE UAE MRL ALI MUL
Four-Class 70.5 73.2 78.4 76.1 73.5 80.1 82.4 79.4 78.8 80.3 75.7 81.3 85.1 81.8
Binary-Class 76.3 69.5 73.9 73.8 73.1 75.8 78.3 71.6 71.4 73.9 70.7 80.0 78.3 79.2

Table 7: Macro-mean F1-score of Four-Class and Binary-Class Individual Models

Four-Class Model -> NB MUL + XGBoost MUL + XGBoost DistilBERT

Binary-Class Model -> NB (%) Random Forest (%) XGBoost (%) DistilBERT (%)BGE GTE UAE MRL ALI MUL BGE GTE UAE MRL ALI MUL
Precision 72.7 75.0 77.9 78.1 78.3 78.6 78.5 75.5 76.3 77.2 76.5 78.6 78.2 76.8
Recall 67.2 73.6 76.3 76.3 76.3 76.9 77.2 74.5 74.9 75.9 74.9 77.8 77.5 74.8
F1-score 67.4 73.5 76.3 76.2 76.3 77.1 77.4 74.8 75.0 75.9 75.1 78.0 77.7 75.3
Accuracy 67.6 73.4 76.1 76.1 76.1 76.8 77.1 74.4 74.7 75.8 74.7 77.8 77.5 75.4

Table 8: Performance of the Two-Model Approach

Four-Class Model -> NB MUL + XGBoost MUL + XGBoost DistilBERT

Binary-Class Model -> NB (%) Random Forest (%) XGBoost (%) DistilBERT (%)BGE GTE UAE MRL ALI MUL BGE GTE UAE MRL ALI MUL
Self-enhancing 56.8 86.4 86.4 86.4 86.4 86.4 86.4 86.4 86.4 86.4 86.4 86.4 86.4 80.3
Self-deprecating 66.7 80.9 80.9 80.9 80.9 80.9 80.9 80.9 80.9 80.9 80.9 80.9 80.9 75.6
Affiliative 67.6 50.5 59.8 59.0 61.0 66.7 65.5 57.1 56.4 58.2 58.2 66.1 63.9 61.2
Aggressive 64.0 61.5 65.7 66.2 64.8 63.3 65.7 61.1 62.9 65.7 61.4 68.2 68.8 71.2
Neutral 81.7 88.4 88.4 88.4 88.4 88.4 88.4 88.4 88.4 88.4 88.4 88.4 88.4 88.1

Table 9: Macro-mean F1-score for each humour style for the Two-Model Approach

Precision Recall F1-Score Accuracy Self-enhancing Self-deprecating Affiliative Aggressive Neutral
Wilcoxon Statistics 0.0 3.0 0.0 0.0 8.0 3.0 0.0 27.0 10.0
P-value 0.000122 0.000610 0.000122 0.00220 0.0031 0.0006 0.0001 0.1189 0.0052
Average (Single-Model) 72.23 71.66 70.52 71.83 78.76 73.14 49.19 66.69 84.79
Average (Two-Model) 77.01 75.29 75.43 75.25 83.85 79.51 60.80 65.04 87.90
Model Difference 4.79 3.63 4.91 3.42 5.09 6.37 11.61 -1.65 3.11
# of improved models out of 14 14 13 14 12 13 13 14 4 11

Table 10: Wilcoxon Sign-Rank Test to Compare the Single-model and Two-model Approaches

The dataset and research have significant impli-
cations in three key areas:

1. Mental Health: Automatically identifying
humour styles can enhance mental health re-
search by enabling large-scale analysis of so-
cial media content. Different humour styles
may correlate with various mental health indi-
cators, potentially aiding in early detection of
conditions such as depression or anxiety. For
example, frequent use of self-deprecating hu-
mour might signal underlying mental health
concerns.

2. Content Moderation: The dataset can con-
tribute to more refined content moderation
systems on social media platforms. By dis-
tinguishing between different humour styles,
moderators can better identify potentially
harmful content disguised as humour, such

as aggressive or self-defeating jokes, while
allowing for benign forms of humour that en-
hance online interactions.

3. Social Media Discourse: Automatic recog-
nition of humour styles can provide valuable
insights into social dynamics and communica-
tion patterns across various online communi-
ties. This can help researchers understand how
different humour styles influence online dis-
cussions, shape public opinion, and contribute
to the spread of information or misinforma-
tion.

Our initial single-model approach struggled to
accurately recognise affiliative humour, with f1-
scores ranging from 39.2% to 64.9%. To address
this, we developed a two-model approach consist-
ing of a four-class model (merging affiliative and
aggressive styles) followed by a binary model dis-
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tinguishing between these styles. Extensive eval-
uation demonstrated the effectiveness of this ap-
proach in improving affiliative humour recognition,
achieving f1-scores of 50.5% to 66.1%, while main-
taining good performance for other styles. Further-
more, this approach offers flexibility in combining
the best models for each sub-task, optimising over-
all performance.

By introducing this dataset and baseline eval-
uations, we aim to catalyse further research and
development in these critical areas of digital hu-
manities, ultimately enhancing our understanding
of humour and its multifaceted impact on human
communication.

7 Dataset Availability

The dataset and models implemented in this study
are available to the community via the link in the
footnote 2. Additionally, thirty instances from the
dataset are included in Appendix E.

8 Limitations and Future Works

This study has several limitations. The dataset, con-
sisting of 1,463 instances, is relatively small, which
may limit the model’s generalisation capabilities.
Additionally, the inherent subjectivity of humour,
along with the observed inter-rater agreement and
annotation disagreements, underscores the chal-
lenges in consistently labelling humorous content.
The focus on English-centric jokes may also intro-
duce biases and language-specific nuances.

Future research could focus on collecting larger
and more diverse datasets from various languages
and sources to improve the robustness of the model.
Leveraging transfer learning methods, such as inter-
mediate fine-tuning on pre-trained language mod-
els, could enhance performance, especially when
data is limited. Exploring multimodal approaches
that incorporate visual, auditory, and contextual
cues, as well as personalised models that adapt to
individual preferences, could provide deeper in-
sights into humour styles. Furthermore, investi-
gating generative models for producing humorous
content in specific styles presents a promising di-
rection for further exploration.

Despite these limitations, this study lays the
groundwork for humour style recognition, paving
the way for extensive future research on compu-
tational humour analysis and its applications in

2Humour Styles Dataset: https://github.com/
MaryKenneth/Two_Model_Humour_Style

digital humanities.
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A Humour Style Websites

The website sources for the different humour styles,
along with their corresponding links, are listed in
Table 11.
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Humour Styles Website

Aggressive

Parade
Laugh factory
Reader’s digest
Pun Me

Affiliative

Reader’s digest
Independent
Happy Numbers
Laugh factory
Team building

Self-Deprecating

Tastefully Offensive
Bored Pandas
Cracked
Reddit
Buzz Feed

Self-Enhancing

Put the Kettle On
Silk and Sonder
Carley Schweet
Joyful through it all
Laura Conteuse

Table 11: List of websites from which jokes were taken.

B Mapping Jokes to Humour Style Labels

Although certain humour websites from which the
jokes were extracted do not explicitly categorise
the humour as "aggressive," "affiliative," or "self-
enhancing," there are reasonable justifications for
associating the humour found on those sites with
the respective humour styles, based on the content
and intended audience. This section outlines the
keywords and rationale for mapping jokes to the
original labels, definitions, or tags provided for
jokes on the websites.

B.1 Aggressive Humour
Aggressive humour is characterised by jokes, in-
sults, or humorous remarks that are intended to
disparage, belittle, or target particular individuals
or groups. This type of humour often involves
sarcasm, mockery, and put-downs, and it can be
perceived as offensive or hostile by the targeted
parties.

B.1.1 Equivalence classes (Website Keywords)
• Dark (inappropriate) Jokes: Dark (inap-

propriate) jokes are identified as being cruel,
morbid, or offensive to some, which aligns
with the characteristics of aggressive humour
(Tang et al., 2022).

• Insult: Insult is an offensive remark or action
intended to mock or belittle the target (Cam-
brige Dictionary (https://rb.gy/l0b2sz)).

Insult is a key characteristic of aggressive hu-
mour (Martin et al., 2003).

B.2 Affiliative Humour

Affiliative humour is characterised by jokes, witty
remarks, or humorous anecdotes that are intended
to amuse others, facilitate social interactions, and
strengthen relationships. This type of humour is
non-hostile, benign, and often used to create a pos-
itive, inclusive atmosphere.

B.2.1 Equivalence classes (Website Keywords)
• Icebreakers Jokes for Work Meetings:

This jokes are typically used to create a re-
laxed and friendly environment in profes-
sional or group settings.They are meant to
facilitate social interactions and put people at
ease, which aligns with the goals of affiliative
humour (Cooper and Dickinson, 2013).

• International Day of Happiness: Jokes
shared on occasions like the International
Day of Happiness are typically intended to
spread positivity, joy, and laughter among peo-
ple. Such jokes are designed to bring people
together and create a shared experience of
amusement, which aligns with the goals of
affiliative humour

• Friendship: Jokes meant to be shared among
friends are often used to strengthen bonds, cre-
ate shared laughter experiences, and reinforce
the positive aspects of friendship. This type
of humour is non-threatening and aimed at
building connections, which is a characteristic
of affiliative humour.

• Family jokes: Jokes shared within families
are often intended to create a sense of bond-
ing, shared laughter, and enjoyment. Family
jokes are generally non-offensive and serve
to strengthen familial relationships, which is
a characteristic of affiliative humour (Hedin
et al., 2012; Gyasi, 2023).

• Classroom: Humour shared between teachers
and students, or within educational settings, is
often used to create a positive and engaging
learning environment. These jokes are likely
meant to connect with students and foster a
sense of camaraderie, which is in line with
affiliative humour (Deiter, 2000; Jeder, 2015)

B.3 Self-deprecating Humour

Self-deprecating humour is a type of humour in
which individuals make fun of their own flaws,
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weaknesses, or mistakes. It involves mocking or
belittling oneself in a humorous way.

B.3.1 Equivalence classes (Website Keywords)
• Self-deprecating: The title on the websites

directly states that the quotes and captions are
"self-deprecating," implying that they involve
humour directed at oneself in a self-mocking
or self-effacing manner. Given the explicit use
of the term "self-deprecating" in the titles of
the websites, the jokes found on these sites
are labelled as self-deprecating jokes.

B.4 Self-enhancing Humour

Self-enhancing humour is characterised by jokes,
witty remarks, or humorous anecdotes that are in-
tended to promote a positive self-image, boost self-
confidence, and enhance one’s sense of self-worth.
This type of humour often involves self-affirmation,
playful boasting, or exaggerating one’s positive
qualities in a light-hearted and non-hostile manner.

B.4.1 Equivalence classes (Website Keywords)
• Self-love: Self-love, involves deliberately

prioritising oneself, supporting your needs
and desires, and respecting your limitations.
It entails refraining from self-criticism, re-
gret, shame, or guilt, and confronting uncom-
fortable emotions rather than avoiding them
(Cleveland Clinic, 2024). Self-love is closely
tied to self-enhancement, as it involves pro-
moting a positive self-image and boosting self-
confidence. Humorous texts that encourage
self-love can be seen as self-enhancing, as
they aim to make one feel better about them-
selves and promote self-acceptance.

• Self-care: Self-care is the intentional prac-
tice of dedicating time to activities that pro-
mote overall well-being, encompassing both
physical and mental health benefits. By effec-
tively managing stress, reducing the risk of
illness, and increasing energy levels, self-care
fosters a healthier lifestyle (National Institute
of Mental Health, 2024). A key aspect of
self-care is cultivating a positive self-image
and nurturing one’s own well-being. In this
context, humorous texts that aim to promote
self-affirmation and boost self-confidence can
be seen as self-enhancing, as they seek to en-
hance an individual’s self-worth and overall
sense of well-being.

C Word Clouds of Humour Styles
Phrases

Figure 1 provides a selection of examples from the
dataset for each humour style. Figures 4, 5, 6, and 7
represent word clouds of the most common words
associated with each of the humour styles in the
created dataset. Figures 4 and 6 reveal a prevalence
of positive phrases, including self-love, laughter,
good, love, friends, and happy, in self-enhancing
and affiliative humour. In contrast, Figures 5 and 7
highlight the presence of negative phrases, includ-
ing ugly, fat, stupid, bad, depression, and mistakes,
in self-deprecating and aggressive humour styles.

Figure 4: Most Frequent Self-Enhancing Phrases

Figure 5: Most Frequent Self-Deprecating Phrases

Figure 6: Most Frequent Affiliative Humour Phrases

271



Figure 7: Most Frequent Aggressive Humour Phrases

D Annotation Disagreement

Table 12 presents examples of jokes where the three
human annotators (A1, A2, and A3) for each of the
jokes disagreed on the annotation labels, as dis-
cussed in Section 3.3. The labels are interpreted
as follows: self-enhancing (0), self-deprecating
(1), affiliative (2), aggressive (3), and neutral (4).
To gain insight into the annotation process, each
rater, along with the LLM models, was asked to
provide a rationale for their label assignments. Be-
low, we summarise the reasons behind the label
assignments for four of these jokes.

JOKE: Insanity is hereditary, - You get it from your
children.

The annotators had varying interpretations of
this joke, which are summarised below:

• Affiliative -2 (Copilot, ChatGPT, and A3):
This joke is light-hearted and relatable, play-
ing on the common experiences of parenting.
It is inclusive and bonding, fostering a sense
of shared understanding.

• Self-enhancing -0 (A1 and Claude): The
joke-teller uses a playful and light-hearted
tone to poke fun at themselves, without be-
ing overly self-critical. The joke does not
come across as aggressive or hostile towards
anyone.

• Self-deprecating -1 (HuggingChat): Al-
though not aggressive or mocking, the joke
can be seen as self-deprecating. It humorously
comments on the challenges of parenting, im-
plying that the joke-teller is not immune to the
stresses of parenthood.

• Aggressive -3 (A2): In contrast, one annotator
interpreted the joke as aggressive, believing
that it mocks and belittles parents.

JOKE: Don’t worry if you’re a kleptomaniac, you
can always take something for it.

• Affiliative -2 (Claude, Copilot, ChatGPT,

and A3): This joke uses a lighthearted
and playful tone to make a humorous com-
ment about kleptomania, potentially creating
a sense of shared understanding and cama-
raderie. Its intention is to be humorous rather
than offensive.

• Self-enhancing -0 (A1): The joke-teller at-
tempts to reframe their mental health disorder
in a positive light, presenting it in a humorous
and optimistic way.

• Self-deprecating -1 (HuggingChat): The
joke can be seen as self-deprecating, as it hu-
morously acknowledges the potentially em-
barrassing or shameful nature of kleptomania.

• Aggressive -3 (A2): In contrast, one annotator
interpreted the joke as aggressive, believing
that it belittles and mocks individuals with
kleptomania, a mental health disorder.

JOKE: Always follow your dreams. Except for
that one where you’re naked at work.

• Affiliative -2 (Copilot, ChatGPT, and A1):
This joke takes a common piece of advice and
adds a humorous twist that many people can
relate to. It aims to create a sense of shared
amusement over a common anxiety.

• Self-enhancing -0 (A2): The speaker presents
themselves as someone who can laugh at
their own imperfections and embarrassing mo-
ments, showcasing a positive coping mecha-
nism.

• Self-deprecating -1 (HuggingChat and
Claude): The joke uses self-deprecation to
poke fun at the embarrassing nature of certain
dreams, with the joke-teller willingly making
themselves the target of the humour.

• Neutral -4 (A3): This joke is interpreted as
a neutral observational joke, lacking strong
emotional undertones and instead focusing on
a humorous observation.

JOKE: Never get stuck behind the Devil in a Post
Office queue! The Devil can take many forms.

• Neutral -4 (HuggingChat, Copilot, Chat-
GPT, and A3): This joke is a lighthearted
commentary on the frustrations of waiting in
line, without any specific target or malicious
intent.

• Affiliative -2 (Claude and A1): The joke cre-
ates a sense of shared understanding and ca-
maraderie around the common experience of
waiting in line, which most people can relate
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to.
• Aggressive (A2): In contrast, one annota-

tor interpreted the joke as aggressive, as the
Devil’s representation of negative traits or be-
haviours could be seen as a critique of people
in general.

E Sample Jokes Dataset

In this section, we showcase a random selection
of thirty samples from our jokes dataset (see Table
13). Each sample consists of the joke content paired
with its corresponding label, providing a glimpse
into the dataset’s composition and structure. For
reference, the labels are interpreted as follows:

• Self-enhancing: 0
• Self-deprecating: 1
• Affiliative: 2
• Aggressive: 3
• Neutral: 4
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Jokes A1 A2 A3 Hugging
Chat

Claude Copilot Chat-
GPT

Insanity is hereditary, - You get it from your children. 0 3 2 1 0 2 2
Gravity doesn’t exist: the earth sucks. 0 4 3 4 0 4 4
Did you hear about the Scottish Kamikaze pilot? He
crashed his plane in his brother’s junkyard

3 4 2 3 3 3 3

Biology grows on you 4 3 2 2 4 4 4
Don’t worry if you’re a kleptomaniac, you can always take
something for it

0 3 2 1 2 2 2

To steal from one is plagiarism. To steal from many is
research

2 3 4 1 0 2 2

If all else fails, lower your standards 2 1 4 1 1 1 1
There are only 3 things that tell the truth: 1 - Young Chil-
dren 2 - Drunks 3 - Leggings

1 3 4 2 4 2 2

Never get stuck behind the Devil in a Post Office queue!
The Devil can take many forms.

2 3 4 4 2 4 4

Always follow your dreams. Except for that one where
you’re naked at work.

2 0 4 1 1 2 2

Table 12: Annotation Disagreement

Jokes Labels
Is that your nose or are you eating a banana? 3
Q: Why did the witches’ team lose the baseball game? A: Their bats flew away. 2
Act your age, not your shoe size. 3
I may be trash, but I burn with a bright flame 1
Yeah, I know. I hate me too. 1
“The secret of staying young is to live honestly, eat slowly, and lie about your age.” 0
“I got it all together. But I forgot where I put it.” 0
A man on a date wonders if he’ll get lucky. A woman already knows. 2
Here’s how unfair the tax system is in each state 4
Is a death sentence really a death sentence? 4
Trump’s new military plan will cost 150 billion dollars – at the very least 4
He is so short, his hair smells like feet. 3
You should be in commercials for birth control. 3
“The road to success is dotted with many tempting parking spaces.” 0
If I had a face like yours, I’d sue my parents! 3
“I’m not perfect, but I’m perfectly me.” 0
Why don’t scientists trust atoms? Because they make up everything! 2
Don’t mind me. I’m just having an existential crisis. Move along, folks. 1
I can’t talk to you right now, tell me, where will you be in 10 years? 3
A wise woman once said, “fuck this shit” and lived happily ever after. 0
He is depriving a village somewhere of an idiot. 3
Dad: "Can I see your report card, son?" Son: "I don’t have it." Dad: "Why?" Son: "I gave it to
my friend. He wanted to scare his parents."

2

“The elevator to success is out of order. You’ll have to use the stairs, one step at a time.” 0
“I’m not the kind of guy who has a huge weight problem, but I am the kind of guy who could
really put the brakes on an orgy. Everyone would be like, ‘Was he invited? Why is he eating a
cake?’ I’ve never been in an orgy, but I feel like it’d be like what happens when I try to play
pickup basketball: No one passes me the ball, and everyone asks me to keep my shirt on.”

1

“I’m a self-love junkie. Can’t get enough of this good stuff!” 0
“If I could rearrange the alphabet, I’d put ‘U’ and ‘I’ together.” 2
“Let your light shine bright so the other weirdos can’t find you” 0
Did you hear about the magic tractor? It turned into a field. 2
I don’t have a nervous system. I am a nervous system! 1
How to build muscle: proven strength lessons from milo of croton 4

Table 13: Samples from the Humour Styles Dataset
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Abstract

This study aims to address the challenges
posed by sandhi in Vedic Sanskrit, a phe-
nomenon that complicates the computational
analysis of Sanskrit texts. By focusing on
sandhi reversion, the research seeks to improve
the accuracy of processing Vedic Sanskrit, an
older layer of the language. Sandhi, a phono-
logical phenomenon, poses challenges for text
processing in Sanskrit due to the fusion of
word boundaries or the sound change around
word boundaries. In this research, we devel-
oped a transformer-based model with a novel
n-gram preprocessing strategy to improve the
accuracy of sandhi reversion for Vedic. We cre-
ated character-based n-gram texts of varying
lengths (n = 2, 3, 4, 5, 6) from the Rigveda, the
oldest Vedic text, and trained models on these
texts to performmachine translation from post-
sandhi to pre-sandhi forms. In the results, we
found that the model trained with 5-gram text
achieved the highest accuracy. This success is
likely due to the 5-gram’s ability to capture the
maximum phonemic context in which Vedic
sandhi occurs, making it more effective for the
task. These findings suggest that by leverag-
ing the inherent characteristics of phonologi-
cal changes in language, even simple prepro-
cessing methods like n-gram segmentation can
significantly improve the accuracy of complex
linguistic tasks.

1 Introduction

1.1 Sandhi in Sanskrit
Vedic Sanskrit represents an earlier stage of the
Sanskrit language, characterized notably by its
unique system of accentuation, where the meaning
of words in Vedic can vary depending on the posi-
tion of the accent.
Sandhi refers to a phonological/phonetic

phenomenon wherein certain conditions induce
changes in the sounds of adjacent words or
morphemes (Macdonell, 1910). This phenomenon

is divided into two types: external sandhi, which
involves sound changes at the junctions between
words in a sequence, and internal sandhi, which
affects the internal structure of words, such as in
the derivation of nouns and verbs.
For instance, when the words yás (“who/which”,

a relative pronoun in the nominative singular mas-
culine), hatvā́ (“having killed”, absolutive of the
verb han), and áhim (“a snake”, a noun in the ac-
cusative singular) consecutively in a sentence, they
have a surface form like yó hatvā́him (Rigveda
2.12.3a) meaning “[Indra,] who [...] after killing
the snake”. The final two sounds of yás change
to -ó before the voiced sound h-. Additionally,
the final vowel -ā́ of hatvā́ and the initial vowel
á- of áhim merge into -ā́-. Conversely, when the
same word hatvā́ is followed by pr̥thivyā́m (“on
the earth”), it becomes hatvā́ pr̥thivyā́m (Rigveda
1.100.18b), meaning “After [he] struck [Dasyus
and Śimyus, felled them] on the earth.” In this case,
the final vowel -ā́ of hatvā́ does not alter before the
voiceless stop p-. Hence, external sandhi varies ac-
cording to the boundary sounds of adjacent words
in a sentence. Internal sandhi, in contrast, can alter
the sound at the morpheme boundary, as illustrated
by the example of the genitive singular form of
the stem tanú- (“body”) is tanv-às. Internal sandhi
also undergoes variations depending on the adja-
cent sounds, similar to external sandhi.
In general, Sanskrit texts preserve the forms re-

sulting from sandhi rules as they are. Therefore,
to analyze Sanskrit texts, it is essential to identify
the original word forms prior to the sound changes
imposed by sandhi.
Despite the precise definition of sandhi rules, re-

versing the transformations to recover pre-sandhi
forms poses significant challenges, whether done
manually or via computational methods. To ac-
curately revert hatvā́him back to the two separate
words hatvā́ and áhim, one must have knowledge
of the word forms: the absolutive hatvā́ of the verb
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han (“kill”) and the accusative singular áhim of
the noun áhi- (“snake”). When attempting to seg-
ment the phonetic sequence h-a-t-v-ā́-h-i-m into
two parts, one must first determine the necessity
of splitting. If splitting is required, a sequence con-
taining a long vowel -ā- without consideration of
accent, may yield four potential outcomes: -ă ă-
, -ă ā-, -ā ă-, and -ā ā- (For clarity, short vowels
are indicated with ă.). Furthermore, when taking
accent into account, numerous additional possibil-
ities arise, including sequences where both parts
bear an accent, or sequences where only one part
is accented, e.g. ihā́sti = ihá asti, índrā́ = índra ā́.

1.2 Necessity of Sandhi Reversion

The process of restoring word sequences in a text
from their post-sandhi forms back to their origi-
nal, pre-sandhi forms is termed sandhi reversion
or the act of reverting sandhi in this paper. Sandhi
reversion is essential for accurately understanding
and analyzing Sanskrit texts, as the phenomenon of
sandhi causes phonetic changes that can obscure
the original word boundaries. To perform sandhi
reversion effectively, it is necessary to consider not
only the given phonetic sequence but also the mor-
phological and syntactic context in which these
forms appear.
As discussed in the previous section (section

1.1), Sanskrit texts are predominantly written in
their post-sandhi forms. This convention presents
a challenge for linguistic analysis and compu-
tational processing, as it complicates the direct
extraction and identification of individual words
from the text. Thus, sandhi reversion becomes a
crucial preprocessing step in many aspects of San-
skrit language processing, enabling scholars and
computational tools to work with the underlying
word forms rather than their modified, surface-
level representations.
The reversion of external sandhi, in particular,

which involves converting a continuous sentence
into a series of discrete words, is vital in various do-
mains such as natural language processing (NLP),
philology, and linguistics. External sandhi impacts
word recognition and syntactic analysis, and its ac-
curate reversion is necessary to ensure proper word
segmentation and syntactic parsing in these fields.
Therefore, this study focuses on external sandhi.
For the remainder of this paper, the term “sandhi”
will refer exclusively to external sandhi, reflecting
its primary importance for our objectives.

2 Related Work

Given the vast corpus of Sanskrit texts, manually
reverting all instances of sandhi is impractical and
time-consuming. As a result, numerous computa-
tional methods for sandhi reversion have been de-
veloped over the years to automate this process.
Recent research has shown that machine

learning-based sandhi reversion is more accurate
than previous rule-based approaches. The fol-
lowing sections review major studies that have
employed machine learning techniques for sandhi
reversion.

2.1 seq2seq2 + Attention / Classic
Reddy et al. (2018) approached sandhi reversion
by treating a post-sandhi sentence as the source
text and a pre-sandhi sentence as the target text, ef-
fectively framing the problem as a translation task.
They applied a sequence-to-sequence (seq2seq)
model with attention mechanisms, utilizing Sen-
tencePiece (Schuster and Nakajima, 2012) for pre-
processing. This approach facilitated the creation
of a translation model that could convert post-
sandhi sentences back to their pre-sandhi forms.
The study utilized a dataset (Krishna et al., 2017)
of approximately 100,000 sentences to train the
model.
The method involved segmenting sentences as

demonstrated below, where spaces (represented by
underscores, _) are treated as individual characters,
and each resulting segment is considered a word
within the restructured sentence:

(original) putraṁ vaṁśakaraṁ rāma nr̥-
pasaṁnidhau
(sentencepiece) _putraṁ _vaṁś akar
aṁ_rāma nr̥pa [sic.] 1 saṁnidh au

2.2 RNN + CNN / Classic + Vedic
Hellwig and Nehrdich (2018) developed a neu-
ral network model that combines Recurrent Neu-
ral Networks (RNNs) and Convolutional Neural
Networks (CNNs) using character-based n-grams
to address the challenge of sandhi reversion in
Sanskrit texts. Their study evaluated the perfor-
mance of various models, including the seq2seq
approach by Reddy et al. (2018), and demonstrated
that their CNN+RNN model outperformed previ-
ousmethods in terms of accuracy and effectiveness
for sandhi reversion.

1An underscore should be placed before nr̥pa.
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The dataset used in the study comprised both
Classical Sanskrit and Vedic Sanskrit texts. How-
ever, it is important to note that the Vedic Sanskrit
texts in the dataset had their accent marks removed.
As a result, the sandhi reversion model developed
in this study cannot be directly applied to Vedic
Sanskrit texts that include accent marks. In Vedic
Sanskrit, where the meaning can change based on
the position of the accent within a word, the ab-
sence of accent information in the dataset prevents
accurate reconstruction of the original accentua-
tion patterns. Thus, restoring the accents in Vedic
Sanskrit from texts without them is not feasible us-
ing this model.

3 Method

This study addresses the task of translating text
from post-sandhi to pre-sandhi forms, building
upon the approaches discussed in the related work
section (section 2). The objective is to develop
a model that accurately reverses the sandhi pro-
cesses, thereby restoring the original word bound-
aries in Vedic Sanskrit texts.

3.1 N-gram translation
In this study, a new “sentence” is treated as one
that is composed of character-based n-grams of a
given sentence. A character-based n-gram divides
the sentence into n-character units.
For example, y/o+hatv/āhim (= yó hatvā́him)

shown in the section 1.1. When n = 3, for both post-
sandhi y/o+hatv/āhim and pre-sandhi y/aḥ hatv/ā
/ahim the texts result in the following n-grams:

y/o /o+ o+h +ha hat atv tv/ v/ā /āh āhi
him (post-sandhi)
y/a /aḥ aḥ+ ḥ+h +ha hat atv tv/ v/ā /ā+
ā+/ +/a /ah ahi him (pre-sandhi)

In these examples, acute accent marks are repre-
sented by slashes, and spaces by plus signs.
This method differs from the n-gram method of

Kitagawa and Komachi (2018) and its derivative
by Hellwig and Nehrdich (2018). In their meth-
ods, each character-based input layer simultane-
ously embeds n-gram strings starting/ending with
that character.Consequently, all n-grams within a
specified range are used as input for a single model.
In contrast, our method treats each segment ar-
ranged in n-grams as a word unit.
Character-based n-gram texts were generated

for n = 2, 3, 4, 5, 6. In addition to these n-gram

variations, an original text was prepared with no
further processing beyond transliteration. These
six types of texts were utilized as training data, as
described in section 3.2. The model, detailed in
Section 3.3, was then trained on each set of texts
to performmachine translation from post-sandhi to
pre-sandhi forms. This comprehensive approach
allows for the assessment of how different n-gram
lengths affect the model’s ability to accurately per-
form sandhi reversion.

3.2 Training datasets
The primary text used in this study is the electronic
version of the Rigveda provided by Martínez Gar-
cía and Gippert (1995). The Rigveda, a central text
within the Vedic corpus, exists in several versions,
including the Saṁhitāpāṭha, which represents the
post-sandhi form, and the Padapāṭha, which pro-
vides a pre-sandhi form. The Padapāṭha is a later
interpretative text based on the Saṁhitāpāṭha, cre-
ated to disambiguate the text by resolving the ef-
fects of sandhi.
Due to the inherent ambiguities involved in

sandhi reversion, the Padapāṭha is considered one
of several possible interpretations of the R̥gveda
Saṁhitā. Despite this, having paired post-sandhi
and pre-sandhi texts is invaluable for supervised
machine learning tasks. With approximately
10,000 verses, the Rigveda provides a substantial
and well-suited dataset for training models to per-
form sandhi reversion.

3.3 Model
In this study, we address the problem of sandhi
reversion as a translation task, converting post-
sandhi text (Saṁhitāpāṭha) into pre-sandhi text
(Padapāṭha). To accomplish this, we developed a
transformer-based translation model.
Our approach focuses on preprocessing and the

preprocessing strategy is designed to be indepen-
dent of the specific machine translation architec-
ture, making it compatible with the state-of-the-art
architecture. 2

4 Results

Table 1 presents the Precision, Recall, and F1
scores for models with six different types of text:
onemodel trained on the original, unprocessed text
(denoted as “Word”) and five models trained on

2The model, dataset, and associated scripts is available at
https://github.com/Yuzki/SktTool.
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character-based n-gram texts with varying length
(n = 2, 3, 4, 5, 6). These metrics provide a compre-
hensive evaluation of the model’s performance in
translating post-sandhi to pre-sandhi forms across
different preprocessing strategies.
For comparative purposes, Table 2 displays

the performance metrics reported by Hellwig and
Nehrdich (2018) for their combined CNN and
RNN model, alongside results from earlier studies.

Precision Recall F1
Word 95.0 96.6 95.8
2-gram 87.8 88.3 88.1
3-gram 94.8 95.9 95.4
4-gram 95.8 97.2 96.5
5-gram 96.0 97.7 96.8
6-gram 95.3 97.2 96.2

Table 1: Precision, Recall, and F1 of each n-gram text
and the original text.

Precision Recall F1
Hellwig (2015b) 91.8 91.8 94.8
Reddy et al. (2018) 90.2 88.4 93.3
Transformer 5K 94.9 94.5 96.5
rcNNsplit

short 94.6 94.8 96.7

Table 2: Excerpt from Table 3 in Hellwig and Nehrdich
(2018).

The training and evaluation times for each
model are not a primary focus of this study, be-
cause the computational efficiency is less of a con-
cern for Sanskrit, an ancient language with a rel-
atively fixed corpus, compared to the modern lan-
guages with increasing linguistic resources.
The results indicate that the sandhi reversion

model trained on 5-gram text achieves the high-
est Precision, Recall, and F1 scores among all the
models tested. Notably, these scores are slightly
higher than those reported for the most accurate
sandhi reversion model using the combined RNN
+ CNN approach by Hellwig and Nehrdich (2018),
even though the datasets used in the two studies
differ.

5 Limitations

While the proposed n-gram-based preprocessing
method showed promising results, several limita-
tions remain. First, the dataset used in this study

was limited to the Rigveda, and the model’s effec-
tiveness on other Vedic or Classical Sanskrit texts
remains to be evaluated. Additionally, although
the 5-gram model performed well, this approach
may not generalize to texts with different phono-
logical structures, such as accentless Sanskrit texts.
Another limitation is the reliance on the Padapāṭha
as the pre-sandhi form, which is one of several pos-
sible interpretations of the Rigveda.

6 Conclusion

The results of this study demonstrate that some
models utilizing n-gram preprocessing outperform
the model with no special text processing. The
highest accuracy is particularly achieved when n
= 5 (Table 1).
This n value is thought to be related to the phono-

logical environment in which sandhi occurs. The
maximum number of phonemes in the environ-
ment where sandhi occurs is five: /a s + X -; where
/ denotes an accent, + denotes a space, and X repre-
sents an arbitrary voiced sound. Therefore, when
n = 5, the n-gram text adequately includes this se-
quence, potentially resulting in the highest accu-
racy. However, it is predicted that n = 4 will yield
the highest accuracy for texts in Classical Sanskrit,
which does not have accents.
By demonstrating the effectiveness of n-gram

preprocessing, this study shows that the approach
is independent of the specific translation architec-
ture used. This flexibility implies that our method
can be adapted to future innovations in translation
tasks, regardless of the underlying architecture.
Although the corpus of Vedic texts is smaller

than that of Classical texts, Vedic language pro-
cessing remains in its early stages. Implementing
sandhi reversion as a preprocessing technique sig-
nificantly advancesVedicNLP by facilitating tasks
such as named entity recognition and intertextual
comparison based on word occurrences.
Furthermore, this n-gram segmentation method

is not restricted to the sandhi reversion problem in
Vedic Sanskrit; it is also applicable to word seg-
mentation challenges in Classical Sanskrit, which
lacks accents, as well as in other languages. In
these contexts, using n-grams with a size close to
or matching the maximum string length of the rel-
evant phonetic sequences in each language is ex-
pected to yield high accuracy.

278



References
Oliver Hellwig and Sebastian Nehrdich. 2018. San-
skrit word segmentation using character-level recur-
rent and convolutional neural networks. In Proceed-
ings of the 2018 Conference on Empirical Methods
in Natural Language Processing, pages 2754–2763.
Association for Computational Linguistics.

Yoshiaki Kitagawa and Mamoru Komachi. 2018. Long
short-term memory for japanese word segmentation.
In Proceedings of the 32nd Pacific Asia Conference
on Language, Information and Computation. Asso-
ciation for Computational Linguistics.

Amrith Krishna, Pavan Kumar Satuluri, and Pawan
Goyal. 2017. A dataset for sanskrit word segmen-
tation. In Proceedings of the Joint SIGHUM Work-
shop on Computational Linguistics for Cultural Her-
itage, Social Sciences, Humanities and Literature,
pages 105–114. Association for Computational Lin-
guistics.

Arthur Anthony Macdonell. 1910. Vedic grammar.
Verlag von Karl J. Trübner.

F. J. Martínez García and J. Gippert. 1995. Plain text re-
trieval, thesaurus indogermanischer text- und sprach-
materialien. Online; accessed 17 October 2022.

Vikas Reddy, Amrith Krishna, Vishnu Sharma, Prateek
Gupta, Vineeth M R, and Pawan Goyal. 2018. Build-
ing a word segmenter for sanskrit overnight. In
Proceedings of the Eleventh International Confer-
ence on Language Resources and Evaluation (LREC
2018). European Language Resources Association
(ELRA).

Mike Schuster and Kaisuke Nakajima. 2012. Japanese
and korean voice search. In 2012 IEEE Interna-
tional Conference on Acoustics, Speech and Signal
Processing (ICASSP), pages 5149–5152. IEEE.

279



Proceedings of the 4th International Conference on Natural Language Processing for Digital Humanities, pages 280–288
November 16, 2024. ©2024 Association for Computational Linguistics

Enhancing Swedish Parliamentary Data: Annotation, Accessibility, and
Application in Digital Humanities

Shafqat Mumtaz Virk
University of Gothenburg, Sweden

shafqat.virk@svenska.gu.se

Claes Ohlsson
Linnaeus University, Sweden

claes.ohlsson@lnu.se

Henrik Björck
University of Gothenburg, Sweden

henrik.bjorck@lir.gu.se

Nina Tahmasebi
University of Gothenburg, Sweden

nina.tahmasebi@gu.se

Leif Runefelt
Södertörn University, Sweden

leif.runefelt@sh.se

Abstract

The Swedish bicameral parliament data
presents a valuable textual resource that is of
interest for many researches and scholars. The
parliamentary texts offer many avenues for re-
search including the study of how various af-
fairs were run by governments over time. The
Parliament proceedings are available in tex-
tual format, but in their original form, they are
noisy and unstructured and thus hard to explore
and investigate. In this paper, we report the
transformation of the raw bicameral parliament
data (1867-1970) into a structured lexical re-
source annotated with various word and doc-
ument level attributes. The annotated data is
then made searchable through two modern cor-
pus infrastructure components which provide a
wide array of corpus exploration, visualization,
and comparison options. To demonstrate the
practical utility of this resource, we present a
case study examining the transformation of the
concept of ’market’ over time from a tangible
physical entity to an abstract idea.

1 Introduction

In recent years, the digitization of historical and
contemporary text has facilitated valuable research
in text-based fields particularly in digital human-
ities. While newspapers and literature offer im-
portant avenues, parliamentary text are both com-
plementary and important sources of knowledge.
In this paper, we present the digitized Swedish
bicameral parliamentary data annotated with vari-
ous token and text level attributes. The corpus is
made accessible through the modern corpus infras-
tructure of Språkbanken, the Swedish Language
Bank1. By applying a range of token and text-level
annotations, we aim to enhance the accessibility
and usability of the parliamentary records, mak-
ing them a valuable resource for a broad range of
research inquiries.

1https://spraakbanken.gu.se/

The annotation process involves several layers,
from basic tokenization to more advanced linguis-
tic tagging. For this purpose, we rely on sev-
eral in-house developed and external annotation
tools. These annotations not only help in structur-
ing the data but also enable researchers to extract
meaningful patterns and insights that would other-
wise remain obscured. Furthermore, by integrating
these annotated records into a modern and well-
established corpus infrastructure, we ensure that
the data is both easily accessible and scalable for
various computational analyses.

To illustrate the practical value of our enriched
parliamentary data, we present a case study that
explores the evolution of market-related language
within legislative and political discourse. Today,
the market is a ubiquitous concept in both profes-
sional and private matters. However, this was not
always the case historically, and ’the market’ has
gradually developed into the central concept it is
today. While conceptual history studies have exam-
ined the market, particularly in later periods (Leary,
2019), a continuous description of the market as
a concept across various contexts and discourses
remains lacking. In response to this gap, a project
called "The Market Language"2 aims to provide
an empirical based analysis of the market concept
and its usage in Sweden, utilizing available corpora
(Ohlsson et al., 2022).

Historically, the concept of "the market" has un-
dergone transformation from an original meaning
as a tangible, physical and time-specific space for
trade, to more abstract notions like the "iron mar-
ket," and eventually to a role of an active agent with
the potential for influencing professional or private
daily life, as in expressions such as "the market
reacted badly to the latest inflation news." This
linguistic and semantic shift reflects broader socio-
economic changes and raises numerous research

2https://www.gu.se/forskning/marknadens-sprak-studier-
i-talet-om-marknader-fran-medeltid-till-nutid
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questions of interest to both linguists and historians
and also scholars in several other disciplines. For
instance, when and how did this conceptual shift
in market language occur? Are there discernible
linguistic patterns associated with different types
of semantic change? Can linguistic changes in how
“market” is used be related to social and historical
development or changes and also vice versa?

The annotated parliamentary texts offer a rich
and structured resource for investigating these ques-
tions. Through this case study, we demonstrate the
potential of our annotated corpus not only as a
tool for linguistic analysis but also as a gateway to
deeper historical inquiries, as done in (De Bolla,
2023) as an example.

By enabling researchers to trace the usage, fre-
quency, and context of market-related terms across
time, our corpus can provide insights into the fac-
tors driving these linguistic transformations. Study-
ing the change in meaning of the concept of “mar-
ket” in the Swedish language offers several advan-
tages as an example of how parliamentary data has
been incorporated into the corpus infrastructure.
The word “market,” or “marknad” in Swedish, has
a consistent lexical form over time, making it a
good candidate for annotation. Additionally, “mar-
ket” is a concept that appears across various types
of texts or discourses. This allows for comparisons
between its use in political or legislative discourse
and its use in other corpora within the infrastruc-
ture, such as media or literary texts. Furthermore,
existing research and studies have shown examples
and parts of the development of the word “market,”
from the primarily concrete meaning that is still in
use, to become increasingly abstract. The possibil-
ity to use a large set of discourse-specific data such
as the parliamentary corpus, opens for showing a
fuller picture of this development over time.

2 The Swedish Parliament Data

The history of the Swedish parliament or Riksdag
starts in the 15th century when the Riksdag of the
Estates was formed with roots in parliamentary
gatherings of Swedish noblemen that span much
longer. In the early modern era, this type of parlia-
ment was replaced with the bicameral parliament
in 1867, which was in function until 1970 when
the current one chamber parliament of the mod-
ern Riksdag was installed. The bicameral Riksdag
existed at a time when Sweden as a society was
subject to many changes and went from being a

poor, war-ridden and mostly rural country to be-
coming a modern and industrialized nation with a
strong focus on democratic and emancipated val-
ues. The fundamentals of today’s democratic form
of government were essentially laid out, debated,
and tried during the periods of the late 1800s and
first half of the 1900s when the bicameral parlia-
ment was in function. This makes the texts of the
bicameral Riksdag important for researchers and
scholars from several disciplines and there are other
projects focusing on making other features than
purely linguistic ones more available such as the
The Open Parliament Laboratory (OPaL)3 at Öre-
bro University in Sweden and also the SWERIK4

project. Similar efforts to make parliamentary data
more available for especially research purposes can
be found in the ParlaMint project that encompasses
comparable corpora of parliamentary debates from
29 European countries and regions. This is a valu-
able resource for synchronic data, but the inclu-
sion of the Swedish bicameral parliament data also
makes older, historical datasets available for re-
search.

The texts of the bicameral parliament of 1867 to
1970 were scanned by the Royal Library and are
available in pdf format via the Riksdag website5

and the Royal Library of Sweden6. The download-
able data files contain some metadata regarding
type of text and year but are otherwise unstructured
and difficult to use for large-scale searches or for
linguistic analysis purposes. The files are also pre-
sented per year, which makes the total sum of text
files that are accessible relatively high. This makes
the data set problematic to handle as a bundle for
both researchers, and particularly, an interested
public. The interface where the original pdf files
can be reached is not developed for quick access to
the material in full.

To overcome some of these obstacles, we have
transformed the bicameral parliament data into a
structured lexical resource by enriching it with a
set of word and text level attributes. We have
also made the data searchable though Korp and
Strix, which are modern corpus infrastructure tools
developed and maintained at Språkbanken Text 7

(the Swedish Language Bank) at the University of

3https://www.oru.se/english/research/
research-environments/hs/opal--/

4https://swerik-project.github.io
5https://www.riksdagen.se/en/
6https://www.kb.se/in-english.html
7https://spraakbanken.gu.se/
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Gothenburg. These tools provide a range of options
to easily access, explore, visualize, and compare
the data that were not previously available.

3 The Corpus Categories and Statistics

The Swedish bicameral parliament data encom-
passes a variety of text types, including protocols,
debates, and motions from individual members of
parliament. The type categorization of the material
is the original structure of the scanned text file and
is used also for our integration of the parliamen-
tary data into the corpus infrastructure, since the
categories are based on the different text types of
the parliamentary practices. The use of type cate-
gorization opens for more specialized searches and
also for comparisons of different text types within
the data set as well as with texts from both previous
and contemporary parliamentary resources. Table
1 shows the list of corpus categories, and statistics
on number of documents, sentences and tokens in
each category. As can be noted, there are roughly
190k, 46M and 0.9B number of documents, sen-
tences, and words respectively in total. The data
contains some metadata as aforementioned (type
and year information). These categories follow the
rationale for parliamentary work over the period
1867 to 1970, with focus on the process of propos-
ing and debating legislature. 10 different categories
are distinguished (as shown in Table 1) and these
are now searchable through the interfaces Korp and
Strix.

4 The corpus infrastructure

In recent years, there has been a remarkable surge
in the production of digital textual data, i.e., cor-
pora, and the conversion of non-digital texts into
digital formats. This has simultaneously driven
the need for the development of efficient methods
for storing and exploring these extensive datasets.
Consequently, technology has evolved from basic
string-matching search approaches to the creation
of advanced corpus infrastructures that offer query-
based search, comparison, and visualization capa-
bilities. In the following sections, we will briefly
introduce two such tools in the corpus infrastruc-
ture domain: Korp and Strix. These tools offer
a wide array of options for exploring, comparing,
and visualizing corpus and related statistics at word,
sentence, and document levels.

4.1 Korp

Korp8 (Borin et al., 2012) is one of the key com-
ponents of the corpus infrastructure developed and
maintained by Språkbanken9 (the Swedish lan-
guage bank). It comprises separate backend and
frontend components designed for corpus storage
and exploration. The backend is used for importing
data into the infrastructure, annotating it, and con-
verting it to various formats for downloading. Korp
provides an annotation pipeline for adding a range
of lexical, syntactic, and semantic annotations to
the corpus, utilizing both internal and external an-
notation tools. On the other hand, the frontend
offers a variety of search options, including basic,
extended, and advanced search functionalities, en-
abling users to extract and visualize search results,
annotations, statistics, and comparison between cor-
pora. Section 5 provides some practical examples
of these capabilities.

4.2 Strix

Strix10 is another tool within Språkbanken’s cor-
pus infrastructure. While it shares similarities with
Korp by offering search and exploration capabili-
ties for text collections and their annotations, it dis-
tinguishes itself from Korp in several ways. Most
notably, in Strix, a search result corresponds to a
document rather than an individual occurrence. Fur-
thermore, Strix includes additional features such
as support for metadata filtering, text similarity
analysis, and a reading mode with annotation high-
lighting.

5 Utilizing the Corpus Infrastructure

This section provides a detailed account of the data
annotation process and the subsequent steps taken
to ensure its accessibility through Korp and Strix.
As previously mentioned, Språkbanken’s corpus in-
frastructure utilizes a pipeline architecture, which
is known as Sparv. This pipeline encompasses a va-
riety of both external and internal annotation tools
designed for a wide range of word, structural, and
text-level annotations. A comprehensive list of
available annotations and the corresponding anno-
tation tools are listed in the Sparv user manual11.

8https://spraakbanken.gu.se/korp/#?stats_
reduce=word

9https://spraakbanken.gu.se/
10https://spraakbanken.gu.se/strix
11https://spraakbanken.gu.se/sparv/#/

user-manual/available-analyses
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Category # Documents # Sentences # Words
Berättelser och redogörelser (narratives and accounts) 803 3,041,471 61,348,401
Betänkanden, memoria, och utlåtanden (reports, memorandums and
opinions)

49,919 7,767,619 195,467,124

Motioner (motions) 77,555 3,324,913 73,189,180
Propositioner och skrivelser (propositions and letters) 19,761 13,516,498 319,201,218
Protokoll (protocols) 10,653 13,092,772 327,554,657
Register (register) 1,262 1,847,991 23,323,395
Reglementen (regulations) 133 129,154 2,628,009
Riksdagens författningssamling (the constitution of the Riksdag) 52 3,880 83,964
Riksdagsskrivelser (letters of the Riksdag) 30,383 1,359,009 29,775,566
Statens offentliga utredningar (government official investigations) 701 2,369,348 59,266,835
Total 191,222 46,452,655 904,138,844

Table 1: Statistics on the number of documents, sentences, and words category-wise and in total in the corpus
collection.
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Blingbring:innanhav
compound word forms:[empty] Swedish FrameNet: Amounting_to
compounds:[empty] readability index:50.09
universal features:
Case:Nom
Definite:Ind
Gender:Com
Number:Sing

word variation index:66.63

dependency relation: Complement of preposi-
tion

nominal quote:2.21

sentiment:neutral file name: kombet_1911____6_5-D8E06b5b1.txt
Swedish FrameNet: [empty] category:utredningar-kombet-sou
baseform:marknad date:1911
lemgram:marknad (noun)
msd (Morpho-Syntactic Analysis):
NN.UTR.SIN.IND.NOM
part-of-speech:noun

Table 2: List of word and text level annotations.

Leveraging Sparv, we have substantially en-
hanced our dataset with a diverse array of annota-
tions. Table 2 provides an overview of various word
and text-level attributes and their respective values
illustrated through an example search term, ’mark-
nad,’ within the sentence: Den mesta strömmingen
föres saltad till marknad i Linköping. (Most of the
herring is brought salted to market in Linköping)

Some of these attributes are self-explanatory,
while others need a brief explanation. The ’uni-
versal features’ attribute reveals essential linguis-
tic details such as case, definiteness, gender, and
number associated with the selected word. The
’dependency relation’ attribute provides the depen-
dency relationship of the selected word with the
head in the sentence. The ’sentiment’ indicates the
emotional tone. More details can be found in the
Sparv user manual as mentioned above.

Text-level annotations encompass critical meta-
data, including the corpus category, file name, date,
and some other text-level attributes.

Regarding corpus search functionality, Korp of-

fers three distinct types of searches: ’simple,’ ’ex-
tended,’ and ’advanced.’ The ’simple’ search is
the most straightforward free-text search, allow-
ing users to query the corpus for any given string.
Figure 1 illustrates the search hits in the Keyword
In Context (KWIC) view when searched for the
term ’marknad’ (ENG market). The left-hand pane
displays sentences retrieved from all documents
within selected corpora containing the search term,
while the right-hand pane presents both text-level
and word-level attributes (for the selected string
highlighted with a black background) as explained
above.

The search can be refined or broadened by utiliz-
ing the ’Extended’ search tab, which permits filter-
ing based on various word and text-level attributes,
and combining various attributes with logical AND
and OR operators. For instance, one can filter the
sentences where the term ’marknad’ occurred as
a noun only (or any other part-of-speech tag and
other attributes).
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Figure 1: Screenshot of Korp frontend ’Basic’ search

Additionally, for more specialized requirements,
the frontend offers an ’Advanced’ search option,
enabling users to design search queries using the
CQP query language (Christ, 1994). Beyond these
functionalities, the frontend comes with various
other compelling features, including the ability to
display context (a few sentences before or after
the searched term), which can be invaluable during
corpus exploration.

In addition to presenting the search hits in the
KWIC view, the statistics on total number of oc-
currences for each matched word in the selected
corpora overall and in each of the sub-corpora sep-
arately are also available under the ’statistics’ tab
(see Figure 1. Another useful view is the ’word-
picture’ view which shows other words associated
with the searched word based on certain depen-
dency relations such as subject, object, preposition,
pre and post modifiers etc. Figure 3 shows word
picture of the word ’marknad’ within the ’Riksdag’
corpora. Such a view can come handy while ana-
lyzing a search word within a corpus by looking
at associated words or by comparing it to another
corpora (or sub-corpora). For example, in Korp we
also have another corpora of the recent Swedish par-
liament proceedings (Riksdagen-open-data). The
word ’marknad’ can be compared in these two col-
lections through the word-picture view. Figure 4
present this comparison, and as can be noted, the
separate list of associated words in two collections
can reveal certain comparative aspects of the cor-
pora. For example, while the bicameral data speaks
of the market as Joint, Nordic, domestic, European,

foreign, open, large and free, the modern parlia-
mentary data speaks of it with a different focus on
free, joint, global, open, black, digital, international
and lucrative.

Due to space constraints, we cannot delve into
all of Korp’s features here, so we encourage read-
ers to visit the https://spraakbanken.gu.se/
korp/ to explore the corpus and experiment with
the many search options available.

As can be seen in the given screenshots, in Korp
each search hit is restricted to ‘a sentence’ (or a few
sentences if the context visualization is turned on).
An alternative is to return the documents containing
the searched terms as search hits (as opposed to
sentences), and then provide an option to view the
full document in reading mode. This is exactly,
what the Strix tool and interface is designed for. If
we search for the term ’marknad’ through the Strix
interface, a list of documents from the collection
containing the search term will be displayed as
shown in Figure 5.

This list can be filtered further based on various
text-level attributes (e.g. document type, document
title, year etc.) using the given metadata filtering
options in the left-hand side pane.

Clicking on any document will open the full
document in text mode as shown in Figure 6.

Various text and word-level attributes of the se-
lected text are displayed in the right-hand side,
while the document itself is displayed on the left
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Figure 2: ’marknad’ in the modern corpus Figure 3: ’marknad’ in the bicameral corpus

Figure 4: The word-pictures view in Korp

Figure 5: Screenshot of Strix

and side pane. Also note that the selected docu-
ment can be further searched using the ‘Search the
current document’ search box on top. Again, due
to the space limitations, it is not possible to explain
all searching and exploring options provided by
Strix, and we refer the reader to Språkbanken for
further details.

5.1 Resource URL’s
The following url can be used to reach the Korp:

https://spraakbanken.gu.se/korp/

After switching to the ’English’ mode, a par-
ticular corpus (or sub-corpus) can be selected us-
ing the drop-down list of available corpora before
making the search as shown in Figure 7. Note,
the ’bicameral Riksdag’ corpus is placed under the
’Governmental texts’ category.

Use the following url to access the Strix and
then select the ’bicameral Riksdag’ corpus from
the drop-down list:
https://spraakbanken.gu.se/strix/

Once opened, add filters (if any) in the right-
hand side pane, and then make the search as ex-
plained above.

6 The Market Language

The research project "The Market Language" has
particularly benefited from the inclusion of material
from the bicameral parliament in the Swedish Lan-
guage Bank collection of corpora. The project’s
need for corpus data spanning different time peri-
ods and sources has also played a role in the deci-
sion to process this material.

"The Market Language: Studies in the Discourse
about Markets from Medieval to Modern Times"
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Figure 6: Strix Document View

Figure 7: List of available corpora through Korp

is a four-year multidisciplinary project involving
scholars from history of ideas, economic history,
discourse-oriented linguistics, and computational
linguistics. A central goal of the project is to
deepen our understanding of the historical devel-
opment that has led to the market becoming such
a dominant concept today. This is achieved by an-
alyzing how the word "market" has been used in
the Swedish context over an extended period. A
key objective of the project is to describe how ex-
pressions associated with the concept of "market"
have been employed in Swedish language from the
Middle Ages to the present. From the outset, the
project aimed to combine qualitative methods from
conceptual history and linguistic discourse anal-
ysis with primarily quantitative corpus linguistic
analysis.

Making the complete records of the bicameral

parliament from 1867-1970 available in the Lan-
guage Bank’s frontend has given the project’s col-
laborators numerous new opportunities to conduct
searches without needing specific computational
linguistic expertise. A notable advantage is that
the material can now be used and processed for
searches based on linguistic form or language func-
tions in text. While searchable text files were
available previously, their format severely limited
the ability to observe how specific lexical items,
such as words or phrases denoting the market phe-
nomenon, were expressed over time. This is partic-
ularly important because the material reflects po-
litical discourse at a time when both domestic and
international economies were becoming increas-
ingly interconnected, and the meaning of "market"
was expanding.

One focus of the project has been to examine
how the original, concrete meaning of "market" as
a place or location in time has increasingly been
replaced or complemented by abstract meanings
of "market." By being able to search the bicam-
eral parliament material in the Korp interface, all
researchers in the project team, with different lev-
els of computer linguistic training, have been able
to confirm working hypotheses and develop new
searches about how the market as an abstract con-
cept has been expressed. For instance, a simple
comparison of the occurrences of "market" in its
indefinite form (marknad) with its definite form
(marknaden) reveals a tendency for the definite
form to be used more frequently over time. This
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suggests that "market" began to be referred to as
an entity with increasing agency during this period,
which is interesting when compared with its us-
age in modern corpus material, where the definite
form is used to a higher degree. This indicative
result can be followed up by finding cases where
"market" is used in the subject role in a sentence as
resulting from an intra-team discussion and collab-
oration based on the initial search results. Figure 9
shows an increased use of market as a subject, both
in the indefinite and definite forms with a sharper
increase of the definite form marknaden.

Figure 8: distribution of indefinite and definite forms of
”market” over time 1860–1970 in absolute frequency

In this way, the parliamentary material from
1867-1970 serves as a basis for observing the evo-
lution of currently established meanings.

Another clear example of the benefits for the
project of including the bicameral parliament ma-
terial in the corpus infrastructure is the ability to
map and analyze compounds containing "market."
Forming multi-element compound words is a typi-
cal feature of word formation in Swedish and other
Germanic languages with English as a notable ex-
ception. Through annotation work and the various
functions of the Korp interface, it is easy to list all
compounds with "marknad" as an element, both
when it serves as a prefix and as a suffix. The
project team has conducted many such mappings,
and these searches reveal a great variation in the
meaning and discursive semantics of these com-
pounds. This type of search can now easily be
conducted by all team members in the Korp in-
terface, which facilitates initial interpretation and
discussion of results. One more specific result
is that new compounds with "market" appear to
have been continuously formed over the period
covered by the material, often in relation to the

political changes discussed in parliament at differ-
ent times. Compounds with concrete connotations
(like "cattle market" or "butter market") are com-
mon in the mid 1800s but are gradually replaced by
increasingly abstract constructions that indicate the
Swedish economy’s connection to other economies
(such as "world market" or reference to a "domes-
tic market" in contrast to “foreign markets). Fur-
thermore, the concept of "market" also extends
into other political areas (such as "labor market"
or "housing market") during the 1900s. Figure 9
shows the increase of the compound word "arbets-
marknad" (labor market) in relative frequency in
the parliamentary texts over time. The compound
is most frequent towards the end of the bicameral
parliament in Sweden in the 1950s and 1960s.

Figure 9: distribution of relative frequency (per million)
occurrences of forms for “labor market” over time

7 Conclusions

We have annotated the Swedish bicameral parlia-
ment data with text-level as well as token-level
attributes to make searching, filtering, and explo-
ration much easier and more useful for broader
groups of potential users with different level of
technological knowledge. The Market Language
project has incentivized the inclusion of the dataset
into the infrastructure. The research team is now
able to work on the project’s original research ques-
tions and can also address new questions that arise
from the results with the help of the infrastructure
interface. This makes it easier for team members
without computational linguistics training and also
improves the quality of the output data. Further,
the inclusion of bicameral parliament data in the
Språkbanken environment helps complete the pic-
ture of making public texts in Swedish available,
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both for the research community and for other pub-
lic purposes.

We believe and hope that this collection of texts
will be a valuable resource for deeper analysis of
the Swedish political discourse during the period
when the bicameral parliament was in function. To-
gether with existing corpora of other parliamentary
data and government texts, the bicameral parlia-
ment corpus will also enable more informed cross-
corpora searches. This benefits scholars in his-
torical studies as well as researchers from many
other disciplines, not least in studies of language.
The data of the bicameral parliament has existed in
other formats for a long time, but the inclusion of
this material into Språkbanken makes it accessible
and also adds a valuable new component to this
infrastructure.
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Abstract

The latest large language models (LLM) have
significantly advanced natural language pro-
cessing (NLP) capabilities across various tasks.
However, their performance in low-resource
languages, such as Latvian with 1.5 million
native speakers, remains substantially underex-
plored due to both limited training data and the
absence of comprehensive evaluation bench-
marks. This study addresses this gap by con-
ducting a systematic assessment of prominent
open-source LLMs on natural language under-
standing (NLU) and natural language genera-
tion (NLG) tasks in Latvian. We utilize stan-
dardized high school centralized graduation ex-
ams as a benchmark dataset, offering relatable
and diverse evaluation scenarios that encom-
pass multiple-choice questions and complex
text analysis tasks.

Our experimental setup involves testing mod-
els from the leading LLM families, includ-
ing Llama, Qwen, Gemma, and Mistral, with
OpenAI’s GPT-4 serving as a performance ref-
erence. The results reveal that certain open-
source models demonstrate competitive perfor-
mance in NLU tasks, narrowing the gap with
GPT-4. However, all models exhibit notable
deficiencies in NLG tasks, specifically in gener-
ating coherent and contextually appropriate text
analyses, highlighting persistent challenges in
NLG for low-resource languages.

These findings contribute to efforts to develop
robust multilingual benchmarks and to improve
LLM performance in diverse linguistic con-
texts.

1 Introduction

The dream that artificial intelligence (AI) can per-
form many tasks in a similar manner to humans
became closer with the release of ChatGPT by Ope-
nAI in November 2022. Today, several large lan-
guage models (LLM) have been made available by
global companies and are widely used by society

and industry for various text generation tasks, such
as question answering, text summarization, transla-
tion, etc. However, LLMs have shown considerably
less reliable results for low-resource languages (Lai
et al., 2023; Ahuja et al., 2024). The reason for this
is the fact that most of the language data used for
training LLMs is in English and few other widely
spoken languages, while low-resource languages
are represented by very small portions of data.

Benchmarking is a crucial step in evaluating
LLM performance and capabilities across various
tasks. It involves setting standardized tests or tasks
to measure the LLMs’ performance. A lack of
benchmarks that enable comprehensive multilin-
gual evaluation is one of the reasons why research
on LLMs and machine learning models for NLP
is still mostly focused on English and some other
widely spoken languages.

The aim of this paper is to conduct an initial
evaluation of open-weights LLM capabilities in
Latvian, both in natural language understanding
(NLU) and in natural language generation (NLG).
The evaluation was performed using high school
centralized graduation exams, overseen by the Na-
tional Centre for Education. High school exams
serve as an excellent benchmark dataset because
they offer a relatable point of reference, allowing
for comparison not only between different models
but also between the performance of LLMs and the
expected achievements of high school graduates.

2 Related Work

Recent advances on LLMs have led to impressive
gains on NLU benchmarks, starting from GLUE
(Wang et al., 2018) and SuperGLUE (Wang et al.,
2019) with 10 tasks related to different NLU prob-
lems, followed by MMLU (Hendrycks et al., 2021)
which covers nearly 60 subjects (including STEM:
science, technology, engineering and mathematics),
and Bigbench (Srivastava et al., 2023) with more
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than 200 tasks, as well as many other benchmarks.
Again, many well-known benchmarks are avail-

able only in English and other widely spoken lan-
guages. Google researchers addressed the need
for a highly multilingual benchmark when the first
transformer-based LLMs appeared by introducing
the Cross-lingual Transfer Evaluation of Multilin-
gual Encoders (XTREME) benchmark (Hu et al.,
2020) which is used to evaluate cross-lingual gen-
eralization capabilities of multilingual representa-
tions. Although XTREME covers 40 typologically
diverse languages, spanning 12 language families,
Baltic languages are not included in this bench-
mark. Similarly, the dataset for the evaluation of
multilingual LLMs developed by Okapi (Lai et al.,
2023), in which the English part was translated
with the help of ChatGPT, covers 26 languages ex-
cept the Baltic languages (the “smallest” language
is Danish with 6 million speakers, followed by Slo-
vak with 7 million speakers).

The development of test sets for specific
languages involves significant human resources.
Therefore a widely used strategy is to apply ma-
chine translation, with or without manual post-
editing. Recently, this approach was chosen to
translate the MMLU and COPA (Gordon et al.,
2012) datasets into Latvian.1 Evaluation of OpenAI
ChatGPT 3.5 Turbo and Google Gemini 1.0 Pro on
the machine translated MMLU dataset shows that
performance of these LLMs for Latvian is worse
when compared to English (Bakanovs, 2024). It
should be noted, that this dataset is not manually
post-edited, and machine translation most likely
has introduced some errors which can result in
generating wrong answers. Bakanovs (2024) ex-
periment on a small subset of the social science
domain shows that post-editing improves results by
3 percentage points for ChatGPT-3.5 Turbo and by
9 percentage points for Gemini 1.0 Pro.

Finally, GPT-4 has been evaluated by OpenAI
on several benchmarks (OpenAI et al., 2024), such
as MMLU, HellaSwag, AI2 Reasoning Challenge,
WinoGrande, HumanEval, and DROP. When com-
paring GPT-4’s 3-shot accuracy on MMLU across
different languages, English reaches 85.5% (only
70.1% for GPT 3.5), while Latvian – 80.9%. With
respect to educational tests and exams, OpenAI
has reported that “GPT-4 exhibits human-level per-
formance on the majority of professional and aca-

1The Latvian versions of these datasets are available at
https://github.com/LUMII-AILab/VTI-Data

demic exams” (OpenAI et al., 2024).

3 Test Setup

All tests were run using the Ollama toolkit on
a computer with 8x interconnected Nvidia A100
80GB GPUs.

The most popular open-source LLM families
were chosen to be tested: Llama, Qwen, Gemma,
and Mistral. A non-quantized instruct-fp16 version
was chosen for each model, except for Llama3.1
405B because the model was too large, therefore
its 5-bit K-quantized version was used instead.

The emphasis in this article is on open-weights
models. OpenAI’s GPT-4o model is added just
for a reference as the most popular closed-source
commercial model. In the GPT-4 technical report
(OpenAI et al., 2024), Latvian is classified as a low-
resource language. Although it could be argued
that Latvian is not as low-resource as many other
languages, especially w.r.t. to the number of native
speakers, it is considered as low-resource also by
European researchers (Ali and Pyysalo, 2024).

4 Centralized High School Exams

In Latvia, centralized exams are a crucial compo-
nent of the educational system, designed to stan-
dardize knowledge assessment across the country
and to ensure that high school graduates meet na-
tional academic standards. These exams are taken
at the end of the 11th or 12th grade and are required
to obtain a high school diploma.

Students in Latvia must take a certain number of
centralized exams, though they have some flexibil-
ity in choosing which subjects to be examined in,
depending on their future academic and career aspi-
rations. It is not expected for a student to be able to
pass the exams in all subjects. The mandatory ex-
ams include Latvian language and literature, math-
ematics, and a foreign language of choice (usually
English, but alternatives such as German, Russian,
or French are available). Beyond these core sub-
jects, students can opt to take additional exams in
subjects like biology, chemistry, physics, history,
geography, or informatics.

Higher education institutions in Latvia typically
use these scores as part of their admission crite-
ria, often alongside other considerations such as
entrance exams or interviews. This makes the per-
formance on centralized exams a significant factor
in a student’s educational trajectory.

These exams are designed and administered by
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Model Val. Con. Corr.
gpt-4o 1.00 0.88 0.82
gpt-4o-mini 1.00 0.86 0.78
llama3.1 : 405b 0.99 0.75 0.72
qwen2 : 72b 1.00 0.89 0.72
llama3 : 70b 1.00 0.88 0.71
gemma2 : 9b 1.00 0.89 0.68
gemma2 : 27b 0.97 0.90 0.67
llama3.1 : 70b 1.00 0.72 0.64
mistral-large : 123b 0.99 0.71 0.63
gemma2 : 2b 0.97 0.71 0.40
qwen2 : 7b 0.97 0.64 0.40
llama3 : 8b 0.92 0.43 0.31
llama3.1 : 8b 0.93 0.32 0.26
mistral-nemo : 12b 0.10 0.00 0.00

Table 1: LLM performance on MCQ tests in Latvian.
Val. – validity; Con. – consistency; Corr. – correctness.

the National Centre for Education.2 The exams
are intended to assess not just rote memorization,
but also critical thinking, problem-solving abilities,
and application of knowledge. The structure of the
exam and the types of tasks vary from year to year.

Exams of 2023 were chosen for the initial ver-
sion of this benchmark, since a lot of the exercises
contained multiple-choice questions (MCQ). In ad-
dition, models were also tested on text analysis task
from the Latvian language and literature exam.

5 Multiple-choice Questions

A set of 72 Latvian MCQs was created, covering
physics, geography, chemistry, biology, Latvian
language and literature exams. Questions contain-
ing pictures and complex formulas were omitted.

The models were tested with the zero-shot learn-
ing approach. The prompt started with a question,
followed by answer options and concluded with the
instruction: “Atbildi formātā ‘Atbilde ir X’, kur X
ir pareizās atbildes burts.” (“Answer in the form
‘Answer is X’ where X is the letter of the correct
answer.”). The results are shown in Table 1.

The first criterion evaluated was validity – how
many of the generated answers matched the ex-
pected format. Many models achieved 100% va-
lidity, indicating that instructions were understood
and the zero-shot approach works well for this kind
of task. For an answer to be valid it must contain
the phrase “Atbilde ir” followed by a letter A–Z.

2Past exams are available at https://www.visc.gov.lv/
lv/valsts-parbaudes-darbi

There can be any number of whitespaces and as-
terisks (used by some models to indicate bold text
in the markdown syntax) between the phrase and
letter. The upper/lower case of letters is ignored.
The answer may also contain extra text (usually, an
explanation) before or after the phrase.

The second criterion evaluates consistency. Each
prompt was sent to each model 10 times with a dif-
ferent seed value each time to reduce the chance of
a lucky guess. The model must choose the same
option for the same question every time. This cri-
terion was evaluated on a per-question basis. To
count an answer to a question as consistent, all an-
swers to the same question must be valid, and the
chosen option must be the same in every attempt.

The final measure binds it all together. For a
question to be counted as correctly answered, all
responses must be valid, consistent, and correct.
Such a strict requirement was used to measure the
true expected correctness rate. The questions in bi-
ology and geography had higher correctness scores
overall. The chemistry scores were lower because
some of the questions contained chemical reaction
equations, and some physics questions required not
only reasoning, but also calculations.

The non-quantized fp16 models had very similar
correctness compared to 5-bit K-quantized models.
For such tasks, the quantized models would be
more appropriate due to their significantly smaller
memory and compute footprint.

6 Text Analysis and Writing Skills

One of the tasks in the Latvian language and litera-
ture exam in 2023 was to read two texts (each about
600 words) and write a text analysis (500–600
words) comparing both texts, following the princi-
ples of text composition and including the specified
content components:

• Topic, relevance, and issues.

• Cultural facts, signs, or symbols in the inter-
pretation of the cultural-historical context.

• Connection with other cultural facts beyond
the provided texts.

• Text composition, genre characteristics.

• Language tools typical to the author’s style in
the analyzed texts.

The same task was given to the largest model
from each of the LLM families. The result was
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Model Understanding
(4-16)

Argumentation
(3-12)

Language
(0-16)

Creativity
(4-16)

Total
(11-60)

gpt-4o : 2024-08-06 12 9 14 11 46
gemma2 : 27b 12 9 11 10 42
llama3.1 : 405b 9 7 13 9 38
mistral-large : 123b 11 9 7 7 34
qwen2 : 72b 4 3 5 4 16

Table 2: Human expert evaluation of LLM text analysis and writing skills.

evaluated by an expert in linguistics using the same
guidelines and criteria as students were evaluated
on the exam. The results are evaluated according
to 15 criteria divided into four categories: knowl-
edge and understanding, argumentation, language
quality, and creativity. For each criterion, students
can get 1 to 4 points, except for language quality
for which 0 points can be assigned as well. The
overall score can range from 11 to 60 points. In our
evaluation, the same scoring method was used to
strictly comply with the official guidelines.

The results of the evaluation of the text analy-
sis and writing skills are shown in Table 2. GPT-
4o and Mistral are the only models that gener-
ated text within the requested length (500–600
words). Gemma2 generated almost 500 words,
while Qwen2 and Llama3.1 generated about 250
words. The language quality of Llama3.1 and Gem-
mma2 was very similar. According to the guide-
lines, language quality is based on absolute number
of errors, thus, comparing two texts of similar rela-
tive quality, the longer one typically will have more
errors and therefore a lower score.

Similarly, knowledge and understanding was
based on the number of facts mentioned in the
text, therefore shorter analysis had a disadvantage
in this category.

The text generated by Qwen2 was very difficult
to understand with many illogical sentences, which
led to a low score in other categories. The text
generated by Mistral had many agreement errors,
such as subject-verb, noun-adjective, tense, gender,
and singular/plural disagreement.

Demonstrating author’s individuality was one
of the conditions to get top scores in originality
(part of creativity), which was lacking in all of the
analysis. There was also a lack of comparison to
nowadays, which was a condition to get top scores
in the knowledge category.

All of the models analyzed the two texts mostly
separately, using the specified content component

subsections. A cohesive, fluent analysis with intro-
duction, discussion, and conclusion was expected
instead. In this task, zero-shot learning did not
work well. For such tasks, examples or more de-
tailed instructions provided in the prompt would
probably lead to better results.

Experiments were also conducted using LLMs
as evaluators. Each model was asked to assess
the text analysis generated by every other model
ten times. The results were not promising. The
scores varied a lot between the runs, and the av-
erage scores by any model did not correlate with
human evaluation. The worst category is language
quality assessment. Most of the errors found by the
models were not actually errors, and many actual
errors were missed.

7 Conclusion and Further Work

The experiments validated the use of Latvian high
school centralized graduation exams as a source for
natural language understanding (NLU) tasks. This
gives us motivation to continue the work on expand-
ing the size of the data set. The performance gap
for Latvian between the best open-weights LLMs
and GPT-4o is minor. The biggest surprise was the
performance of the relatively small Gemma2 27B
model. The quantized version is small enough to
be run on a consumer grade GPU, making it perfect
for large-scale NLU tasks, such as classifying or
tagging documents even without fine-tuning. This
opens up huge possibilities for NLP in Latvian,
especially in digital humanities.

The performance in natural language understand-
ing did not correlate with the performance in nat-
ural language generation (NLG) in text analysis
tasks, showing the importance of evaluating both
tasks separately. Despite NLG shortcomings dis-
cussed, in human evaluation the best open-source
LLMs achieved score above 66% (40 out of max
60 points) compared to average 56% score reported
for the actual human graduation exam. Unfortu-
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nately, NLG tasks are hard to evaluate, since human
evaluation requires a lot of resources. Even the best
models showed no correlation between their assess-
ment of other LLM’s on the NLG tasks, and the
human evaluation. This makes the current gener-
ation of LLMs not well suited for NLP tasks like
error detection and correction, text normalization
and data denoising in Latvian.

The high out-of-vocabulary (OOV) word den-
sity score, measured against the large Latvian The-
saurus database (Grasmanis et al., 2023) was a
good indicator of poor language quality, but a low
number of OOV words is not an indicator of high
NLG score, because most errors were grammatical
errors. Finding a good automatic NLG evaluation
methodology is still an open research question.

The dataset created and used in this evaluation
is available as open data via a GitHub repository.3

Overall, the open-weights models show promis-
ing performance on Latvian, suggesting that fine-
tuning such models for low-resource languages
might achieve competitive results with much lower
costs compared to training language-specific LLMs
from scratch.
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Abstract
We demonstrate a computational method for
analyzing complementizer variability within
language and literature, focusing on Hebrew
as a test case. The primary complementiz-
ers in Hebrew are še- and ki. We first run
a large-scale corpus analysis to determine the
relative preference for one or the other of these
complementizers given the preceding verb. On
top of this foundation, we leverage clustering
methods to measure the degree of interchange-
ability between the complementizers for each
verb. The resulting tables, which provide
this information for all common complement-
taking verbs in Hebrew, are a first-of-its-kind
lexical resource which we provide to the NLP
community. Upon this foundation, we demon-
strate a computational method to analyze liter-
ary works for unusual and unexpected comple-
mentizer usages deserving of literary analysis.

1 Introduction

Natural languages offer speakers a variety of
means for expressing their sentiment and attitude
toward events, be they actualized or unactualized.
While the literature has traditionally focused on
lexical items that convey sentiment and attitude
(verbs, adjectives, nouns; underlined in (1)-(2)),
it is well known that functional morphemes such
as subordinating particles (complementizers; bold-
faced in the examples) and mood inflection are
also implicated in the expression of such meanings
in certain languages (Mauri and Sansò, 2016).

(1) We {are proud / believe } that our athletes
did their very best.

(2) ha-tiqva
the-hope

še-/ki
COMP

taxzeru
you.will.return

mexazeqet.
strengthens

‘The hope that you all will return is em-
boldening.’ (Hebrew)

Recent work on the interaction between attitude
predicates and the grammatical forms they “se-
lect” in the embedded clause has pointed to subtle

semantic effects of choosing one complementizer
over another (in Greek; Giannakidou and Mari
2021), or one inflected form over another (in Ro-
mance languages; Portner and Rubinstein 2020;
Mari and Portner 2021). In contemporary Hebrew,
the language we focus on in this paper, the varia-
tion between še- and ki as complementizers has
not been recognized as relating to the grammar of
embedding, and has often been attributed to reg-
ister: ki is viewed as being more formal (see Nir
2013).1

Understanding patterns of clausal complemen-
tation in a language and the allowed range of vari-
ation is crucial for both comprehension and pro-
duction. The distinctions are subtle and may seem
arbitrary. They are known to present substan-
tial difficulty even for advanced second language
(L2) learners (e.g,. Bartning and Schlyter 2004 on
French; Kanwit and Geeslin 2018 on Spanish).

This paper presents the first attempt we know
of to explore aspects of complementizer distri-
bution and use from a computational perspec-
tive, in Hebrew but also more generally. As
we survey in Section 2, earlier computational
studies of clausal embedding in attitude contexts
have focused on English or on curated annota-
tions. Corpus-informed studies have been limited
to languages with mood inflection (e.g., French;
Petkovic and Rabiet 2016), leaving complemen-
tizer variability unexplored. The contributions of
the present paper are as follows:

• Enriched lexical representations of clause-
taking verbs in Hebrew, with corpus-based
statistics both regarding overall tendencies,
as well as regarding the degree to which these
tendencies are exaggerated or overridden in
marked contexts.

• Demonstration of how this data can be lever-
1Ki has an additional use as a subordinating conjunction

of reason (‘because’). We set it aside in what follows.
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aged to reveal the characteristics of specific
marked contexts which require selection of
one or the other of the complementizers. The
ability to identify these marked contexts is a
key component for L2 instruction.

• Presentation of a language-agnostic method
to identify unusual usages of subtle linguistic
elements in literary corpora.

• Application of this method to a corpus of
modern Hebrew literature, identifying un-
usual specimens that invite further literary
analysis.

2 Related work

Large-scale datasets allowing for the investiga-
tion of clausal embedding have been developed
within the MegaAttitude Project.2 In particular,
the MegaAcceptability dataset (White and Rawl-
ins, 2020) provides acceptability judgments on the
distribution of 1,000 attitude verbs in 50 syntac-
tic frames in English. Additional datasets explore
inferences patterns associated with attitude verbs
and their interaction with elements such as nega-
tion and tense (Moon and White 2020; Kane et al.
2021).

Özyıldız et al. (2023) provide a database of the-
oretically informed syntactic and semantic proper-
ties of a set of 50 attitude verbs in 15 languages.
The rich linguistic profile of each verb (including
its complement types, factuality inferences, inter-
action with negation, focus sensitivity, gradability
and more) is summarized in a table based on ex-
perts’ judgments in response to a questionnaire.
Hebrew is included in this database, but infor-
mation about complementizer variability is lack-
ing from its description. Moreover, the database
provides information about a small set of verbs
and is based on translation from English, not on
language-internal distributions.

Computational resources for languages that
have observable mood inflection in embedded en-
vironments include mood as a target of mor-
phological annotation (e.g., the Romance Ver-
bal Inflection Dataset by Beniamine et al. 2020;
Romance languages in Özyıldız et al. 2023).
Petkovic and Rabiet (2016) provide a corpus-
based description of mood variation in embedded
clauses in French. However, languages in which
mood is marked on a subordinating particle have

2http://megaattitude.io/

not yet received attention from a computational
perspective.

In the NLP literature on Hebrew, Fadida et al.
(2014) provide a corpus-informed dictionary of
about 3,000 verbs along with the number and type
of complements they tend to occur with, including
clauses. The two complementizers še- and ki were
treated as interchangeable in this earlier work. Our
work extends this lexicon with detailed informa-
tion about the complementizer variability charac-
teristic of each verb.

The question of whether authors of Hebrew lit-
erature adhere to the same complementizer ten-
dencies as found in other text types has not been
previously explored. Nevertheless, we note that in
one study of embedded clauses in Hebrew (Kuzar,
1993), examples of complementizer use from He-
brew literature are cited alongside those of news-
papers, without any differentiation between the
corpora.

3 Experimental Setup

3.1 Corpus-based Query for Complementizer
Propensities

As noted above, different Hebrew verbs show
propensities for different complementizer choices.
However, these propensities have never before
been investigated from a corpus perspective, due
to the difficulty involved in running such a wide-
scale query. Fortunately, such a query is now
tractable. We use it to establish the overarching
tendencies regarding complementizer use.

Hebrew corpus: We start with a corpus of 29
million modern Hebrew sentences, sourced from
Hebrew news sources, Hebrew Wikipedia, Israeli
Parliament Proceedings, and published Hebrew
books (Table 1). We filter out sentences that are
too short to be useful (under 6 words) or those that
are overly long (over 60 words).3

Syntactic analysis: In order to identify cases of
clausal complements, we obtain a syntactic parse
for all of the sentences in our corpus. Currently,
the two leading syntax parsers for modern Hebrew
are the Levi-Tsarfaty parser (Levi and Tsarfaty,
2024) and DictaBERT-Parse (Shmidman et al.,
2024). The former, though also achieving SOTA
results, is not available to the public and is too

3In addition to this corpus, we also utilize a corpus of
ten novels of the Hebrew novelist Amos Oz for a specific in-
quiry regarding Hebrew literature later in Section 6; see Ap-
pendix B for the list of books in that corpus.
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Domain Sentences
(millions)

Hebrew Newspapers 22
Hebrew Wikipedia 5
Parliament Proceedings 1
Published books, Fiction 0.6
Published books, Non-fiction 0.4

Table 1: Sentences per domain in our Hebrew corpus.

slow to be tractable for a corpus as large as ours.
We therefore used the latter. Parsing of the entire
corpus required 73 hours on a single 4090 GPU.

In the parsed corpus, we examine all cases in
which a verb has a "ccomp" dependency, indicat-
ing a clausal complement. We retrieve the com-
plementizer by extracting the earliest token in the
sentence within the scope of the clausal comple-
ment. The tabulation of the results of this query
identifies the general tendencies of each verb in
terms of complementizer choice.

3.2 Deviations from Complementizer
Propensities

After calculating the overall complementizer
propensities of each complement-taking verb, we
wish to clarify the extent to which these propen-
sities remain constant across usages of the verb,
or whether there are specialized usages of the verb
that exaggerate or override the general tendencies.

Especially interesting here is the question of
whether certain usages or contexts entail exclusive
use of one or the other of the complementizers.
Received syntactic descriptions hold that either of
the two complementizers can be used with virtu-
ally every clause-embedding attitude verb. How-
ever, in practice, there are cases where native He-
brew speakers will only find one of the two to be
acceptable, while the other would sound unnatu-
ral.4 The method we present here allows us to pin-
point such cases.

Prima facia, in order to identify cases in which
only one of the complementizers is used in prac-
tice, we might have considered simply running a
BERT Masked Language Model (MLM) to see
whether only one of the complementizers is pre-
dicted for a given context. However, in practice,
given a masked token in place of the complemen-
tizer, BERT will almost always provide both of
the complementizers among its top predictions,

4For examples of such, see Section 6 below.

because there simply aren’t that many other op-
tions to fill the slot. That is, even if it would
sound odd to a native speaker, if BERT’s MLM
head is pressed to choose a word to fill a comple-
mentizer function, and if the more usual comple-
mentizer has already been predicted, it will gener-
ally provide the other one, because, from a tech-
nical syntactic standpoint, both of them can the-
oretically function as a complementizer with any
complement-taking verb. Instead, in order to gain
a better sense of the extent of complementizer in-
terchangeability, we examine contextualized em-
beddings for the complementizer positions, and
we consider the extent to which the embeddings
cluster into complementizer-specific sections, as
follows:

Generating contextualized embeddings: For
each complement clause identified in the previous
step, we mask the complementizer, and we submit
the sentence to BERT to generate a contextualized
embedding for that masked token, independent of
whether the complementizer was in fact še- or ki.5

2D Visualization: In order to visualize the
interchangeability of the two complementizers
across different contexts with the same governing
verb, we reduce the 768-dimension space of the
BERT embeddings using the t-SNE algorithm, and
generate a two-dimensional plot of the embedding
space for each complement-taking verb. We color
the points based on the complementizer present in
the corresponding sentence. As we demonstrate
below, visual inspection of the relative distribution
of the two colors across the plot allows us to easily
and immediately identify areas of aberrations, rep-
resenting specific contexts in which the tendency
towards one complementizer or the other differs
from the overall tendency within the corpus.

Clustering the embeddings: We add a clus-
tering step to automatically isolate contexts with
specialized complementizer tendencies. For each
complement-taking verb, we collect the comple-
mentizer embeddings generated in the previous
step (for practicality, we set a limit of 20,000 cases
for any given verb; if the corpus contains more
than this, then we randomly sample 20,000 cases

5In order to ensure that the embeddings are attuned to the
nature of Hebrew prefixes (such as še-), we use a variation of
the DictaBERT model. Leveraging the segmentation predic-
tions of DictaBERT-Parse (Shmidman et al., 2024), we sepa-
rate all prefixes in the DictaBERT training corpus into inde-
pendent tokens, and then we run a new BERT pre-train based
upon this prefix-separated corpus. The resulting BERT model
is used to generate the embeddings for this step.
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from across the corpus). We apply agglomerative
clustering to these embeddings, with euclidean
distance and average linking. We let the agglomer-
ating continue until a majority of the samples have
been clustered into the top three clusters. This en-
sures that the clustering process continues suffi-
ciently long such that the majority usages of the
word are clustered together in a few substantially-
sized clusters, while still providing ample oppor-
tunity for specialized usages to occupy smaller in-
dividual clusters.

The key part of this clustering step is that nei-
ther the BERT embedding nor the clustering pro-
cedure has any information about the complemen-
tizer used in the sentence. This means that the
algorithm cannot directly choose to cluster to-
gether sentences on the basis of the complemen-
tizer; rather, the clustering is based on the context
alone. Thus, if a verb’s tendencies regarding com-
plementizer usage are context-independent, then
we expect the resulting clusters to each contain
a mixture of še- and ki cases, reflecting the over-
all tendency of the verb towards one or the other.
However, if we find clusters that are highly diver-
gent from the overall tendency, this indicates that
the types of contexts included in those clusters en-
tail specialized complementizer tendencies.

In order to automatically evaluate the degree
to which a given cluster diverges from the over-
all norm for the governing verb, we calculate the
Jensen–Shannon Divergence (JSD) for each re-
sulting cluster (discarding tiny outlier clusters of
under 100 sentences); we consider a cluster to
reflect a divergent complementizer tendency if it
bears a JSD score higher than 0.04. On this foun-
dation, we calculate, for each governing verb, the
percentage of sentences that were clustered into
divergent clusters. The result provides a measure
of the extent to which the verb’s overall comple-
mentizer tendency holds true across the range of
practical usages of the verb, in contrast with the
extent to which the verb admits of specialized us-
ages which affect its complementizer selection,
and which an L2 learner would have to internal-
ize in order to speak in a fully natural manner.

3.3 Pinpointing unusual usages

Finally, we wish to leverage the foregoing infras-
tructure to identify cases in which literary authors
deviate from normative usage by choosing an un-
expected complementizer, inviting literary anal-

ysis of the unusual choice. In order to do so,
we run a set of modern Hebrew novels through
the process above, isolating all cases of comple-
ment clauses, and generating contextualized em-
beddings for the complementizer in each case. We
then use a K-nearest-neighbor classifier (with k=3)
in order to classify each one of these cases accord-
ing to the clusters for the corresponding verb that
we produced in the previous step, based on the
full large-scale Hebrew corpus. The cluster as-
signment provides us with a sense of the expec-
tations for complementizer selection, given both
the specific verb and the specific context of use. If
the cluster assignment indicates a context in which
one of the two complementizers is expected with
a probability of over 95% (that is, a context in
which the complementizers are effectively not in-
terchangeable, but rather one is blocked in practi-
cal usage), and if the author nevertheless chose the
other complementizer, then we flag the sentence
as reflecting an unusual and unexpected comple-
mentizer choice.

4 Enriched Verbal Lexicon

Table 2 shows the overall proportion of the two
complementizers for the ten most frequent clause-
embedding verbs among the sentences analyzed.
Tables 4-6 in Appendix A provide this information
for the 100 most frequent clause-embedding verbs,
along with additional statistical measures to be de-
scribed below. A visualization of complementizer
proportions is provided in Figure 1 for nine verbs.
The wide range of complementizer variability ob-
served across different Hebrew verbs has never be-
fore been quantified.

Verb ki še-

amar (‘said’) 55% 45%
taQan (‘asserted’) 65% 35%
xašav (‘thought’) 4% 96%
cuyan (‘was mentioned’) 86% 14%
hodiQa (‘informed’) 74% 26%
qava (‘decided’) 72% 28%
yada (‘knew’) 12% 88%
heQerix (‘estimated’) 70% 30%
siper (‘told’) 51% 49%
hevin (‘understood’) 17% 83%

Table 2: Ten most frequent verbs with ki/še- clausal
complements.
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Figure 1: Proportion of še- (red) and ki (blue) com-
plementizers for nine verbs. From left to right:
raca (‘want’, 99% še-), hirgiš (‘feel’), qiva (‘hope’),
hePemin (‘believe’), hoda (‘acknowledge’), hixriz (‘an-
nounce’), hidgiš (‘emphasize’), ciyen (‘mention’),
masar (‘notify’, 15% še-).

Previous literature noticed semantic trends in
complementizer choice, but did not leave room for
variation. For example, Zuckermann (2006) sug-
gests the existence of a class of desire (“liking”)
verbs which categorically disallow ki (pp. 81-82).
Our data shows that association with this comple-
mentizer in fact forms a scale among verbs that ex-
press desire and preference, with roce (‘wants’) on
one end, meqave (‘hopes’) on the other end, and
maQadif (‘prefers’) somewhere in between (1%-
8%-16% occurrence with ki).

Similarly, our LLM-based method uncovers
more variation than is apparent from existing re-
sources. An example is the verb megale, which
Zuckermann (2006, 87) translates as ‘discovers’
and classifies as unlikely to occur with ki. In our
corpus, a substantial 36% of the verb’s occurrence
with an overt complementizer are in fact with ki.
The cluster that is most strongly associated with
this complementizer uncovers a second use of the
verb, shown in (3). In this use the verb is as-
sociated with inanimate subjects and conveys the
meaning of ‘reveals’.

(3) biqur
visit

be-yapan
in-Japan

megale
reveals

ki
COMP

hakol
everything

yaxasi.
relative
‘A visit to Japan reveals that everything is
relative.’

Figure 2: t-SNE plot visualizing complementizer inter-
chageability for the verb קל! עלי Qala (‘arose’).

5 Complementizer Propensities:
Visualization and Analysis

As described above, in order to visualize the dif-
ferences in complementizer variability across dif-
ferent types of usages of a given complement-
taking verb, we generate t-SNE plots of the con-
textualized embeddings of the complementizers
for a large set of sentences (up to 20K) for each
verb.

For example, in Figure 2, we plot 20,000 in-
stances of complementizers which open a subor-
dinate clause for the verb Qala (in the qal conju-
gation; see קל! עלי in Table 5). Each sentence is
represented by a single dot; blue points represent
the complementizer ki, and red points represent
the complementizer še-. Crucially, the contextual-
ized embeddings and the t-SNE plot were all com-
puted with a mask over the complementizer. That
is, those processes had no knowledge of the label
for any given point; the colors were added after-
ward according to our ground truth labels. Thus,
homogeneous sections of a single color on the plot
reflect types of sentences which normatively are
used with only one or the other of the complemen-
tizers.

To be sure, Figure 2 contains far more blue than
red, indicating that on the whole, this verb is gen-
erally used with the complementizer ki. However,
red points are interspersed throughout the plot, in-
dicating that the complementizer še- is also at-
tested as a practical option for the same types of
sentences; i.e., in almost all cases of complement
clauses with the verb Qala, the two complementiz-
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ers can be freely interchanged without worrying
that the resulting sentence will sound odd or un-
natural to present-day Hebrew readers.

However, there are two substantially-sized ho-
mogeneous sections on the plot, which indicate
specific uses of one or the other of the comple-
mentizers. One such section is the red cluster at
the bottom of the graph. Inspection of the sen-
tences represented by these points reveals that they
all bear inflections of the idiomatic phrase יעלה לא
הדעת! על (lo yaQale Qal ha-daQat ‘it is inconceiv-
able’; lit. ‘it would not rise up upon the mind’).
The implication, therefore, is that although this
verb can generally be used with either comple-
mentizer, when it comes to its use within this id-
iomatic phrase, it is almost exclusively used with
the complementizer še-.

Conversely, at the top right of the plot, we find
a homogeneously blue section. Inspection of these
sentences reveals what appears to be a typographic
concern: all of the sentences contain a specifica-
tion of a percentage statistic immediately after the
complementizer, written out in digits and a percent
sign as in (4). For instance:

(4) me-ha-duax
from-the-report

Qole
arises

ki
COMP

83%
83%

me-ha-maQasiqim
of-the-employers

...

‘From the report one gleans that 83% of the
employers ...’

In these cases, the orthographic distinction be-
tween the two complementizers comes into play.
Whereas the two-letter complementizer ki is writ-
ten as an independent word, the single letter com-
plementizer še- is prefixed in print to the subse-
quent word. Typing a single Hebrew letter imme-
diately adjacent to a sequence of numbers and the
percent sign may result in jumbled text in some
text editors (which have problems combining the
right to left Hebrew text with numbers, which are
written from left to right), or the visual anomaly of
a single hanging letter in the text may lead writers
to insist on the complementizer ki in such situa-
tions.

In contrast, the plot for the verb hoxiax (Figure
3) has no solid homogeneous clusters; rather, the
red points are fairly evenly interspersed through-
out the plot. This indicates that for this verb, both
complementizers are accessible. Even though the
use of ki is somewhat more frequent with this verb,
it can optionally be switched out for še- without

Figure 3: t-SNE plot visualizing complementizer inter-
chageability for the verb הפעיל! יכח hoxiax (‘proved’).

Figure 4: t-SNE plot visualizing complementizer inter-
chageability for the verb הפעיל! נגד higid (‘told’).

violating the expectations of native speakers.
A reverse phenomenon emerges from the plot

for the verb higid (Figure 4), a suppletive form in
the paradigm of ‘said, told’. As opposed to the plot
for Qala, in which there were a few isolated homo-
geneous clusters, here the predominant majority of
the plot is homogeneously red, reflecting the fact
that this verb is used almost exclusively with the
complementizer še- when it embeds a clause; the
complementizer ki is generally not a practical op-
tion. However, there are a number of areas in the
plot where we find blue points interspersed among
the red. Inspection of these points reveals that they
are sentences with a particular syntactic-semantic
profile, exemplified in (5).

(5) a. nitan
possible

lehagid
to.say

ki
COMP

avodato
work.3MSG

šel
of
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hoqusai
Hokusai

...

‘It is possible to say that Hokusai’s
work (had a profound effect on popu-
lar themes in woodcut printmaking).’

b. yeš
EXIST

še-yagidu
that-will.say

ki
COMP

saxqaney
players

fifa
FIFA

...

‘Some will say that FIFA players (are
not considered real players).’

In these cases, the impersonal nature of the sen-
tence is correlated with the deviation from the
verb’s general tendency of complementizer selec-
tion.

The three t-SNE plots that we have analyzed in
this section demonstrate the value of inspecting di-
vergent clusters: the inspection allows researchers
to identify the characteristics of clusters which do
not follow a verb’s general embedding tendency.
The ability to do this is of high importance both
for NLP purposes and for L2 instruction. In both
cases, knowing the general tendency is helpful: in
NLP, this allows us to build stronger parsers which
are informed by this expectation and which uti-
lize the expectation when disambiguating the sen-
tence tokens; and for L2 learners, knowing the
general verb-complementizer pairings can allow
them to formulate their sentences in accordance
with the expectations of native speakers. However,
knowledge of the overarching tendency of a verb
is only useful up to a point. Given the clusters
we have seen which highlight specialized usages,
blind pursuit of the general tendency can lead one
astray, whether for L2 language production or for
NLP sentence parsing. Instead, the key is to both
know the general tendencies of the verbs, and also
to know how to identify sentences groups in which
those general tendencies do not apply, and may
even be flipped. Our t-SNE plots provide an ef-
fective method to inspect the usage of the verb
overall, and to hone in on examples that constitute
specialized usages.

Of course, to the extent possible, we prefer to
automatically quantify the extent to which a verb’s
overall tendency regarding complementizer selec-
tion will apply consistently across the full range of
its uses, without the need to resort to manual in-
spection of t-SNE plots. In order to do so, we run
an automatic clustering routine on the sentences
of a given verb, as described above, and we then
calculate the Jensen-Shannon Divergence (JSD) of

each substantially-sized cluster in order to identify
divergences.

We utilize this method to calculate corpus-based
complementizer statistics for the 100 most fre-
quent complement-taking verbs in contemporary
Hebrew. The first part of the table is presented
here (Table 3); the full table is presented in Ap-
pendix A.6 We provide this as a lexical resource
for future Hebrew NLP work.

For each verb, we first present the overall sta-
tistical tendency towards one or the other of the
complementizers, and we note the number of sen-
tences that the statistics were based upon. Addi-
tionally, we measure the extent to which the sta-
tistical tendency holds true across the corpus, and
the extent to which we find specialized usages of
the verb in which the tendency is exaggerated or
flipped. Regarding many of the verbs, the last
three columns contain zeroes, indicating that the
overall balance between the two complementizers
remains stable for the given verb across the corpus.
In contrast, other verbs reveal specialized clusters
to greater or lesser degrees. For instance, for the
verb biqeš (‘asked’), the first few columns indi-
cate that in general še- is far more likely; at the
same time, in 10% of the cases, there is a much
stronger affinity to ki. On the flipside, regarding
hePešim (‘accused’), the preference is generally
towards ki, but 14% of the sentences cluster into
groups in which the tendency is flipped toward še-
instead. Finally, some verbs split in both direc-
tions. For instance, for amar (‘said’), the over-
all statistics point to balanced usage between the
two complementizers, but the divergence columns
indicate that, in fact, the usage is often not bal-
anced at all: 21% of the sentences are in clusters
that show a specific preference for ki, and 16% of
the sentences are in clusters that show a prefer-
ence for še-. In other words, in over a third of the
corpus, it is not the case that the two complemen-
tizers are equally interchangeable, but rather, the
varying contexts in which amar occurs determine
which complementizer is expected.

6 Unusual Complementizers in Hebrew
Literature

As explained above in Section 3.3, we propose
the use of complementizer clusterings in order

6Translations provided for each verb represent its most
salient meaning as a clause-embedding predicate; other trans-
lations may be more appropriate in specific contexts.

300



Root Samples ki še-
Cases in

Divergent
Clusters

Divergence
toward

ki

Divergence
toward

še-
פיעל! אות otet (‘signal’) 3532 57% 43% 0% 0% 0%
פיעל! Mאי iyem (‘threaten’) 5330 56% 44% 0% 0% 0%
הפעיל! Nאמ hePemin (‘believe’) 20000 22% 78% 3% 0% 3%
קל! אמר amar (‘said’) 20000 55% 45% 37% 21% 16%
הופעל! Mאש hoPašam (‘was accused’) 3175 63% 37% 5% 5% 0%
הפעיל! Mאש hePešim (‘accused’) 4328 62% 38% 14% 0% 14%
פיעל! אשר išer (‘confirmed’) 16066 70% 30% 0% 0% 0%
הפעיל! בהר hivhir (‘clarified’) 20000 64% 36% 4% 4% 0%
הפעיל! Nבו hevin (‘understood’) 20000 17% 83% 0% 0% 0%
הפעיל! Nבח hivxin (‘noticed’) 5011 40% 60% 0% 0% 0%
הפעיל! בטח hivtiax (‘promised’) 20000 34% 66% 1% 0% 1%
פיעל! בקש biqeš (‘asked’) 20000 16% 84% 10% 10% 0%

Table 3: Complementizer Propensities and Divergencies (Initial part of the table; full table appears in Appendix A)

to identify places in which literary authors devi-
ate from the norm. We analyze all instances of
clausal complements within a corpus of novels by
the modern Israeli author Amos Oz (see Table 7
in Appendix B for the list of books in this cor-
pus). For each case, we extract the verb which
governs the complement, and we then run a K-
nearest-neighbor routine to classify the sentence
within one of the clusters of that verb (as per
the clustering from Section 3.2). We then query
this data for cases in which the relevant clusters
are highly homogeneous - indicating a preference
95% or higher for one specific complementizer -
yet the novelist deliberately chooses the other op-
tion. Effectively, in these case, the novelist subtly
undermines the reader’s expectations.

Our first example, in (6), exemplifies an unex-
pected use of ki in a story by Oz (Oz, 1976, p. 57):

(6) biršuta
with.her.permission

agid
will.say.1SG

la
to.her

ki
COMP

lo
not

beit marzeax
tavern

kan
here

‘With her permission, I will tell her that it
is not a tavern here.’

The use of the complementizer ki with the verb
‘told’ is exceedingly rare in general. As we saw
above, the one cluster in which this verb is nat-
urally used with ki is when the statement is im-
personal, with the subject generally unspecified.
Yet, the statement in (6) could hardly be more per-
sonal; it is phrased in the first person, with a per-
sonal plea at the beginning (‘please my lady’ in-
troduces the sentence we see here). The use of

ki as a complementizer in this context conflicts
with the reader’s expectations, and characterizes
the statement as subtly unusual. And, indeed, in
this paragraph, Oz wishes to paint this character -
described in the book as an “elderly poet” - as one
who interacts with fairly archaic Hebrew expres-
sion. In addition to the originally biblical ki, in the
continuation of the paragraph, this character uses
a number of other archaic (Biblical or Talmudic)
words and phrases, such as the negative interroga-
tive הלא! hălō, as well as אימתי! Peymatay (‘when’),
and אדע! כי אנוכי מי mı̄ PŌnōk

¯
ı̄ kı̄ PēdaQ (‘who am

I to know’). The coupling of the verb ‘told’ with
the complementizer ki, while exceedingly unusual
for contemporary Hebrew, is in fact well-attested
in Biblical Hebrew (e.g. Genesis 3:11, Genesis
31:20, Psalms 92:16, and more). Oz’s selection
of this complementizer is thus clearly deliberate,
serving to help characterize the Biblical idiom of
the “elderly poet”.

The complementizer še- is the more general of
the two complementizers (no verb exclusively se-
lects ki, as can be seen in the table in Appendix A)
and is often thought to be a general-purpose com-
plementizer in Hebrew. However, not all uses of
še- are equally felicitous. Example (7) is high-
lighted by our procedure as an unexpected use of
the complementizer še- in Oz’s prose (Oz, 1986,
p. 168):

(7) ve-od
and-more

raciti
wanted.1SG

lehodiaQaxa
to.inform.you

še-me-ha-mixtav
that-from-the-letter

še-šalaxta
that-sent.2MSG

lanu
to.us
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imxa
your.mother

baxta
cried

bi-dmaQot
in-tears

‘And I also wanted to inform you that your
mother wept in tears from the letter you
sent us.’

In general, the preferred complementizer with the
verb hodiQa (‘inform’) is ki - 74% across the
whole corpus. Moreover, this particular sentence
is classified as part of a cluster in which the pref-
erence for ki is far more extreme: over 95%. The
cluster includes multiple specimens of the verb
with a second-person pronominal suffix, as we
find in Oz’s novel. Such phrases are typical of for-
mal and legal documents, which dish out an objec-
tive and impersonal ruling; hence the overwhelm-
ing preference for ki. Yet, Oz’s context is not le-
gal at all. Rather, it is from a letter written by a
woman’s second husband, in which he struggles
to connect with his step-son, a boy portrayed as
unruly and rough, both in character and in his use
of language. Oz’s formulation reflects the letter-
writer’s struggle in this endeavor. On the one
hand, the sentence begins with the highly formal
legalese “to inform you” - a phrasing that normally
creates a distanced atmosphere. Yet, the unex-
pected choice of the less-formal complementizer
can be seen as an attempt to step back and make
the message more accessible to the boy, more per-
sonal and more sensitive.

In sum, our method identifies cases where a
Hebrew literary master makes a complementizer
choice that goes against the grain of how atti-
tudes are usually expressed, inviting further liter-
ary analysis to suggest what may have motivated
the oddity.

7 Conclusion

This paper demonstrates a language-agnostic
method to run a large-scale corpus-based inves-
tigation of complementizer variability. We show
how this method can be used to isolate cases where
authors deviate strikingly from an expected com-
plementizer; such aberrations may well reflect a
deliberate literary choice, and invite literary anal-
ysis. We apply this method to contemporary He-
brew.

This is the first time that Hebrew complemen-
tizers have been investigated from a large-scale
corpus-based perspective. Contra the perceived
view about Hebrew, we find that the language does
have grammatical marking of mood: not in the

verbal morphology, but in its subordinating par-
ticles. Moreover, there is not a true subset rela-
tion between the uses of the two complementizers;
there are verbs that strongly prefer ki and allow še-
only under highly specific contexts. We provide
results for complementizer selection regarding the
top 100 clause-embedding verbs in contemporary
Hebrew. We expect that this first-of-its-kind lexi-
cal resource will comprise a helpful resource both
for L2 learners, as well as for Hebrew NLP re-
searchers.

Limitations

We demonstrate the ability to identify specialized
usages of a verb whose complementizer tenden-
cies differ from the general use of the verb. How-
ever, because this method depends on the exis-
tence of deviant clusters which highlight the spe-
cialized usages, it is inherently limited to usages
that are sufficiently well-attested. If a special-
ized usage only occurs in a few dozen sentences in
the corpus, then the exceedingly small cluster that
they form will not be sufficient to provide a robust
statistic about their complementizer tendencies.

Another limitation inherent in our method is
that although we succeed in automatically isolat-
ing clusters with specialized complementizer ten-
dencies, we do not currently possess the ability
to automatically identify what it is that uniquely
characterizes the sentences in that cluster. Rather,
once a specialized cluster is identified, it requires
human inspection in order to extract the general-
ized property of the sentences therein.
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A Appendix: Full Statistics for the Top 100 Verbs

As described above, we calculate corpus-based statistics regarding complementizer propensities for the
top 100 complement-taking verbs in the Hebrew language, presented here in a table across the next three
pages. For a detailed explanation of the fields in this table, see above, end of Section 5.

Root Samples ki še-
Cases in

Divergent
Clusters

Divergence
toward

ki

Divergence
toward

še-
פיעל! אות otet (‘signal’) 3532 57% 43% 0% 0% 0%
פיעל! Mאי iyem (‘threaten’) 5330 56% 44% 0% 0% 0%
הפעיל! Nאמ hePemin (‘believe’) 20000 22% 78% 3% 0% 3%
קל! אמר amar (‘said’) 20000 55% 45% 37% 21% 16%
הופעל! Mאש hoPašam (‘was accused’) 3175 63% 37% 5% 5% 0%
הפעיל! Mאש hePešim (‘accused’) 4328 62% 38% 14% 0% 14%
פיעל! אשר išer (‘confirmed’) 16066 70% 30% 0% 0% 0%
הפעיל! בהר hivhir (‘clarified’) 20000 64% 36% 4% 4% 0%
הפעיל! Nבו hevin (‘understood’) 20000 17% 83% 0% 0% 0%
הפעיל! Nבח hivxin (‘noticed’) 5011 40% 60% 0% 0% 0%
הפעיל! בטח hivtiax (‘promised’) 20000 34% 66% 1% 0% 1%
פיעל! בקש biqeš (‘asked’) 20000 16% 84% 10% 10% 0%
התפעל! ברר hitbarer (‘turned out’) 20000 43% 57% 0% 0% 0%
פיעל! בשר biser (‘apprised’) 3191 43% 57% 0% 0% 0%
התפעל! גלי hitgala (‘was discovered’) 3665 58% 42% 0% 0% 0%
פיעל! גלי gila (‘discovered, revealed’) 20000 36% 64% 1% 1% 0%
קל! גרס garas (‘held’) 10602 64% 36% 2% 2% 0%
קל! דאג daPag (‘ensure’) 6472 7% 93% 0% 0% 0%
הפעיל! דגש hidgiš (‘emphasized’) 20000 74% 26% 0% 0% 0%
פיעל! דוח diveax (‘reported’) 20000 83% 17% 0% 0% 0%
קל! דרש daraš (‘demanded’) 15093 37% 63% 3% 0% 3%
פיעל! ודא vide (‘confirmed’) 14358 17% 83% 1% 0% 1%
הפעיל! זהר hizhir (‘warned’) 16870 71% 29% 17% 9% 8%
הפעיל! זכר hizkir (‘reminded’) 19241 44% 56% 0% 0% 0%
נפעל! זכר nizkar (‘recalled’) 3295 17% 83% 0% 0% 0%
קל! זכר zaxar (‘remembered’) 20000 21% 79% 24% 0% 24%
קל! חוש xaš (‘sensed’) 10731 27% 73% 0% 0% 0%
קל! חזי xazi (‘predicted’) 2929 65% 35% 0% 0% 0%
פיעל! חכי xika (‘waited for, anticipated’) 2407 1% 99% 0% 0% 0%
התפעל! חיב hitxayev (‘obligated oneself’) 4573 53% 47% 3% 0% 3%
הופעל! חלט huxlat (‘was decided’) 2542 62% 38% 0% 0% 0%
הפעיל! חלט hexlit (‘decided’) 20000 32% 68% 22% 16% 6%
קל! חשב xašav (‘thought’) 20000 4% 96% 0% 0% 0%
קל! חשד xašad (‘suspected’) 10822 47% 53% 6% 0% 6%
קל! Pחש xasaf (‘exposed’) 5956 80% 20% 0% 0% 0%
קל! חשש xašaš (‘worried’) 20000 31% 69% 2% 0% 2%
קל! Nטע taQan (‘asserted’) 20000 65% 35% 3% 3% 0%
הפעיל! ידי hoda (‘acknowledged’) 20000 41% 59% 8% 5% 3%
הפעיל! ידע hodiQa (‘informed’) 20000 74% 26% 8% 2% 6%
נפעל! ידע noda (‘became known’) 10019 73% 27% 21% 0% 21%
קל! ידע yada (‘knew’) 20000 12% 88% 0% 0% 0%

Table 4: Table of top 100 verbs (part 1; the table continues on the following pages)
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Root Samples ki še-
Cases in

Divergent
Clusters

Divergence
toward

ki

Divergence
toward

še-
הפעיל! יכח hoxiax (‘proved’) 20000 33% 67% 0% 0% 0%
הפעיל! Pיס hosif (‘added’) 20000 85% 15% 20% 20% 0%
קל! יצא yatsa (‘emerged’) 2537 8% 92% 0% 0% 0%
הפעיל! יצע hiciaQ (‘suggested’) 11491 32% 68% 22% 0% 22%
הפעיל! כחש hixxiš (‘denied’) 8314 54% 46% 0% 0% 0%
הפעיל! כרז hixriz (‘announced’) 16230 58% 42% 7% 7% 0%
נפעל! כתב nixtav (‘was written’) 2930 77% 23% 18% 18% 0%
קל! כתב katav (‘wrote’) 20000 64% 36% 43% 32% 11%
התפעל! Nלו hitlonen (‘complained’) 6493 51% 49% 0% 0% 0%
פיעל! למד limed (‘taught’) 16000 41% 59% 4% 4% 0%
קל! למד lamad (‘learned’) 8428 27% 73% 0% 0% 0%
הפעיל! Zמל himlic (‘recommended’) 2628 53% 47% 0% 0% 0%
נפעל! מסר nimsar (‘was reported’) 7335 84% 16% 4% 0% 4%
קל! מסר masar (‘notified, provided statement’) 20000 85% 15% 0% 0% 0%
קל! מצא maca (‘found’) 20000 57% 43% 3% 0% 3%
הפעיל! נגד higid (‘told’) 20000 3% 97% 0% 0% 0%
הפעיל! נוח heniax (‘assumed’) 20000 20% 80% 1% 1% 0%
הפעיל! נסק hisiq (‘concluded’) 5877 43% 57% 0% 0% 0%
הפעיל! סבר hisbir (‘explained’) 20000 55% 45% 15% 5% 10%
התפעל! סבר histaber (‘turned out’) 3167 28% 72% 0% 0% 0%
קל! סבר savar (‘opined’) 20000 45% 55% 0% 0% 0%
הפעיל! Mסכ hiskim (‘agreed’) 14670 35% 65% 9% 0% 9%
פיעל! Mסכ sikem (‘agreed upon’) 3684 59% 41% 11% 6% 5%
פיעל! ספר siper (‘told’) 20000 51% 49% 0% 0% 0%
הפעיל! Pעד heQedif (‘preferred’) 3631 8% 92% 0% 0% 0%
הפעיל! עוד heQid (‘testified’) 20000 57% 43% 1% 1% 0%
הפעיל! עור heQir (‘commented’) 4172 59% 41% 11% 11% 0%
הפעיל! עלי heQela (‘revealed’) 13213 67% 33% 13% 0% 13%
קל! עלי Qala (‘arose’) 20000 85% 15% 2% 0% 2%
קל! עני Qana (‘replied’) 6696 43% 57% 12% 10% 2%
התפעל! עקש hitQaqeš (‘insisted’) 5885 32% 68% 5% 0% 5%
הפעיל! Kער heQerix (‘estimated’) 20000 70% 30% 0% 0% 0%
קל! פסק pasaq (‘ruled’) 7979 68% 32% 11% 0% 11%
פיעל! Mפרס pirsem (‘advertised’) 4417 79% 21% 0% 0% 0%
הפעיל! צהר hichir (‘declared’) 20000 64% 36% 7% 6% 1%
פועל! Nצי cuyan (‘was mentioned’) 3718 86% 14% 0% 0% 0%
פיעל! Nצי ciyen (‘mentioned’) 20000 78% 22% 6% 5% 1%
פיעל! צפי cipa (‘expected’) 13468 16% 84% 1% 0% 1%
קל! צפי cafa (‘predicted’) 20000 56% 44% 9% 1% 8%
קל! קבע qava (‘decided’) 20000 72% 28% 0% 0% 0%
פיעל! קוי qiva (‘hoped’) 20000 16% 84% 0% 0% 0%
קל! קרי qara (‘happened’) 4268 2% 98% 0% 0% 0%

Table 5: Table of top 100 verbs, part 2 (continuation from previous page)
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Root Samples ki še-
Cases in

Divergent
Clusters

Divergence
toward

ki

Divergence
toward

še-
הפעיל! ראי herPa (‘showed’) 20000 51% 49% 15% 7% 8%
נפעל! ראי nirPa (‘seemed’) 5712 20% 80% 0% 0% 0%
קל! ראי raPa (‘saw’) 20000 28% 72% 1% 0% 1%
הפעיל! רגש hirgiš (‘felt’) 20000 6% 94% 0% 0% 0%
קל! רמז ramaz (‘hinted’) 9200 54% 47% 4% 0% 4%
קל! רצי raca (‘wanted’) 20000 1% 99% 0% 0% 0%
התפעל! Mרש hitrašem (‘got the impression’) 3715 34% 66% 0% 0% 0%
הפעיל! שוב hešiv (‘replied’) 11062 67% 33% 12% 12% 0%
+לב! קל! Mשי sam lev (‘noticed’) 2492 13% 87% 0% 0% 0%
קל! שכח šaxax (‘forgot’) 6168 12% 88% 0% 0% 0%
התפעל! שכנע hištaxneQa (‘became convinced’) 3221 31% 69% 0% 0% 0%
פועל! שכנע šuxna (‘was convinced’) 15479 22% 78% 2% 1% 1%
פיעל! שכנע šixneQa (‘convinced’) 9204 27% 73% 0% 0% 0%
קל! שמח samax (‘was happy’) 6309 4% 96% 0% 0% 0%
קל! שמע šama (‘heard’) 12454 17% 83% 0% 0% 0%
פיעל! שער šiQer (‘assumed’) 7254 30% 70% 0% 0% 0%
הפעיל! תרע hitriQa (‘warned’) 3852 77% 23% 0% 0% 0%

Table 6: Table of top 100 verbs, part 3 (continuation from previous page)
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B Appendix: Corpus of Novels by Amos Oz

Book Name Word Count Year of
Publication

My Michael 57K 1968
Unto Death 28K 1971

Touch the Water, Touch the Wind 36K 1973
The Hill of Evil Counsel 51K 1976

Black Box 66K 1986
To Know a Woman 62K 1989

Panther in the Basement 30K 1995
Suddenly in the Depth of the Forest 18K 2005

Rhyming Life and Death 25K 2007
A Tale of Love and Darkness 184K 2010

Table 7: List of novels by Amos Oz which we analyzed for complementizer usage. All books were originally
penned in Hebrew.
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Abstract

In corpus linguistics, registers—language va-
rieties suited to different contexts—have tradi-
tionally been defined by their situations of use,
yet recent studies reveal significant situational
variation within registers. Previous quantita-
tive studies, however, have been limited to En-
glish, leaving this variation in other languages
largely unexplored. To address this gap, we ap-
ply a quantitative situational analysis to a large
multilingual web register corpus, using large
language models (LLMs) to annotate texts in
English, Finnish, French, Swedish, and Turk-
ish for 23 situational parameters. Using clus-
tering techniques, we identify six situational
text types, such as “Advice”, “Opinion” and
“Marketing”, each characterized by distinct sit-
uational features. We explore the relationship
between these text types and traditional register
categories, finding partial alignment, though
no register maps perfectly onto a single cluster.
These results support the quantitative approach
to situational analysis and are consistent with
earlier findings for English. Cross-linguistic
comparisons show that language accounts for
only a small part of situational variation within
registers, suggesting registers are situationally
similar across languages. This study demon-
strates the utility of LLMs in multilingual reg-
ister analysis and deepens our understanding of
situational variation within registers.

1 Introduction

Language varies with context as people adapt their
linguistic choices to different situations. Register
variation refers to the distinct forms of language
functionally related to specific situations and com-
municative purposes (Biber, 1988, 2012; Biber and
Conrad, 2019). In the text-linguistic approach to
register analysis, the frequent use of linguistic fea-
tures is assumed to be directly functional for the
requirements of the situation (Biber and Egbert,
2023). As a result, text-linguistic register analy-
ses typically start with situational descriptions of

registers (e.g. Biber and Egbert, 2018, Section 2).
Nevertheless, register studies have traditionally

focused on the linguistic features characterizing dif-
ferent registers, and much less attention has been
given to analyzing the communicative situations in
which texts are produced (Biber and Egbert, 2023).
Furthermore, existing situational analyses often de-
scribe entire registers using the same categorical
characteristics—such as medium, setting, commu-
nicative purpose, interactivity, and topic (Biber and
Conrad, 2019)—which are then used to define reg-
ister categories. These resulting classes are typi-
cally assumed to be situationally discrete.

Some recent studies, however, have provided
strong evidence for register-internal situational vari-
ation (e.g. Gray, 2015; Biber et al., 2020; Egbert
and Gracheva, 2023; Wood, 2024), casting doubts
on the possibility of defining registers by any essen-
tial situational attributes. This has led to a reconcep-
tualization of registers as continuous rather than dis-
crete categories—categories that can be recognized
but not strictly defined by linguistic features or situ-
ational context (Biber and Egbert, 2023). However,
previous research on this variation has been limited
to English texts, and its extent in other languages
is largely unknown.

In this study, we address this gap by adopting
the continuous approach to situational analysis in-
troduced by Biber et al. (2020) and applying it to a
large multilingual register-annotated corpus. In this
framework, texts are coded for 23 parameters that
capture situational variables such as purpose, back-
ground assumptions, and source of information,
using an ordinal scale from 1 to 6. These annota-
tions allow texts to be viewed within a continuous
situational space and grouped into new situational
text types based on their proximity within this space.
The coding scheme was designed to capture the full
range of situational factors identified in previous
studies, including Biber (1994), Biber and Egbert
(2018), and Biber and Conrad (2019).
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To annotate a large multilingual corpus for its sit-
uational characteristics, we apply a new approach:
Instead of manually annotating the texts, we use
multilingual large language models (LLMs) for
the task. Specifically, we utilize GPT-4o-mini
(OpenAI, 2024) and LLaMA 3.1 8B (AI@Meta,
2024) to annotate 8,406 texts from the register-
labeled Multilingual CORE corpus (Henriksson
et al., 2024) in English, Finnish, French, Swedish,
and Turkish. We evaluate the LLM-generated an-
notations against each other and against a human-
annotated sample corpus, demonstrating that the
LLMs achieve good accuracy. By integrating these
situational annotations with the texts’ existing reg-
ister and language labels, we conduct multilingual
analyses on the relationships between situational
context and register, as well as cross-linguistic com-
parisons of situational variation between registers.

Our analyses show that while registers are par-
tially distinguishable by their situational charac-
teristics, considerable register-internal variation
exists across all included languages. These find-
ings align with those reported by Biber et al.
(2020) for English. We identify six situational
text types—“Advice”, “Information”, “Marketing”,
“Personal”, “Opinion”, and “Speech”—each char-
acterized by specific contextual features. These
clusters partially align with established register cat-
egories but more often reveal situational overlap
between registers. Moreover, our cross-linguistic
comparisons show that language accounts for only
a small portion of the total variance in each reg-
ister, suggesting that the situational characteris-
tics of registers are generally similar across lan-
guages. The code and data used in this study
are available at https://github.com/TurkuNLP/
situational-analysis-llm.

We start by describing the corpus and the LLM-
based annotation process, including an evaluation
of the LLM annotations against a human-labeled
subcorpus. We then explore the situational varia-
tion within web registers and identify situational
text types that emerge from the data. Next, we
examine how these text types align with tradi-
tional register categories. Finally, we analyze cross-
linguistic situational variation within registers.

2 The register-annotated CORE data

We utilize data from the Multilingual CORE cor-
pus (Henriksson et al., 2024), a large manually
register-annotated collection of unrestricted web

En Fi Fr Sv Tr Total

News report 200 200 200 200 200 1,000
Description of a thing or person 200 200 200 200 124 924
Description with intent to sell 105 200 200 200 200 905
Other informational description 200 200 166 94 200 860
Narrative blog 200 200 200 200 52 852
Interactive discussion 200 200 200 118 50 768
Opinion blog 200 163 92 155 58 668
How-to or instructions 159 178 113 95 62 607
Encyclopedia article 64 104 132 200 18 518
Review 169 118 112 49 66 514
Sports report 200 166 66 39 30 501
Spoken 58 30 25 6 32 151
Lyrical 70 13 23 16 16 138

Total 2,025 1,972 1,729 1,572 1,108 8,406

Table 1: Composition of web register dataset.

content spanning 16 languages. The texts in the
language subcorpora have been collected using dif-
ferent methodologies at different times.

For the English CORE, data was collected
through Google searches targeting highly frequent
English 3-grams (Egbert et al., 2015), and anno-
tations were performed via Amazon Mechanical
Turk, where each document was labeled by four
coders, with a label assigned if at least two coders
agreed. The Finnish corpus was sourced from a
random sample of the Finnish Internet Parsebank
(Luotolahti et al., 2015). The remaining subcorpora
were derived from Common Crawl data, follow-
ing the methodology described in Laippala et al.
(2022), including steps such as sampling from vari-
ous time periods, removing boilerplate content, and
deduplication. All register annotations were made
by trained experts, using a hierarchical taxonomy
with 9 main categories and 16 subcategories.

In this study, we focus on the five largest lan-
guage datasets in Multilingual CORE: English,
Finnish, French, Swedish, and Turkish. We in-
clude 13 registers, listed in Table 1, based on the
following criteria. Registers must have at least
one example from each language and a minimum
of 500 examples overall, except for the smaller
Spoken and Lyrical registers, which are included
for their situational distinctiveness. Secondly, we
treat the Spoken and How-to or instructions cate-
gories as non-hierarchical, as their subcategories
are small. For simplicity, we exclude texts with
multiple labels or no label at all. Given the class
imbalance in the original dataset across categories
and languages (see Henriksson et al., 2024, Section
4.4), we randomly sample up to 200 examples from
each language-register to balance the data while
avoiding excessive downsampling. The resulting
dataset is shown in Table 1.
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3 Situational annotation using LLMs

Large language models (LLMs) (Brown et al.,
2020) have emerged as powerful tools for textual
analysis and annotation, with some studies suggest-
ing that their accuracy can even surpass that of
human annotators (e.g. Gilardi et al., 2023; Törn-
berg, 2023; Rathje et al., 2023). In this study, we
experiment with two recent models—GPT-4o-mini
and Llama 3.1 8B—for the situational coding task.
We access GPT-4o-mini via the OpenAI API and
deploy Llama 3.1 8B on the Mahti Supercomputer
(CSC — IT Center for Science Ltd), using it with
PyTorch through the HuggingFace Transformers
library. For both models, we set the temperature to
0.01 for consistent responses.

We use the two LLMs to code the 8,406 doc-
uments for 23 situational parameters, as listed in
Figure 1. For each text, we provide the first 5,000
characters as input to the models, along with the
system prompt provided in Appendix A, which in-
structs the models to rate each parameter from 1
(completely disagree) to 6 (completely agree) based
strictly on the given text. We also ask the models
to briefly explain each scoring decision, which, in
preliminary tests, significantly improved both mod-
els’ performance. Both models generated the data
in the requested output format without any issues.

We compare the inter-annotator agreement
(IAA) of the LLM-generated annotations with each
other and with a human-annotated sample consist-
ing of 150 documents across all five languages,
annotated by multiple human coders. The human
annotators, all experts in the CORE label scheme,
were given the parameters and documents without
any additional guidance on how to annotate them
and without being shown the texts’ register labels.
The results of these IAA evaluations are presented
in Table 2.

Kappa Pearson’s R Support

GPT4-o-mini vs. Llama 3.1 8B (full data) 0.73 0.76 8,406
GPT4-o-mini vs. Llama 3.1 8B (subset) 0.72 0.75 150
Humans vs. GPT4-o-mini 0.50 0.56 150
Humans vs. Llama 3.1 8B 0.43 0.48 150
Biber et al. (2020) 0.46 0.52 1,002

Table 2: Inter-annotator agreement (IAA) scores.

The agreement between the two LLMs is strong
across both the full dataset (8,406 documents) and
the human-annotated subset (150 documents), with
Cohen’s kappa values of 0.72–0.73 and Pearson
correlations of 0.75–0.76. In comparison, the agree-

1 2 3 4 5 6
Score

a spoken transcript
lyrical or artistic

pre-planned and edited
interactive

is an expert
focuses on themselves

assumes technical background knowledge
assumes cultural or social knowledge

assumes personal knowledge about themselves

to narrate past events
to explain information

to describe a person, place, thing or idea
to persuade the reader
to entertain the reader

to sell a product or service
to give advice or recommendations

to provide "how-to" instructions
to express opinions

common knowledge
direct quotes

factual or scientific evidence
opinion

personal experience

The text is:

The author or speaker:

The purpose of the text is:

The basis of information is:

Humans Llama 3.1 8B GPT-4o-mini

Figure 1: The 23 situational parameters with means
and standard deviations, as annotated by GPT-4o-mini,
Llama 3.1 8B (full corpus), and human annotators (150
text sample).

ment between the LLMs and human annotators
is moderate (Kappa 0.43–0.50, Pearson’s R 0.48–
0.56), but these scores are similar to those reported
by Biber et al. (2020) for human-made annotations
of the same 23 parameters. GPT-4o-mini proves to
be slightly more reliable than Llama 3.1 8B when
compared to human annotations.

Figure 1 shows the means and standard devia-
tions of the parameter scores from the two LLMs
and human annotators. The means of most pa-
rameters are relatively close, and all parameters
show similar dispersion. This suggests that the
moderate-to-strong IAA scores are not simply due,
for instance, to the LLMs uniformly selecting the
same scores across the dataset. Overall, our re-
sults demonstrate that LLMs are well-suited for
this annotation task.

In the following sections, we use the dataset of
8,406 texts annotated for the 23 situational parame-
ters, register, and language, to conduct a series of
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Top registers by silhouette score Bottom registers by silhouette score

How-to or instructions (0.16)
Lyrical (0.16)
Opinion blog (0.11)

Encyclopedia article (0.09)
Description with intent to sell (0.03)

Narrative blog (-0.03)
Review (-0.06)
Sports report (-0.06)
Other informational description (-0.07)

News report (-0.09)
Description of a thing or person (-0.09)
Interactive discussion (-0.10)
Spoken (-0.16)

Figure 2: UMAP plots of the registers with the highest (left) and lowest (right) silhouette scores.

analyses. We start by evaluating how well regis-
ters are defined by their situational characteristics.
Then, we identify distinct situational text types di-
rectly from the situational data and compare these
data-driven categories to traditional register classi-
fications to assess their alignment. Finally, we ex-
amine register-internal variation across languages.

4 Quantitative analyses of situation and
register

4.1 Registers in a continuous situational space

To begin, we use the LLM-generated annotations
to examine how well the register categories in our
dataset are situationally defined. To evaluate how
well the situational features distinguish each regis-
ter, we calculate silhouette scores (Shahapure and
Nicholas, 2020). This metric measures how sim-
ilar a text is to the average of other texts within
its own register (cohesion) compared to the closest
instances in other registers (separation). Silhouette
scores range from -1 to 1, where higher values in-
dicate that instances are better aligned with their
own register and more distinct from others.

To visualize the results, we present two UMAP
plots (McInnes et al., 2018) in Figure 2. The plot
on the left shows the five registers with the highest
silhouette scores, while the plot on the right shows
the remaining eight with the lowest scores. In both
plots, each point represents a text, color-coded by
register, with the 2D representation produced by
applying UMAP dimensionality reduction to the
23-dimensional situational data.

We observe that the silhouette scores, displayed

next to the register names in Figure 2, are gener-
ally very low, ranging from 0.16 to -0.16. The
registers How-to or instructions and Lyrical (0.16)
are relatively the most situationally well-defined,
showing some separation based on their situational
characteristics. Opinion blog (0.11) also shows
some degree of separation. In contrast, registers
like Interactive discussion, Description of a thing
or person (-0.10), and Spoken (-0.16) have very
low scores, indicating strong overlap with other
registers and poor situational definition. In addi-
tion to overlap, the low silhouette scores are likely
influenced by noise and the presence of numerous
outliers in the data. For example, although the Lyri-
cal category appears mostly clustered on the left
edge of the UMAP plots, there are multiple texts
from this register dispersed throughout the plot.

The low score for Spoken is particularly notable,
given that the situational parameters explicitly in-
clude one for spoken transcripts (see Table 2). A
manual inspection of situational outliers from this
register reveals that many of these outliers are writ-
ten in formal language (e.g. political speeches,
presentations), which the LLMs have interpreted as
lacking clear markers of direct speech. This issue
likely stems from the LLM prompt not providing
clear instructions on how to interpret the parame-
ters. We suspect similar inconsistencies may exist
for other parameters as well, and plan to address
these in future work.

Visual inspection of the UMAP plots suggests
that the registers cluster somewhat better than the
low silhouette scores indicate (Opinion blog, for

311



instance, is relatively distinguishable at the center),
though this may be partly due to UMAP’s compres-
sion and focus on preserving local structure. Fi-
nally, we note that the positioning of the texts in the
plot generally aligns with intuitive expectations; for
instance, Encyclopedia articles are mostly grouped
on the opposite side from Lyrical texts, reflecting
their situational and communicative differences.

To summarize, there is some situational delimi-
tation between registers, but the extent of this sepa-
ration varies, and generally, the situational bound-
aries between registers are blurry.

4.2 Identifying clusters based on situational
parameters

We apply K-means clustering on the LLM-
annotated situational data to identify distinct situa-
tional categories in our multilingual dataset. This
approach offers a new perspective on the contex-
tual distinctions within the web-sourced texts, com-
plementing the similar but English-only analysis
presented by (Biber et al., 2020). The resulting
situational text types represent groups that are max-
imally similar in their situational characteristics.

The K-means algorithm (MacQueen et al., 1967)
partitions the data into clusters by minimizing the
sum of squared distances between data points and
their respective cluster average points (centroids).
Since K-means requires the number of clusters to
be specified in advance, evaluating a range of clus-
ter numbers is a necessary preliminary step to de-
termine the optimal number.

We evaluate situational clusters ranging from 3
to 15 using standard metrics. The silhouette score
(as already explained in Section 4.1) measures clus-
ter cohesion and separation, with higher scores
indicating better-defined clusters. To compare dif-
ferent cluster sizes with the true register labels, we
also calculate the Adjusted Rand Index (ARI) (Hu-
bert and Arabie, 1985), which measures the agree-
ment between the clusters and the labels. Addition-
ally, we use the Davies-Bouldin Index (Davies and
Bouldin, 1979) to assess the average similarity of
each cluster to its most similar counterpart, where
lower values indicate better separation. Finally, we
calculate the within-cluster sum of squares (WCSS)
for each cluster size, which helps identify the opti-
mal number of clusters by potentially revealing an
“elbow” point where the rate of decrease in WCSS
drops, indicating a good balance between cluster
number and compactness.
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Figure 3: Evaluation of 3 to 15 clusters using silhouette
score, ARI, WCSS, and Davies-Bouldin index.

As shown in Figure 3, the average silhouette
score peaks at 0.19 with 6 clusters, suggesting opti-
mal cluster definition at this number. At the same
point, the Davies-Bouldin Index is also at its most
optimal value (1.58), indicating optimal separation.
On the other hand, the ARI score is highest with 9
and 10 clusters (0.20), and the WCSS method does
not reveal a distinct “elbow” point, as the curve
descends smoothly.

Based on these metrics, we select 6 clusters for
subsequent analyses, prioritizing cluster cohesion
and separation over similarity to the true labels (i.e.
high ARI scores), as our goal here is to identify the
natural groupings of the texts, independent of their
predefined register labels.

We note that all these metrics yield relatively low
scores, indicating an overall weak clustering struc-
ture for the parameters. This outcome is expected,
as the UMAP visualization discussed in Section
4.1 already suggested a lack of clear cluster separa-
tion in the data. Furthermore, the low ARI score is
unsurprising, given that situational context is only
one aspect of what characterizes registers, along-
side their linguistic features. Nonetheless, as we
show in the next section, the clustering still pro-
vides some meaningful differentiation.
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Cluster 1: "Marketing" (sil: 0.21, N = 919 M ∆M

The purpose of the text is to sell a product or service 2.93 3.39
The purpose of the text is to persuade the reader 0.76 1.06
The purpose of the text is to describe a person, place, thing
or idea

0.86 0.78

Cluster 2: "Information" (sil: 0.24, N = 2975)

The basis of information is common knowledge 0.51 0.57
The basis of information is factual or scientific evidence 0.85 0.55
The text is pre-planned and edited 0.66 0.44

Cluster 3: "Personal" (sil: 0.17, N = 1510)

The author or speaker focuses on himself/herself 1.90 2.57
The basis of information is personal experience 1.79 2.49
The author or speaker assumes personal knowledge about
himself/herself

1.83 2.45

Cluster 4: "Advice" (sil: 0.21, N = 1117)

The purpose of the text is to provide "how-to" instructions 2.57 3.06
The purpose of the text is to give advice or recommendations 1.70 2.14
The author or speaker assumes technical background knowl-
edge

0.61 0.65

Cluster 5: "Speech" (sil: 0.14, N = 157)

The text is a spoken transcript 5.27 5.45
The basis of information is personal experience 1.24 1.94
The basis of information is direct quotes 1.24 1.62

Cluster 6: "Opinion" (sil: 0.12, N = 1728)

The purpose of the text is to express opinions 1.32 1.75
The basis of information is opinion 1.29 1.67
The purpose of the text is to persuade the reader 1.11 1.42

Table 3: Six situational text clusters with silhouette
scores (sil.) and number of examples (N ). Listed pa-
rameters are those with the largest deviations in cluster
medians (M ) from their global medians (∆M ).

.

4.3 Interpreting the clusters as situational text
types

We now identify the parameters that best charac-
terize each cluster by ranking them based on their
typical values within the clusters. Then, we use
these rankings to interpret the clusters.

Since the parameter distributions are non-normal
(as confirmed by Shapiro-Wilk tests, with p-values
< 0.001 in each case), we measure their central ten-
dencies using medians, which are relatively robust
against outliers and skewed distributions. To fur-
ther understand how each cluster stands out relative
to the entire dataset, we calculate the deviation of
each parameter’s cluster median from the global
median for each parameter. This lets us identify
which parameters best define each cluster by see-
ing how much they deviate from the overall trend.
The results are shown in Table 3, with descriptive
names assigned to each cluster based on their top
parameters.

This analysis produces clearly distinguishable
situational text types. In “Marketing”, all top pa-
rameters relate to the purposes of selling and per-
suading. “Information” focuses on common, fac-
tual, and scientific information. “Personal” centers

on self-reflection and personal knowledge. “Ad-
vice” has high scores for instructions, advice, and
technical background knowledge, often essential in
following instructions. “Speech” includes spoken
transcripts, personal experiences, and direct quotes,
while “Opinion” is characterized by opinions and
persuasion.

The silhouette scores, shown next to the cluster
names in Table 3, are low across all clusters (0.12–
0.24). This indicates that although the clusters are
interpretable based on their top parameters, they
are not highly distinct in the situational space. The
blurred boundaries between clusters may be partly
due to parameters that can be interpreted differ-
ently depending on the context. For example, the
parameter “The purpose of the text is to persuade
the reader” has a high median in both the “Opinion”
and “Marketing” clusters, but it serves different
functions within these contexts (e.g. arguments in
a discussion vs. persuasion with the intent to sell).

4.4 Comparing situational text types and
registers

Next, we compare the situational text types, iden-
tified in the previous section, with the register cat-
egories. The aim is to investigate the mapping
between the six data-driven clusters and the 13
human-labeled registers from two perspectives: (1)
the composition of each situational text type in
terms of registers (cluster purity), and (2) the ex-
tent to which texts from each register are concen-
trated within a single situational text type (register
completeness).

To visualize these alignments, we create a 2D
UMAP plot with texts colored by register and
overlay a Voronoi diagram (Aurenhammer, 1991),
shown in Figure 4. This diagram divides the plot
into regions representing each situational text type,
with each region containing all points closest to the
centroid of the corresponding situational text type.

As Figure 4 shows, there is some alignment be-
tween the situational text clusters and the register
categories (e.g. Description with intent to sell is pri-
marily found within cluster “Marketing”, and How-
to or instructions is largely in “Advice”). However,
no situational text type aligns perfectly with any
single register. This imperfect mapping is expected,
as (1) the registers are not well-defined situation-
ally, as discussed above in Section 4.1; (2) the
clusters were created independently of the regis-
ter categories by maximizing situational definition;

313
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Speech Opinion

Description of a thing or person
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Encyclopedia article
How-to or instructions
Interactive discussion

Lyrical
Narrative blog
News report
Opinion blog

Other informational description
Review
Spoken
Sports report

Figure 4: UMAP plot of the six bottom-up situational
clusters and 13 registers.

and (3) the number of situational text types differs
from the number of registers.

To explore the alignment between clusters and
registers in more detail, we present two heatmaps.
Figure 5 illustrates cluster purity, showing the regis-
ter composition of each situational text type. Each
row represents a situational text type, with columns
showing the percentages of registers within each
text type.
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Figure 5: Cluster purity: percentages of registers
(columns) in the situational text type clusters (rows).

We find that the register compositions of the
clusters generally match the cluster descriptions,
though there is significant variation. The “Market-
ing” cluster, the least variable, includes 68% of
texts labeled as Description with intent to sell. The
“Information” cluster aligns well with informational
registers such as News report (21%), Description
of a thing or person (20%), and Other informa-
tional description (17%). The “Personal” text type
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Figure 6: Register completeness: percentages of regis-
ters (rows) in the situational clusters (columns).

is primarily composed of Narrative blogs (38%)
and Interactive discussions (26%), where personal
matters are often the focus. In the “Advice” cluster,
45% of texts belong to the How to or instructions
register, followed by Other informational descrip-
tion (16%) and Interactive discussion (15%), likely
providing various forms of advice. The “Speech”
cluster includes Spoken registers (36%) along with
other registers that may contain speech-like ele-
ments, such as Interactive discussion (17%). Fi-
nally, the “Opinion” cluster contains opinionated
registers like Opinion blogs (31%) and Reviews
(16%), but also includes News reports (15%) and
other registers not usually associated with opinion.

The second heatmap (Figure 6) illustrates reg-
ister completeness, showing how registers are dis-
tributed across different situational text types. As
expected, registers that are more situationally well-
defined (see the UMAP plots in Figure 2, Section
4.1) generally map more completely to a single
text type. For example, 92% of Encyclopedia ar-
ticles map to “Information”, 86% of Lyrical to
“Personal”, and 83% of How to or instructions to
“Advice”. Less well-defined registers, such as In-
teractive discussion, Review, and Spoken, are more
spread across many situational clusters. Notably,
the Spoken register performs the worst, with texts
dispersed across all clusters (1–37%), likely be-
cause spoken texts are defined as much by their
purpose (e.g. expressing opinions) as by the fact
that they are spoken.

Interestingly, our multilingual results on the
mapping of registers onto situational text types
is largely in line with the findings of Biber et al.
(2020) for English, which were based on human-
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Encyclopedia article
How-to or instructions
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English
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Figure 7: UMAP plot showing situational centroids of
registers (colors) across languages (markers).

made annotations. For example, in their analy-
sis, 97% of Encyclopedia articles mapped onto
a single cluster (vs. our 92%), as did 91% of
Lyrics (vs. our 86%), and 76% of How-to texts
(vs. our 83%). This lends further support to the use
of LLMs for situational annotation and suggests
possible language-independent patterns in register
characteristics, though more detailed analysis is
needed.

4.5 Cross-linguistic comparisons

Finally, we investigate the similarities of the reg-
isters across the included languages—English,
Finnish, French, Swedish, and Turkish—in the con-
tinuous situational space. As an intuitive way to
compare the language-specific registers, we plot
their centroids, representing the average position
of each register’s data points. We plot the centroids
in 2D using UMAP, as shown in Figure 7.

We observe notable variation in how tightly
the registers from different languages cluster to-
gether in the plot; overall, the registers are not
well-separated (consistent with their low silhou-
ette scores; see Section 4.1). The most clearly
grouped centroids are those of Opinion blogs and
Interactive discussions, indicating that these regis-
ters share similar situational characteristics across
languages. Likewise, the Description of a thing or
person and Other informational description regis-
ters are also relatively close. Narrative blogs are
clustered closely in all languages except French.
Other registers show more variability, with four

p R2 p R2

Description with intent to sell English vs. Finnish 0.003 0.07
English vs. Finnish 0.001 0.10 French vs. Swedish 0.031 0.06
English vs. Turkish 0.001 0.08 Narrative blog
English vs. French 0.001 0.07 French vs. Swedish 0.002 0.05
English vs. Swedish 0.001 0.07 News report
How-to or instructions English vs. Finnish 0.001 0.05
English vs. Finnish 0.001 0.07 Review
English vs. French 0.001 0.06 English vs. Turkish 0.002 0.07
English vs. Swedish 0.001 0.06 Swedish vs. Turkish 0.002 0.06
Finnish vs. Turkish 0.001 0.05 Finnish vs. Turkish 0.002 0.05
Lyrical Spoken
Finnish vs. Turkish 0.003 0.25 English vs. Turkish 0.005 0.14
Finnish vs. French 0.003 0.21 English vs. Finnish 0.005 0.09
Finnish vs. Swedish 0.016 0.11 French vs. Turkish 0.033 0.06
Swedish vs. Turkish 0.016 0.10 Sports report
French vs. Turkish 0.010 0.08 English vs. Finnish 0.003 0.08

Table 4: Register comparisons with p-values and R2

values showing language-explained variance (where p-
values < 0.01 and R2 >= 0.05).

of the five languages typically positioned close to-
gether, while the remaining language (often En-
glish or Turkish) is more distant. In sum, based
on a visual examination of the centroids, there is
some situational consistency in registers across lan-
guages, but the degree of this consistency varies.

To test whether the situational differences be-
tween the language-registers are significant, we use
PERMANOVA (Permutational Multivariate Anal-
ysis of Variance; Anderson 2017), an alternative
to ANOVA that does not assume normality, as our
data is not normally distributed. We conduct pair-
wise PERMANOVA tests across all language pairs
within each register, applying Bonferroni correc-
tion for multiple tests. Additionally, we calculate
R2 scores to measure the proportion of situational
variance explained by language.

Table 4 presents the results for comparisons with
p-values < 0.01 and R2 >= 0.05. While the tests re-
veal statistically significant differences across sev-
eral language pairs, the R² values are generally very
low, typically around 0.05 to 0.10, indicating that
language explains only a small portion of the total
variance in each register. The relatively higher R2

values in the Lyrical and Spoken registers (e.g. 0.25
for Finnish vs. Turkish in Lyrical) should be inter-
preted cautiously due to very small sample sizes
(only 6–70 examples per language). The majority
of the comparisons (86 of 110), omitted from Table
4, yielded nonsignificant results.

Overall, while there are statistically significant
language-specific differences in how registers ap-
pear in the situational space, they generally account
for only a small part of the total variance. This sug-
gests that most of the situational variance within
registers is influenced by factors other than lan-
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guage. These factors are worth exploring in future
research, though it is beyond the scope of this arti-
cle.

5 Conclusion

This study explored the situational variation of
web registers across multiple languages by utiliz-
ing LLM-generated situational annotations along-
side manual register labels. Analyzing 8,406 texts
in English, Finnish, French, Swedish, and Turk-
ish, we identified six situational text types—such
as “Advice” and “Opinion”—that cut across the
traditional register categories in the dataset. Our
findings indicate that while some registers corre-
spond to specific situational clusters, there is signif-
icant variation within registers, supporting the view
that registers are better described as situationally
continuous rather than discrete. Cross-linguistic
comparisons further suggest that situational vari-
ance within registers is more influenced by internal
variation than by language differences, implying
that registers are similarly varied across languages
rather than distinctly different. The successful use
of LLMs for annotation in this study demonstrates
their potential in corpus-linguistic register studies.

Limitations

We excluded texts with multiple or missing register
labels for simplicity, which limits the scope of our
findings. Future work could explore how such texts
are positioned within the situational space using
cluster analysis and UMAP plots, offering a new
method to analyze hybrid or difficult-to-classify
texts (Biber et al., 2020). Another limitation of
this study is that we focused solely on situational
analysis, without addressing linguistic variation.
Given the well-established link between linguistic
patterns and situational context, comparing these
dimensions presents an interesting direction for fu-
ture research (Egbert et al., 2024). One approach
we plan to explore is analyzing how the situational
characteristics of texts align with their positioning
in Transformer-based (Vaswani et al., 2017) seman-
tic embedding spaces. Finally, in this study, we
could only briefly explore the role of language in
accounting for situational variation within registers.
In future work, we plan to include more languages
and conduct detailed statistical analyses to better
understand the situational differences and similari-
ties of registers across languages.
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A Appendix: LLM system prompt

We used the following system prompt for the
LLMs for situational coding of texts:

You are an expert in describing multilingual web pages for
their situational characteristics. The web pages can be
written in any language. There are 23 different situational
parameters listed below. Your task is to read the document
I give to you and code register characteristics based on the
content of the web-scraped text.

For each item, select the number that best represents
the text. The scale runs from 1 (Disagree completely) to 6
(Agree completely).

**Guidelines:**

1. **Read Carefully**: Base your coding only on
the text’s content.
2. **Absence of Features**: Assign a score of 1 if you do not
observe any relevant features for a parameter.
3. **Objective vs. Subjective Content**: Score as opinion
only if the text clearly expresses personal views or judgments.
Otherwise, give very low scores for "opinion" related
parameters.

Here are the 23 parameters you will be coding for:
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[P1] the text is a spoken transcript [1-6] (explana-
tion)
[P2] the text is lyrical or artistic [1-6] (explanation)
[P3] the text is pre-planned and edited [1-6] (explanation)
[P4] the text is interactive [1-6] (explanation)
[P5] the author or speaker is an expert [1-6] (explanation)
[P6] the author or speaker focuses on himself/herself [1-6]
(explanation)
[P7] the author or speaker assumes technical background
knowledge [1-6] (explanation)
[P8] the author or speaker assumes cultural or social
knowledge [1-6] (explanation)
[P9] the author or speaker assumes personal knowledge
about himself/herself [1-6] (explanation)
[P10] the purpose of the text is to narrate past events [1-6]
(explanation)
[P11] the purpose of the text is to explain information [1-6]
(explanation)
[P12] the purpose of the text is to describe a person, place,
thing or idea [1-6] (explanation)
[P13] the purpose of the text is to persuade the reader [1-6]
(explanation)
[P14] the purpose of the text is to entertain the reader [1-6]
(explanation)
[P15] the purpose of the text is to sell a product or service
[1-6] (explanation)
[P16] the purpose of the text is to give advice or recommen-
dations [1-6] (explanation)
[P17] the purpose of the text is to provide ’how-to’ instruc-
tions [1-6] (explanation)
[P18] the purpose of the text is to express opinions [1-6]
(explanation)
[P19] the basis of information is common knowledge [1-6]
(explanation)
[P20] The basis of information is direct quotes [1-6]
(explanation)
[P21] The basis of information is factual or scientific evidence
[1-6] (explanation)
[P22] The basis of information is opinion [1-6] (explanation)
[P23] The basis of information is personal experience [1-6]
(explanation)

For each of the 23 points, give a score from 1 to 6
based on the text you read. For each point, explain your given
score very briefly, in one short sentence.

In your output, strictly adhere to the following for-
mat:

[P1-23] Parameter Name [Your score] (Your explana-
tion)

In the first brackets, write the parameter number [P1
to P23], followed by the parameter name. Then, write your
given score in brackets [1-6]. Finally, write your explanation
in parentheses ().

Strictly adhere to this output format in all parameter
responses. Make sure to fill in all parameters exactly as
instructed above.
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Abstract

Folktales are a rich resource of knowledge
about the society and culture of a civilisation.
Digital folklore research aims to use automated
techniques to better understand these folktales,
and it relies on abstract representations of the
textual data. Although a number of large lan-
guage models (LLMs) claim to be able to repre-
sent low-resource langauges such as Irish and
Gaelic, we present two classification tasks to
explore how useful these representations are,
and three adaptations to improve the perfor-
mance of these models. We find that adapt-
ing the models to work with longer sequences,
and continuing pre-training on the domain of
folktales improves classification performance,
although these findings are tempered by the im-
pressive performance of a baseline SVM with
non-contextual features.

1 Introduction

Arguably the biggest development in natural lan-
guage processing in recent years has been the use of
pre-trained large language models (LLMs) such as
BERT (Devlin et al., 2018) to transfer the linguistic
knowledge from models trained on massive cor-
pora to other tasks, without the need for retraining.
These LLMs have unlocked new avenues of inves-
tigation for many fields of research, such as digital
folklore (Lauer, 2023). Progress has been partic-
ularly rapid for high resource languages, such as
English, Spanish, Mandarin, as the high threshold
of data required by LLMs is easily met by what is
available online. However, despite multiple models
claiming to represent a selection of low-resource
languages, the relative scarcity of data available
to train on may have a substantial impact on the
model’s ability to output a faithful representation
of the language. This in turn can restrict digital
folklore research to using older technologies, or
to working on corpora from higher-resource lan-
guages.

The current project is an ambitious contribution
to folklore preservation and analysis which initially
focused on digitally rendering thousands of hand-
transcribed tales in Irish and Gaelic (Sinclair et al.,
2022). With this step complete, we now aim to
use cutting-edge language technology to uncover
cultural and linguistic links between the folklore
traditions of Ireland and Scotland.

Our dataset presents two challenges: firstly that
it comprises two low-resource languages - Irish and
Scottish Gaelic. We are interested in measuring
how well LLMs represent the languages in our
dataset, using the base version of the model with no
adaptations. We also experiment with continuing
fine-tuning of these base models with a bilingual
corpus of folktale - i.e. domain adaptation. The
second challenge is that many of our tales exceed
the maximum context window allowed by common
LLMs. This leads us to the following research
questions:

1. How well do base models work for low-
resource languages?

2. Does an increase in maximum sequence
length improve performance on this dataset?

3. Does domain adaptation improve perfor-
mance?

We operationalise these questions by setting up
two classification tasks - to predict the type of folk-
tale and the gender of the person who told the folk-
tale.

2 Related Work

Although the field of computational folkloristics is
relatively new, predicting the tale type of a folktale
has been approached a number of times. Nguyen
et al. (2013) classified the tale type of Dutch folk-
tales using the Learning to Rank algorithm. The
features to their system included measures of lex-
ical similarity using TFIDF representations and
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Jaccard similarity, and subject-verb-object triplets
extracted from the text. Their nearest neighbours
approach easily outperformed their baselines.

Lindemann et al. (2019) focused not on ATU
prediction, but on predicting one of the elements
which determines which ATU number is appropri-
ate - locations within the tale. They annotated a
corpus of German folktales for location, with mod-
erate inter-annotator agreement. They then used
rule-based and statistical approaches to classify
the locations. Their best-performing system was a
hybrid Naive Bayes system with some rule-based
features.

Lô et al. (2020) experimented on a corpus of 742
West African and Western European folktales, all
translated into English. Amongst their experiments,
they trained classifiers to distinguish between the
African and European tales, using a BoW as in-
put to a multi-layer perceptron, as well as word
embeddings as input to a long short-term memory
(LSTM) system. The much simpler BoW approach
performed significantly better than the more com-
plex LSTM system, and the authors speculate that
it was the small size of the dataset that led to this.

Eklund et al. (2023) used SVMs to predict the
10 most populated classes of the English-language
ATU-annotated tale collections available online
(1,518 texts annotated with 182 ATU tale types).
They used TFIDF features as input, and reported F-
scores ranging between 0.8 and 1.0 for the ten best
populated classes. However they did not report any
baseline model, so it is difficult to contextualise
their achievements.

Related work on Irish and Scottish Gaelic speech
and language processing more widely can be found
in Lamb and Fransen (In press), including work on
handwriting recognition of the folktale data used
for this project (Sinclair et al., 2022; Ó Raghallaigh
et al., 2022). The current paper is the first study
applying computational text classification methods
to Irish and Scottish Gaelic folktales.

3 Dataset

The Irish and Gaelic folktales dataset is a collection
of 4,692 folk tales collected from two national folk-
lore archives. The Irish language data derive from a
40k page subset of the National Folklore Collection
of Ireland’s Main Manuscript Collection, hosted at
University College Dublin. This collection com-
prises over 700k manuscript pages of transcribed
folklore interviews made by the Irish Folklore Com-

mission in the mid-20th century. Ó Raghallaigh
et al. (2022) describe the digitisation and semi-
automatic handwriting recognition (HWR) of our
subset of this material, which amounts to 2091 tran-
scription MSS and 3,829,559 words.The average
length of the Irish folktales is 1,831.86 words (SD
= 1,827.26).

The Gaelic data come from the University of
Edinburgh’s School of Scottish Studies Archives.
Sinclair et al. (2022) describe how the dataset was
created by scanning and semi-automatically recog-
nising 2601 transcriptions and published versions
of Scottish Gaelic folklore, amounting to 3,048,348
words. The average length of the Scottish folktales
is 5,869 (SD = 12,843).

This dataset includes extensive metadata, such as
the type of tale, and the gender of the interviewee
who contributed the tale - these two variables are
the focus of the below classification tasks detailed
in Section 4. The type of tale is determined by
the ATU number assigned to it (Uther, 2004). The
ATU scheme is a taxonomy used specifically for
International Folktales. Each number represents a
distinct tale type and was assigned to our tales by
professional folklorists. ATU numbers run from
1-2499 and have three main divisions: 1–299 (An-
imal Tales), 300–1199 (Ordinary Folktales) and
1199–2499 (Jokes, Anecdotes and Formula Tales).

3.0.1 Domain Adaptation Data
There are several aspects of our dataset which likely
differ from the data used to train the LLMs we
experiment on, this can result in a domain mis-
match. As much of our data was collected 30+
years ago, historical language change is a factor,
as is the genre of the folktale itself differing from
day-to-day speech. For this reason, we experiment
with domain adaptation, which continues the pre-
training of the LLM in order to help it to learn more
about the domain of folktales and style of language
used in the past.

Two additional datasets were used for domain
adaptation. One is a 400k-word collection of
orthographically-normalised Gaelic folktales de-
rived from the Calum Maclean Collection.1 These
are verbatim transcriptions of fieldwork recordings
of Gaelic-speaking tradition bearers in the mid-
20th-century. The other, known as ‘The Schools’
Collection’,2 is a body of folklore taken down by

1https://www.calum-maclean-project.celtscot.
ed.ac.uk/home/

2https://www.duchas.ie/en/info/cbe
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Irish school children from family members and
neighbours, also in the mid-20th-century.

4 Methodology

We set up two classification tasks - gender and ATU
prediction. There were over 300 ATU types rep-
resented in our dataset, so in order to avoid issues
of data sparsity, we binned the tale types in our
corpus into these four broad categories: ‘Animal’
(ATU 0-299), ‘Magic’ (ATU 300–745), ‘Ordinary
(non-Magic)’ (ATU 746-1,199), and ‘Jokes’ (ATU
1,200-2,499), in addition to one for Tales of Magic
(aka ‘Fairy Tales’: ATU 300–749). While all of the
Irish tales have been labelled with an ATU number,
only 451 Gaelic tales were appropriate to label this
way; those without an ATU number were omitted
from the classifier.

Bin Gaelic Irish
Magic 158 1149
Jokes 175 481
Ordinary 96 392
Animal 22 69
Total 452/2601 2091/2091

Table 1: Number of tales per ATU bin in Irish and Gaelic

The second classification task was to predict the
storyteller’s gender. The gender of the narrator was
strongly skewed towards male in both the Irish data
(83.6% male) and the Gaelic data (83.2% male).
The gender was reported as ‘unknown’ for 58 of
the tales in the dataset and these were omitted from
the classifier.

Irish Gaelic
Count 1814 2566
Male % 83.6 83.2
Female % 16.4 16.8

Length male µ=1887
(σ =1825)

µ=1200
(σ = 2603)

Length female µ=1709
(σ = 1500)

µ=689
(σ = 905)

Table 2: Tales by Gender and Length

4.1 Metrics

The F1 score is a commonly used metric for classi-
fication tasks, based on precision and recall. How-
ever, in light of the imbalanced distribution of la-
bels in both tasks, we opted to report weighted F1

score as the metric (Eq. 1)

Weighted F1 =

∑k
i=1wi · F1i∑k

i=1 ni

(1)

where wi is the weight given by the number of
true instances in class ci, and F1i is the F1 score
for class ci.

4.2 Baselines

For both tasks, we divided the data into 70% for the
training dataset and 15% each for the validation and
test set, ensuring that the distribution of languages
in the splits was the same as the overall distribution
in the dataset.

We set up a dummy baseline for both tasks,
which was to select the most frequent label in the
training dataset (Magic for the ATU task and Male
for the gender task) and predict this as the correct
label for every item in the evaluation. We also built
a support vector machine (SVM) in sci-kit learn
(Pedregosa et al., 2011), with a simple feature set
as input: a count of the tokens which appear in each
text, and the term-frequency inverse document fre-
quency (TF-IDF), another count of the tokens with
a weighting scheme which gives a higher weight to
tokens with lower frequency.

4.3 Transformer Models

We selected three multilingual models that include
Irish and/or Gaelic in their training data: mBERT –
a version of the BERT model (Devlin et al., 2018)
trained on Wikipedia in 104 languages, XLM-
RoBERTa (Conneau et al., 2019) which is trained
on the Common Crawl in 100 languages and the
Language-agnostic BERT Sentence Embedding
model (LaBSE), which is trained on 109 languages,
with 17 billion monolingual sentences and 6 billion
bilingual sentence pairs (Feng et al., 2020). We
also included an Irish monolingual model, gaBERT
(Barry et al., 2021), which is trained on 171 million
tokens of Irish data. To date, no monolingual LLM
exists for Gaelic data, so we omit this comparison.

We finetuned these models by using a classifica-
tion head on top of each model with a loss func-
tion of binary cross-entropy for the gender task and
cross-entropy for the ATU task. All classifiers were
trained for 3 epochs with a batch size of 16 and a
learning rate of 2e-5.
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4.4 Adaptations

4.4.1 Length
A known limitation of many Transformer models is
that they rely on a self-attention mechanism, whose
time- and space-complexity scales quadratically
with respect to the sequence length (Keles et al.,
2023). For this reason, most use a maximum se-
quence length of 512 tokens. An alternative to
this is the Local, Sparse and Global (LSG) atten-
tion introduced by Condevaux and Harispe (2023),
which approximates self-attention for sequences up
to 4096 tokens. As more than 1,500 of the tales in
our corpus exceed the 512 token limit, we adapted
all of the models mentioned in the previous section
for comparison with their base forms.

4.4.2 Domain
As both of the languages in our dataset are low-
resource, and from the specific genre of the folk-
tale, we continued finetuning the models on the
Schools and Maclean data described in Section
3.0.1. This is referred to as domain-adaptive pre-
training (DAPT), and it occurs before adding the
classification head. Each model was finetuned for
3 epochs, with a batch size of 32 and a learning
rate of 2e-5.

Model LSG DAPT F1 ATU F1 Gender

gaBERT ✓ ✓ 0.69 0.90
SVM - - 0.68 0.90
gaBERT ✓ × 0.67 0.89
LaBSE ✓ × 0.65 0.90
LaBSE × × 0.62 0.89
gaBERT × ✓ 0.58 0.88
gaBERT × × 0.56 0.89
mBERT ✓ ✓ 0.56 0.87
LaBSE × ✓ 0.54 0.88
LaBSE ✓ ✓ 0.53 0.84
mBERT × ✓ 0.52 0.88
RoBERTa ✓ ✓ 0.49 0.82
RoBERTa ✓ × 0.48 0.80
RoBERTa × ✓ 0.43 0.66
RoBERTa × × 0.43 0.66
mBERT ✓ × 0.43 0.88
mBERT × × 0.40 0.81
Dummy - - 0.25 0.66

Table 3: Gender and ATU Classification Results in order
of highest F1 on ATU task. Base transformer models
are indicated with an × for LSG and DAPT

In terms of our first research question: the base
models give very varied performance on this task.

LaBSE performs best for Irish and Gaelic, followed
by gaBERT, while mBERT and RoBERTa do not
beat the dummy baseline for the gender task, and
on the ATU prediction task, they failed to make
any correct predictions of the two most infrequent
labels - ‘Ordinary’ and ‘Animal’.

Increasing the maximum sequence length im-
proved the performance of the LaBSE and gaBERT
models more than domain adaptation did. The
combination of LSG and DAPT gave better results
than either augmentation on its own for gaBERT,
mBERT and RoBERTa, however this combination
disimproved the performance of LaBSE over the
base model.

Arguably the most interesting result is the strong
performance of the SVM. Although the input fea-
tures were a bag of words and TF-IDF representa-
tion, they outperformed almost every model, except
the length and domain-adapted gaBERT.

5 Discussion

In order to explore which multilingual LLMs give
a faithful representation of two low-resource lan-
guages - Irish and Gaelic - we set up two classifica-
tion tasks on a small folklore dataset, and measured
the models’ performance under four conditions:
base model, domain-adapted, length-adapted and
both adaptations. Of the base models, the language-
agnostic LaBSE and the Irish-only gaBERT mod-
els performed best. RoBERTa and mBERT did not
beat a very simplistic baseline on one of the tasks,
and performed poorly at the other. Surprisingly,
one of the best results came from an SVM model
with non-contextual features. Of the two adapta-
tions we presented, length augmentation improved
our results more than domain adaptation, except in
the case of LaBSE. The combination of both adap-
tations gave the best results for gaBERT, mBERT
and RoBERTa.

Several interesting points arise from our exper-
iments. Firstly, RoBERTa and mBERT are two
of the most well-known transformer models, and
their performance on our dataset indicates that they
may not represent low-resource languages as well
as well as they claim. Even with adaptations for
domain and length, they achieved minimal improve-
ments on the classification tasks.

Secondly, it was not anticipated that gaBERT
would perform so well, particularly in light of the
fact that it is not trained on any Gaelic data. How-
ever, the model’s input data was tokenized with
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a SentencePiece tokenizer, and it is possible that
there was positive transfer between Irish and Gaelic
due to a high number of shared sub-word tokens
between the two Celtic languages. It is also notable
that domain adaptation did not improve the model’s
results much, it was the length augmentation that
improve performance. However, as Table 2 indi-
cates, tales told by men make up 83% of the dataset,
and with an average length of 1,200 - 1,887 words,
it is plausible that allowing the model to process
inputs up to 4,096 tokens was beneficial.

Finally, the competitive performance of the SVM
is an important takeaway from this paper. Although
transformers have yielded state of the art results
in NLP for some years now, the have a number of
limitations, such as interpretability and energy con-
sumption. On the latter point, the SVM classifier
model trained in seconds, compared to 4 minutes
for a base or adapted LLM and 30+ minutes for an
LSG model. Researchers should consider an SVM
as their first choice of model due to its performance,
ease of implementation and lower energy footprint.

In order to further understand the performance
of our best performing models, we examined the
training curves of the SVM and gaBERT models
to check for overfitting. We trained the models
on subsets of 10%, 30%, 50%, 70% and 100% of
the data. After training on each subset, the model
is evaluated on the same training data, in order to
determine how well it performs on seen data. The
validation scores measure the model’s performance
on unseen data.

Figure 1: Training Curves and Validation Scores for
SVM and gaBERT on the ATU bin Prediction Task

Figure 1 indicates that both the SVM and
gaBERT are overfitting to the training data for ATU
prediction, as we can see early on that the training

score is high. The disparity between this score and
the cross-validation scores for both models also
shows that this overfitting means that the models
do not generalize as well as hoped to unseen data.
Furthermore, the transformer model performs al-
most as well on 10% of the data as it does on the
full dataset.

Figure 2: Training Curves and Validation Scores for
SVM and gaBERT on the Narrator Gender Prediction
Task

Similarly, in the gender task, the SVM over-
fits the training data, as does the transformer to a
lesser extent. However, the transformer’s validation
score indicates that it generalises better to unseen
data. The performance of the transformer seems to
plateau with about 50% of the data, while the SVM
could possibly improve performance with some ad-
ditional data. The use of regularization techniques,
or a different kernel may lessen the extent of the
overfitting.

6 Conclusion

We present work examining the performance on
four LLMs on a classification task, along with three
augmentations to the models. The base models do
not perform as well as the augmented ones, with
mBERT and RoBERTa failing to beat a dummy
baseline. The best performing model was trained
on Irish data only, was domain-adapted with contin-
ued finetuning and used LSG attention to increase
the size of its context window. However, our linear
baseline - an SVM with bag of words and TF-IDF
features gave the second best performance. We con-
clude that the low-resource setting is challenging
for LLMs, and while augmentations do help, classi-
cal machine learning models are still a competitive
choice.
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Limitations

The size of the dataset, at just over 4,600 items, is a
limitation. However, it is somewhat characteristic
of the low-resource setting. The skewness of the
data is a second limitation, there were two labels in
the ATU task and one in the gender task that were
vastly under-represented, and although we tried to
mitigate this through the use of the weighted F1
score, this coupled with the size of the dataset is
challenging for large models. Finally, we relied ex-
clusively on extrinsic evaluation, i.e. classification
performance. Future work will look at intrinsic
measure of LLM’s ability to represent a language,
e.g. pseudo-log likelihood.

Ethics Statement

Institutional ethical review for this research was
granted by the Ethics Officer of the School of Lit-
eratures, Languages and Cultures, University of
Edinburgh. No substantial risks are associated with
it.
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Abstract

We present a dataset of 19th century Ameri-
can literary orthovariant tokens with a novel
layer of human-annotated dialect group tags de-
signed to serve as the basis for computational
experiments exploring literarily meaningful or-
thographic variation. We perform an initial
broad set of experiments over this dataset using
both token (BERT) and character (CANINE)-
level contextual language models. We find in-
dications that the "dialect effect" produced by
intentional orthographic variation employs mul-
tiple linguistic channels, and that these chan-
nels are able to be surfaced to varied degrees
given particular language modelling assump-
tions. Specifically, we find evidence showing
that choice of tokenization scheme meaning-
fully impact the type of orthographic informa-
tion a model is able to surface.

1 Introduction

Orthographic variation, the deviation from one sys-
tem of spelling in favor of another, occurs due to a
range of intentional and unintentional motivations.
Unintentional variation may occur when a writer
misspells a word relative to their intended system,
or when an optical character recognition system
misidentifies a particular character. Intentional de-
viations are instead used to create a desired political
or literary effect (Sebba, 2007). For example, ad-
hering to a system of simplified spelling may signal
one’s dedication to egalitarian politics, while em-
bedding a literary character’s speech in a particular
orthographic form may signal an authorial desire to
present that character as belong to a particular race,
class, region or gender (Ives, 1971) (Jones, 1999).

This latter class of intentional variations proves
especially diverse. Supported by the availability
of surrounding context and reader-familiar stereo-
types of speech, literary orthographic edits are fre-
quently unsystematic ("eye dialect") or not fully be-
holden to phonetics or morphology (Krapp, 1925).

Instead, the means by which they convey a "dialect
effect" is likely multidimensional.

We present a dataset that includes a novel human-
annotated layer of dialect family tags designed to
support investigations into these varied signalling
pathways. We perform an initial set of experiments
and discover indications that literary orthographic
variation communicates its dialect effect by modi-
fying information along multiple axes: word-level
semantics, context-level semantics, and character
edits. In the spirit of previous work investigating
the phonetic (Agirrezabal et al., 2023), semantic
(Rahman et al., 2023) and contextual (Ethayarajh,
2019) information token and character level mod-
els capture, we also provide analysis of the literary
orthographic understanding of these model types.
We additionally offer evidence that character-level
models distinguish between intentional literary or-
thovariants and constructed unintentional variants.

2 Experiments

2.1 Setup

Data. The data for the following experiments con-
sists of 4032 orthovariant tokens paired with their
standard forms and sentence-level context, drawn
from a 19th century American literature subset of
the Project Gutenberg corpus. This corpus is fur-
ther described in (Messner and Lippincott, 2024).
Messner extended the tag set by providing an ad-
ditional "Dtag" drawn from a set of 31 possibili-
ties, indicating the dialect form ascribed to each
observed token.

Messner used the authorially intended subject-
position of speaking characters to assign Dtags
to tokens. As a result, the Dtag set mostly repre-
sents perceived race, nationality, and region. The
most populous category (1726 tokens) is the back-
woods (BW) tag which combines samples from
white-identified northeastern, western and central
plains characters. These subcategories are of BW
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are often only subtly disjoint; distinguishing them
is likely to cause confusion. Other frequent tags
include AA (African American: 653), AR (inten-
tionally archaic: 549), GA (Gaelic: 336) and DE
(German: 220).

Models. We employ six models for the fol-
lowing experiments. One, fastText-pretrained
(Mikolov et al., 2018) is a subword-aware type
level embedding model provided by Facebook and
trained on CommonCrawl. We use four pretrained
token-level contextual models. Two, BERT-large-
uncased and BERT-base-uncased (Devlin et al.,
2019) use WordPiece tokenization, while CANINE-
c and CANINE-s (Clark et al., 2022) are character-
level, with the latter utilizing an additional subword
loss function during training. Finally, BERT-forced
is BERT-base-uncased configured to encode input
strings using only single character WordPiece to-
kens.

2.2 Procedure

Embeddings: the absolute set. We truncate the
dataset, keeping only samples that fit the BERT-
forced limit of 512 characters, resulting in 3871
observed-standard pairs. For each pair we generate
four additional synthetic tokens:

1. rev: The standard word in reversed character
order. Ex: circus -> sucric

2. ocr: A mutated version of the standard word
produced using the nlpaug (Ma, 2019) li-
brary’s OCR error engine. Ex: circus -> cik-
cos

3. swp: The standard word with a single charac-
ter swap Ex: circus -> icrcus

4. rnd: The standard word with a randomly mu-
tated single character Ex: circus -> circun

We collect embeddings for this full token set. For
the type-level model, we embed each individual
word. For the contextual models, we insert each
variant into the context sentence in turn, embed the
full sentence, and extract the set of embeddings that
represent the target word. For the BERT family of
models, we use the last four hidden layers of the
model as the embedding values, while for CANINE
we use the final hidden layer. If the target word is
embedded as more than one subword or character
we mean pool the sub-embeddings to generate a
final word embedding.

Data augmentation: the relative set. We use
these embeddings to produce additional datapoints
consisting of the difference between the embedding
of a token’s standard form and the embedding of
each of the variant forms. Similar to the analogy
test of (Mikolov et al., 2013), we use these relative
datapoints to investigate a given model’s ability
to preserve the intuition that similar types of or-
thographic transformation should produce similar
differences in n-dimensional space.

For each model, we cluster the relative and
absolute sets using k-means clustering for each
k ∈ {1, .., 20}. 1

2.3 Evaluation

We use the following measures to evaluate the effi-
cacy of a given k clustering.

Purity. We calculate purity (Manning, 2008)
over the clustering of the full relative token set to
gain insight into each model’s ability to distinguish
between synthetic and observed variants. We also
calculate it over the absolute and relative sets of
only the observed token to track how well the mod-
els cluster embeddings or embedding differences
that bear the same Dtag.

Overall accuracy and SO accuracy evaluate
a given k clustering’s ability to group token vari-
ants from the same datapoint into the same cluster.
Overall accuracy is the average percentage of cor-
rect groupings of all elements of a datapoint into a
single cluster. SO accuracy is the average percent-
age of correct groupings of only the standard and
observed tokens into a single cluster.

Cluster semantic coherency measures the over-
all semantic similarity of the tokens gathered into a
cluster k. We calculate this using the average point-
wise cosine similarity of the Word2Vec (Mikolov,
2013) embeddings of each token in a cluster. To
support this we train a Word2Vec model on the
full corpus using the Gensim (Řehůřek and Sojka,
2010) library.

Cluster Mphone similarity measures the pho-
netic similarity of the tokens gathered into a clus-
ter k. We calculate this using the average point-
wise Levenshtein Distance (LD) of the Metaphone
(Philips, 1990) encoded version of each token in the
cluster. A lower score indicates that the members
of the cluster are more phonetically similar.

1Code and data for these experiments can be
found at https://github.com/comp-int-hum/
orthography-embedding-clustering
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Figure 1: Full absolute set (T), SO absolute set (B)
accuracy by k.

3 Results and Discussion

3.1 Evaluating absolute

Only BERT-forced consistently embeds all vari-
ants into a similar region. Figure 1 demonstrates
that all of the models except for BERT-forced per-
form uniformly poorly on both overall accuracy
across all k, barring the uninformative case where
k < 6.

The models that perform best on SO accuracy
are character-level.

Again barring the uninformative K < 6 cases,
BERT-forced, CANINE-s and CANINE-c best sep-
arate observed-standard pairings from other to-
kens in their datapoints (Figure 1). Analysis of
their shared error reveals that both models perform
poorly on a set of high Levenshtein Distance (LD)
edit pairs (average LD 2.67). Correspondingly,
their shared correct token transformation set has a
lower average LD of 1.66. BERT-forced performs
better on higher LD transformations, with average
correct and error set average LD of 2.2 and 1.9
respectively, implying that BERT-forced preserves
difference information beyond character edits.

3.2 Evaluating relative

Of the character and token level models, the
CANINE series most distinctly separates con-

Figure 2: Purity across the full relative set (T) and across
non order-swapped tokens (B)

structed and non-constructed variants into clus-
ters. The type-level fastText-pretrained model
most accurately separates the variants (Figure 2).
However closer examination reveals that it does
not separate individual constructed forms, instead
grouping them into a single cluster. Notably,
character-level models treat order-swapped tokens
as functionally similar, while token-level models
do not. Removing the rev and swp tokens bene-
fits all models, but overall benefits character-level
models the most. Ultimately, this indicates that
character-level models preserve information about
the distinctions between standard/constructed to-
ken differences and standard/observed token dif-
ferences. It also implies that they rely to a greater
degree on the character-edit information stream of
the dialect effect to make this determination.

3.3 Evaluation in the light of Dtag and
semantic information

High performance on Dtag clustering relies on
a mixture of word-semantic, context-semantic
and character edit information. As K in-
creases, BERT-base performs best on absolute and
CANINE-s on relative (Figure 3). However, both
models ultimately only reach purity scores of ∼ .5,
in part at least due to the dominance of the BW tag.
Investigating the proportion of individual dtags on
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a per-cluster basis at the jointly performant k=17
reveals how both models capture a partial mix of
these signals.

Figure 3: Dtag purity over the obv token embedding (T)
Dtag purity over the std-obv relative set (B)

Certain cluster compositions have potential
literary significance. Clusters 3 and 7 of the
CANINE-s relative set contain high proportions
of both AA (African-American) and WS (White
Southern) labeled tokens (Table 1).

K Count aa bw ws Mphone
3 160 0.36 0.19 0.24 3.1
7 53 0.59 0.08 0.19 2.5

Table 1: Excerpted Dtag proportions and Mphone simi-
larities of CANINE-s relative set clusters at K = 17

Both clusters have low word-level semantic co-
herence scores (.25 and .27 respectively), consis-
tent with the bulk of of the other clusters at k = 17,
indicating that this grouping likely does not emerge
from word-semantics. This Dtag clustering is par-
ticularly striking, as it suggests that period authors
took a position on the debate surrounding the ori-
gins of southern speech (Bonfiglio, 2010).

The edits shared by WS and AA in these clus-
ters (Table 2) largely impact "r"-related graphemes,
demonstrating that this clustering likely occurs due
to character edit information. Notably, cluster 3
ranks as less sel-similar than cluster 7 by average

Edit Standard Observed
er -> ah after aftah
er -> a rather ratha
r -> ’ quarters qua’ters

Table 2: Characteristic edits and examples shared by
AA and WS in CANINE-s relative clusters 3 and 7

Mphone LD. Upon inspection, cluster 3 contains
a wider variety of "r"-related edits, including r ->
y and r -> w. In combination with the somewhat
more broad distribution of Dtags found in cluster 3,
this implies that these "r" edits are somehow nearer
to the sorts of "r" edits characteristic of other Dtag
groupings found in the cluster, potentially for con-
textual reasons.

A similar type of distribution also occurs over
GA (Gaelic) tokens. Clusters 8 and 12 contain
uniquely high proportions of GA tokens (.27 each)
while retaining typically low word-level semantic
coherence (.24 and .25). Inspection of the tokens
reveals that these clusters collect a variety of edits
to the "i" and "e" graphemes. However, unlike
the WS and AA clusters examined above, both
share similar Mphone LD averages of 3.1 and 3.3
respectively. This may signal that these "i" and "e"
transformations are more broadly indicative of a
variety of dialect contexts.

Context semantics in part determines accu-
rate literary variant clustering. Notably, the
BERT-base absolute set at k=17 centralizes clusters
around different tags while diffusing WS and GA
tokens. For example, cluster 14 has a significantly
higher proportion (.33) of DE (German) tagged to-
kens than any DE-containing cluster found in the
CANINE-s relative set.

Edits Standard Observed
b -> p poem boem
-g blooming bloomin
u -> oo hunters hoonters
f -> v falls valls

Table 3: Characteristic edits and examples of DE tagged
tokens in BERT-base absolute cluster 14

The DE tokens in this cluster (Table 3) repre-
sent a diverse set of edits, including one (-g in
the terminal position) associated with numerous
Dtags, including BW (Backwoods) and AA. Given
this cluster’s low semantic coherence (.34), a likely
conclusion is that this cluster emerges due to the
similarity of orthographic contexts in which these
tokens appear – say an utterance laden with other
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characteristic DE edits.
Low performance on Dtag clustering corre-

lates with high word-semantic cluster coherence
in the relative set. For example, BERT-large rel-
ative contains multiple clusters with semantic co-
herency > .5, while CANINE-s relative has only
one cluster with a score > .4. This implies these
models favor preserving word-semantic analogical
relationships over character edit and context seman-
tics relationships, destabilizing the blend of infor-
mation needed to successfully cluster over Dtags.

4 Conclusions and Further Work

These experiments offer indications that the dialect
effect presented by literary orthographic variation
utilizes multiple channels of information: contex-
tual semantics, word semantics and character edits.
They also offer evidence that while both contex-
tual token and character level language models can
capture all of these aspects, they do so unevenly,
justifying further work on the best combination of
their information streams.

5 Limitations

The primary limitation of this study emerges from
the data. Beyond the inherent limitation of self-
restriction to works by 19th century American au-
thors, the coherence of a given observed token and
its assigned Dtag is also limited by the inventory
of tags chosen. Authors of this period grant their
characters multidimensional subject-positions that
are reasonably described by but not fully reducible
to the granularity of tags like WS and AA. Anal-
ysis done in a Dtag-to-cluster direction where the
assigned tags are taken as full ground truth limits
access to these subtleties.
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Abstract

Automatic extraction of geographic informa-
tion, including Location Referring Expressions
(LREs), can aid humanities research in analyz-
ing large collections of historical texts. In this
study, we investigated how accurate pretrained
Transformer language models (LMs) can ex-
tract LREs from historical texts. In particular,
we evaluated two representative types of LMs,
namely, masked language model and causal
language model, using early modern and con-
temporary Japanese datasets. Our experimental
results demonstrated the potential of contempo-
rary LMs for historical texts, but also suggest
the need for further model enhancement, such
as pretraining on historical texts.

1 Introduction

Historical texts are crucial for a better understand-
ing human and natural history because they record
various events and activities of their time. From
a geographic perspective, historical texts often in-
clude Location Referring Expressions (LREs), such
as historical place and facility names, along with
objects and events related to those locations. As
representative examples of such texts, travelogues
describe the experiences of the writer in the places
they visited, and disaster records describe the af-
fected regions, the scale of the damage, and peo-
ples’ situation. Automatic extraction and struc-
turization of such geography-related information
by computers can support humanities scholars in
analyzing large collections of historical texts.

As a fundamental step for computer-aided ge-
ographic text analysis, this study addresses LRE
extraction from historical Japanese texts. For an ex-
ample sentence “名取川渡りて仙台に入る,”1 an
LRE system is required to extract two LREs, “名
取川 (Natorigawa)” and “仙台 (Sendai).” Specifi-
cally, we investigates the LRE accuracy of Trans-

1The English translation is ‘Crossed the Natori River and
entered Sendai.’

former (Vaswani et al., 2017) language models
(LMs), which have achieved remarkable success
in various natural language processing tasks (De-
vlin et al., 2019; Brown et al., 2020; Raffel et al.,
2020). We focus on two representative types of
LMs: Masked Language Model (MLM) and Causal
Language Model (CLM).

For model evaluation experiments, we use
three datasets: an early modern Japanese trav-
elogue to which we added LRE annotations,
Oku no Hosomichi (HOSOMICHI),2 early modern
Japanese disaster records, the Minna de Honkoku
dataset (Hashimoto, 2023) (MINNA), and contem-
porary Japanese travelogues, the Arukikata Travel-
ogue Dataset (Arukikata. Co., Ltd., 2022; Ouchi
et al., 2023) (ARUKIKATA). The reasons for us-
ing contemporary texts alongside historical texts
are twofold: (i) comparing model performance
across texts from different eras, and (ii) investi-
gating whether contemporary texts can enhance
model performance on historical texts.

Our experiments demonstrated the following re-
sults:

• In all settings, an MLM with 3.4M parameters,
BERT (Devlin et al., 2019), consistently out-
performed a CLM with 7B parameters, Swal-
low (Fujii et al., 2024).

• The LMs that had been pretrained with con-
temporary texts achieved high accuracy on
the contemporary dataset (F1 scores of up to
0.856 on ARUKIKATA), but yielded low to
moderate accuracy on the historical datasets
(up to 0.425 on HOSOMICHI and 0.687 on
MINNA).

• Models fine-tuned with both contemporary
and historical labeled texts achieved the best
accuracy for the two historical datasets.

2For reproducing our results, we will publish our
HOSOMICHI annotation dataset at https://github.com/
naist-nlp/historical-travelogues.
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2 Background and Related Work

LRE extraction, also known as geotagging or to-
ponym recognition, is a special case of named en-
tity recognition (NER) (Nadeau and Sekine, 2007).
LRE extraction has often been addressed within
the task of geoparsing (Gritta et al., 2020), which
aims to estimate the geographic coordinates or ge-
ographic database entries that correspond to the
locations referenced by LREs.

Resources Previous studies have constructed
location-annotated historical corpora and evaluated
the performance of machine learning systems in
LRE extraction using, for example, English news
articles (Coll Ardanuy et al., 2022), English travel
writings (Rayson et al., 2017; Sprugnoli et al.,
2018), French literary texts (Kogkitsidou and Gam-
bette, 2020), and Chinese historical books (Tang
et al., 2024). For Japanese, some researchers have
attempted to manually annotate LREs and their
geographical coordinates in texts within historical
disaster record databases, such as the Database
of Materials for the History of Japanese Earth-
quakes (Kano and Ohmua, 2023) and Minna de
Honkoku (Hashimoto, 2023).

System Evaluation Many studies have in-
vestigated various methods for recognizing
named entities, including locations, in historical
texts (Ehrmann et al., 2023). In particular, some
recent studies have focused on pretrained Trans-
former LMs. Labusch et al. (2019) investigated
training strategies for BERT suitable for NER on
historical German newspaper texts. They showed
that a contemporary BERT model achieved the
highest accuracy when both pretraining on large
unlabeled historical texts and labeled contemporary
texts were performed prior to fine-tuning on target
labeled historical texts. Tang et al. (2024) evalu-
ated NER accuracy on ancient Chinese historical
documents using MLMs pretrained on historical
texts, and open and closed contemporary CLMs,
with MLMs achieving higher accuracy.

3 Experiments

3.1 Training Scenarios
The purpose of our experiments in this study is to
investigate how LMs pretrained with large contem-
porary texts can be adapted to historical texts. Thus,
we employed the following training/evaluation sce-
narios with three datasets, explained later: (1) fine-
tuning on contemporary texts only, (2) fine-tuning

Dataset Register #Sentences #LREs

Arukikata-Train Travelogue 6,516 3,102
Arukikata-Dev Travelogue 601 260
Arukikata-Test Travelogue 5,156 2,166

Minna-Train Disaster 1,901 9,690
Minna-Test Disaster 476 2,392

Hosomichi Travelogue 523 242

Table 1: Dataset categories and statistics.

on historical texts only, (3) fine-tuning on both
contemporary and historical texts, and then: (a)
evaluating on contemporary texts or (b) evaluating
on historical texts. Through these scenarios, we
compare the accuracy of an MLM and a CLM.

3.2 Datasets

We curated three datasets in Table 1: a contem-
porary text dataset (ARUKIKATA) and two early
modern text datasets (MINNA and HOSOMICHI).

ARUKIKATA As contemporary Japanese texts,
we used the ATD-MCL (Higashiyama et al., 2024),
a dataset of travelogues with manually annotated
LREs. We treated only LOC-NAME (location name)
and FAC-NAME (facility name) mentions as LREs
with LOCATION type, and ignored the other men-
tions. We followed the official train/dev/test split.

MINNA As one of the two historical text datasets,
we used the annotation dataset3 from the Minna
de Honkoku database (Hashimoto, 2023).4 The
database comprises records of early modern
Japanese disasters from around the 1800s, with
manually annotated expressions with “date,” “lo-
cation,” “damage,” and “person” types. As pre-
processing, we divided the single entire docu-
ment into 50-character segments, and treated each
segment as a sentence. Then, we extracted sen-
tences with one or more LREs (i.e., “location”
type expressions) and split these sentences into
training and test sets at a ratio of 8:2.5 Texts
in this dataset are typically written in a style
where locations and damages at the locations
are enumerated, for example, “小石川御門内よ
りするが臺小川丁筋違御門迄少〻破損.” 6

3https://github.com/yuta1984/honkoku-data
4https://honkoku.org/index_en.html
5We treated LREs across segment boundaries as non-

LREs.
6LREs are written with underlines. English translation is

‘From inside the Koishikawa Gate to Suruga-dai, Ogawa-cho,
and Sujikai Gate—some damage.’
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HOSOMICHI As another historical text, we
newly created an annotation dataset using the Oku
no Hosomichi Wikisource text7 (the dataset will be
published as mentioned in §1). Oku no Hosomichi
is one of the most famous and representative histor-
ical Japanese travelogues written by Matsuo Basho
in the 1700s. We selected this source because it is
a literary text focused on geographic human move-
ment, unlike MINNA, which consists of practical
records of geographic events; thus, the two datasets
were written in similar periods of time but have
different characteristics. Two of the authors man-
ually assigned LOCATION type to the LRE spans
within the text. Note that we use this dataset only
for evaluation as unseen-domain early modern text
because of its limited data size. Texts in Oku no
Hosomichi and their English translations can be
viewed, for example, on Wikipedia.8

3.3 Language Models

We evaluated two types of LMs, MLM and CLM,
both of which were pretrained with large contem-
porary Japanese texts.

MLM We used a character-level Japanese pre-
trained model9 of BERT (Devlin et al., 2019) by
fine-tuning it with an additional fully-connected
layer for label classification, following the settings
in Appendix A. The model is trained to assign one
of three labels (B-LOCATION, I-LOCATION, and O)
to each character token with the softmax cross-
entropy loss.

CLM We used Swallow-7b-hf (Fujii et al.,
2024),10 which has undergone continual pre-
training from a Llama 2 (Touvron et al., 2023)
model with Japanese language data. We fine-tuned
the Swallow model with QLoRA (Dettmers et al.,
2023) following the settings in Appendix A. Since
CLM generates text in an autoregressive manner,
we applied the prompt template shown in Figure 1
to each input sentence and fed the filled prompt
into the model. The model is then trained to gener-
ate the text following “Answer:”. We adopted this
simple prompt based on the previous study (Kito

7https://ja.wikisource.org/wiki/%E3%81%8A%E3%
81%8F%E3%81%AE%E3%81%BB%E3%81%9D%E9%81%93

8https://en.wikipedia.org/wiki/Oku_no_
Hosomichi

9https://huggingface.co/tohoku-nlp/
bert-large-japanese-char-v2

10https://huggingface.co/tokyotech-llm/
Swallow-7b-hf

Figure 1: Example of input and output text for Swallow.

et al., 2024), which demonstrated the minimal ef-
fect of prompt differences in NER when fine-tuning
LLMs.

4 Results and Discussion

Table 2 shows the mean F1 scores of three model
runs with different random seeds for each training
setting and each evaluation dataset. For each run,
the model checkpoint with the best F1 score on the
development data was selected.11 We will focus
on important aspects in the following sections, and
additional discussion is provided in Appendix B.

4.1 On Contemporary Travelogues
On the ARUKIKATA evaluation data, both LMs
trained on the ARUKIKATA training data achieved
the best F1 scores (0.856 by BERT and 0.797
by Swallow). The models trained on the
MINNA training data showed poor accuracy (0.269
and 0.162), and the models trained on the mixed
training data did not show any improvement over
those trained only on the ARUKIKATA training
data. The main reason of these results is the
large discrepancy in characteristics between the
two datasets; there are differences not only in the

11For the experiments using the MINNA data, we used a
random 5% of the training sentences as the development data
for training Swallow and the entire training data as the devel-
opment data for training BERT.
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Evaluation data
Model Training data ARUKIKATA MINNA HOSOMICHI

BERT-Large
ARUKIKATA 0.856 0.224 0.345

MINNA 0.269 0.657 0.361
ARUKIKATA+ MINNA 0.832 0.687 0.425

Swallow-7b-hf
ARUKIKATA 0.797 0.029 0.244

MINNA 0.162 0.174 0.257
ARUKIKATA+ MINNA 0.753 0.267 0.411

Table 2: F1 scores of two LMs on each eavaluation data.

era of the texts but also in writing style due to the
text register (ARUKIKATA comprising travelogues
and MINNA comprising disaster records).

4.2 On Early Modern Disaster Records

On the MINNA evaluation data, we observed the
following three findings.

First, both LMs trained on the mixed
training data achieved the best F1 scores.
These results are somewhat surpising: adding
MINNA training data was not effective for
evaluation on ARUKIKATA (§4.1), but adding
ARUKIKATA training data was effective for evalu-
ation on MINNA. A possible reason is that knowl-
edge of a wide variety of place names may have
been useful for MINNA evaluation data; whereas
ARUKIKATA data includes a variety of place names
from across Japan, MINNA data is biased towards
locations around Edo (present-day Tokyo).

Second, the absolute F1 scores for
MINNA evaluation data were overall lower
than those for ARUKIKATA evaluation data. This
would be because the LMs were pretrained on
contemporary Japanese texts. LMs pretrained on
historical texts can improve the downstream task
performance, as demonstrated by Labusch et al.
(2019), which is an interesting future direction.

Third, the performance of Swallow (up to 0.267)
was substantially lower than that of BERT (up to
0.687). A possible reason is the difference be-
tween the training methods, full-parameter tuning
for BERT and QLoRA tuning for Swallow. During
the QLoRA tuning that we used for Swallow, only
a small number of newly added parameters were
updated, and the original parameters were fixed.
Thus, the model may not be able to fit the training
data sufficiently. However, additional evaluation is
needed to verify this: tuning BERT with QLoRA.
Other possible reasons are the differences in the

approach to the extraction task, namely, classifica-
tion by BERT and language generation by Swallow,
as well as differences in pretraining tasks, namely,
MLM and CLM. These could impact the differ-
ences in the knowledge acquired during pretraining,
as well as the number of examples necessary for
downstream task training.

4.3 On Early Modern Travelogue

On the HOSOMICHI evaluation data, both LM
achieved close F1 scores when trained on the
ARUKIKATA training data and when trained on
MINNA training data. Moreover, both LMs trained
on the mixed training data achieved the best F1
scores. These results indicate that the two train-
ing data were both effective and complementary in
the extraction of LREs from the HOSOMICHI data.
Probable reasons are as follows. Although the text
registers of MINNA and HOSOMICHI are different
(disaster records vs a travelogue), the time period
of both is relatively close. Altough the time pe-
riod of ARUKIKATA and HOSOMICHI are different
(contemporary vs early modern), both travelogue
data may be similar in that they include wide range
of place names in Japan and describe the writer’s
experiences at each location.

Because of the cross-domain scenario, the abso-
lute F1 scores on the HOSOMICHI evaluation data
is not high: up to approximately 0.4. Straight-
foward apporaches to imporve extraction accuracy
for this dataset include pretraining on similar do-
main texts and fine-tuning with similar domain
labeled examples.

4.4 Qualitative Analysis

Table 3 shows LRE examples predicted by the
LMs trained on the mixed training data for HO-
SOMICHI dataset. Although “室の八島 (Muro no
Yashima)” is a single LRE, both LMs only rec-
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Gold 室の八島 (Muro no Yashima)

BERT 八島 (Yashima)
Swallow 八島 (Yashima)

Table 3: Example LREs predicted by LMs fine-
tuned with ARUKIKATA+MINNA data for the sentence
“室の八島に詣す (Visiting Muro no Yashima)” in the
HOSOMICHI evaluation data.

ognized “八島 (Yashima)” as an LRE. One pos-
sible reason is that “の (no)” was misinterpreted
as Japanese particle that indicates possession or
belonging, leading the LMs to understand it as
“Yashima of Muro” or “Muro’s Yashima,” although
the entire span is a single phrase. This failure sug-
gests that the LMs lack knowledge about historical
place names.

5 Conclusion

This study investigated the extraction accuracy of
representative pretrained Japanese LMs using early
modern and contemporary LRE datasets. One
of main findings from our experiments is the ef-
fectiveness of fine-tuning with both contemporary
and historical labeled texts. Possible future work
includes (i) expanding the evaluation to cover a
broader range of eras and registers, and (ii) investi-
gating pretraining strategies using unlabeled histor-
ical texts effective for downstream tasks, including
LRE extraction and others.

Limitations

In this study, we selected one representative
Japanese LM for both MLM and CLM. It is un-
clear whether similar trends would be observed
with other Japanese LMs. Therefore, it is desir-
able to evaluate a more diverse LMs for a compre-
hensive analysis in the future. However, consider-
ing that most current Japanese LMs are based on
the Transformer architecture, we believe that the
choice of models is appropriate as a first step in
identifying the potential challenges that Japanese
LMs may face in extracting LREs from historical
Japanese texts.

Ethics Statement

The evaluation datasets present no licensing is-
sues, as ARUKIKATA is under the MIT License,
MINNA is under the CC-BY-SA 4.0 License, and
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the same CC-BY-SA 4.0 License. Furthermore,
since the original text of “Oku no Hosomichi” is
in the public domain, there are no copyright is-
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A Model Hyperparameters

Table 4 and Table 5 show the hyper-parameters
used for BERT-Large and Swallow-7b-hf, respec-
tively.

Hyper-parameter Value

training epochs 20
batch size 32
learning rate 1e-5
lr scheduler type linear
warmup ratio 0.1
gradient norm clipping threshold 1.0
optimizer AdamW

Table 4: The hyper-parameters used for BERT-Large.

Hyper-parameter Value

training epochs 10
batch size 8
learning rate 5e-5
lr scheduler type linear
optimizer paged_adamw_8bit
quant_method BITS_AND_BYTES
load_in_4bit True
bnb_4bit_use_double_quant True
bnb_4bit_quant_type nf4
bnb_4bit_compute_dtype float16
lora_alpha 16
lora_dropout 0.1
bottleneck_r 64
torch_dtype float16

Table 5: The hyper-parameters used for Swallow-7b-hf.

B Additional Experimental Results

Detailed Results for the Main Experiment Ta-
ble 6 show precision and recall as well as F1 scores
of the two LMs in the main experiment, which is
shown in Table 2 in §4. For simplicity, the results of
the models that achieved the best accuracy among
training data settings are shown for each evalua-
tion dataset. We observed that Swallow achieved
moderate to high precision (0.533-0.895) for each
evaluation dataset, which is not significantly lower
than that of BERT (0.367–0.841) and is even higher
in two out of three datasets. However, Swallow
yielded consistently lower recall than BERT, partic-
ularly showing very low recall (0.172) for MINNA.
This indicates that Swallow made conservative pre-
dictions and that improvements in learning methods
or prompts are necessary to enhance coverage.

Effects of Instruction Language in CLM Prompt
We conducted an additional experiment using an-
other prompt for the CLM after the review, based

Model Train Eval P R F1

BERT
A A 0.841 0.872 0.856

A+M M 0.662 0.714 0.687
A+M H 0.367 0.506 0.425

Swallow
A A 0.895 0.717 0.797

A+M M 0.594 0.172 0.267
A+M H 0.533 0.335 0.411

Table 6: Precision (P), Recall (R), and F1 scores of
two LMs. “A,” “M,” and “H” represent ARUKIKATA,
MINNA, and HOSOMICHI, respectively.

Evaluation data
Prompt Training data A M H

En
A 0.797 0.029 0.244
M 0.162 0.174 0.257

A+M 0.753 0.267 0.411

Ja
A 0.304 0.032 0.095
M 0.164 0.028 0.258

A+M 0.564 0.272 0.418

Table 7: F1 scores of Swallow with English (En) and
Japanese (Ja) prompts. “A,” “M,” and “H” represent
ARUKIKATA, MINNA, and HOSOMICHI, respectively.

on a reviewer’s comment that suggested to use (con-
temporary and early modern) Japanese prompts.
Specifically, we used a Japanese prompt, which
replaces “Sentence:” and “Answer:” in the origi-
nal English prompt with “入力文:” and “回答:”,
respectively.12 As show in Table 7, compared
to Swallow fine-tuned with the English prompt,
the model fine-tuned with the Japanese prompt
yielded significantly lower F1 scores in four out
of nine settings, which are underlined in Table 7,
while it achieved similar F1 scores in the other set-
tings. A possible reason for this degradation is that
the backbone model, Swallow-7b-hf, has not been
instruction-tuned in the Japanese language. This
result suggests the necessity of evaluating more di-
verse LMs, including instruction-tuned models, as
well as investigating LMs’ sensitivity to different
prompts.

12Because the instruction text of our prompt template is
concise, and the model was pretrained in English and contem-
porary Japanese, we only conducted an additional experiment
with the contemporary Japanese prompt. We will investigate
the effects of more sophisticated prompts, including those
based on early modern Japanese, in the future.
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Abstract

Literary works present diverse and complex
character behaviors, often implicit or inten-
tionally obscured, making character analysis
an inherently challenging task. This study ex-
plores LLMs’ capability to identify and inter-
pret behaviors of artificial beings in 11 award-
winning contemporary Korean science fiction
short stories. Focusing on artificial beings as a
distinct class of characters, rather than on con-
ventional human characters, adds to the multi-
layered complexity of analysis. We compared
two LLMs, Claude 3.5 Sonnet and GPT-4o,
with human experts using a custom eight-label
system and a unique agreement metric devel-
oped to capture the cognitive intricacies of
literary interpretation. Human inter-annotator
agreement was around 50%, confirming the
subjectivity of literary comprehension. LLMs
differed from humans in selected text spans
but demonstrated high agreement in label as-
signment for correctly identified spans. LLMs
notably excelled at discerning ‘actions’ as se-
mantic units rather than isolated grammatical
components. This study reaffirms literary inter-
pretation’s multifaceted nature while expand-
ing the boundaries of NLP, contributing to dis-
cussions about AI’s capacity to analyze and
interpret creative works.

1 Introduction

Literature has long been a realm where diverse
characters interact within narratives, offering deep
insights into human nature and the essence of hu-
manity (or non-humanity) across time, cultures,
and genres (Piper, 2024; Eder et al., 2010; Frow,
2014). Science Fiction (SF), in particular, presents
a more diverse lineage of character types compared
to realist novels, featuring various forms of non-
human entities — be they animals, aliens, or ma-
chines — as active protagonists. This makes SF an
ideal genre for exploring literary representations of
non-human characters’ behaviors.

Identifying and examining character behaviors
remains unexplored in both literary studies and
text-as-data research. Emulating human reading
involves complex cognitive endeavors, including
various Natural Language Processing (NLP) tasks
like coreference resolution and syntactic structure
analysis. Mechanically classifying figurative ex-
pressions in literary texts is challenging, but well-
designed computational approaches to textual inter-
pretation can lead to new and insightful readings.

We extracted and analyzed the behaviors and
cognitive processes of ‘artificial beings’ in recent
Korean SF short stories, using annotations from
five human experts and two types of Large Lan-
guage Models(LLMs). Then we analyzed the agree-
ment rates according to two different calculation
methods. We paid special attention to the unique
characteristics of the Korean language, which, un-
like English, employs a wide variety of endings and
auxiliary predicates, often making it impossible to
judge the intention and usage by solely looking at
a verb’s grammatical form. That is, our approach
focused on the semantic dimension of action rather
than verbs merely as a ‘part of speech’.

Given the task’s complexity, we utilized state-
of-the-art LLMs, known for their proficiency in
grasping context and adapting to new tasks. Re-
sults show that LLMs can achieve high agreement
with human annotators in label assignment for cor-
rectly identified spans, demonstrating potential in
analyzing intricate literary contexts. However, dif-
ferences in text span selection highlight ongoing
challenges in AI’s processing of narrative structures
and character identification.

2 Related Works

Character behavior analysis has long held a sig-
nificant position in traditional literary studies, and
with the recent emergence of new approaches in-
tegrating computational methods in digital human-
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ities, its importance and scope of research have
further expanded (Moretti, 2013; Jockers, 2013).
A pivotal development in this field was the cre-
ation of BookNLP1, a tool for extracting characters
and annotating their attributes from literary texts
spanning about 200 years. This annotated dataset
has sparked various computational literary studies
(Bamman et al., 2019; Sims et al., 2019; Bamman
et al., 2020; Soni et al., 2023; Vishnubhotla et al.,
2023). Representing this trend, Piper (2024) ana-
lyzed the physical actions of characters in English
novels to explore how characters’ agency is ex-
pressed in literary works.

Concurrently, the NLP field has shown increas-
ing interest in utilizing LLMs for data annota-
tion tasks (Bansal and Sharma, 2023; Ding et al.,
2023; He et al., 2024; Alizadeh et al., 2024). This
approach is particularly valuable in literary set-
tings where traditional NLP tools struggle. For in-
stance, Hicke and Mimno (2024) have explored
using LLMs’ for coreference annotation in literary
texts. However, most studies have focused on pre-
constructed, extensive literary corpora, with less
attention to specific genres or nuanced analyses.

In Korean science fiction, the focus of this study,
character studies have been diverse but primarily
qualitative (Yoon, 2022; Hong, 2023; Oh, 2023;
Lee, 2023). While these studies offer valuable
insights into character development and themes,
quantitative methodologies or diachronic analyses
of specific character types remain largely unex-
plored.

3 Artificial Being Behavior Dataset and
Methodology

3.1 Korean Science Fiction Text

We selected 11 contemporary Korean SF short sto-
ries for analysis, annotating full texts — instead of
excerpts from a larger set of works — of all 11 sto-
ries to ensure each story’s overall theme and the de-
termining characteristics are sufficiently reflected
in the data. We investigated all 30 winners of the
first to sixth Korean Science Fiction Award (2016-
2022), which is currently the most prestigious SF
award in Korea, and and identified 11 works featur-
ing ‘artificial beings’ as main characters. Detailed
information about the 11 stories, including their
titles, publication years, lengths, and the names of
the artificial being characters, is in Appendix A.

1https://github.com/booknlp/booknlp

The Korean Science Fiction Award serves as
a pertinent object of study in exploring the ‘SF
boom’ that swept the Korean literary scene in the
late 2010s. Unlike the gradual and robust devel-
opment of SF in Anglo-American contexts, the
Korean literary scene struggled to sustain interest
in the genre for decades. Until the 2000s, even ma-
jor awards aimed at discovering new genre writers
often lost momentum after just two or three years.
However, this award, launched in 2016 with the
slogan “The only domestic SF newcomer literary
award, newly born after 10 years,” has prospered,
introducing writers who have expanded beyond SF
into the broader Korean literary field. It has become
an important turning point in Korean SF literature’s
evolution and a barometer for contemporary scien-
tific and technological trends. The prevalence of
AI and robots-themed works requires our partic-
ular attention, for they offer critical insights into
perceptions and expectations of artificial beings in
modern society.

‘Artificial beings’ here refer to artificially created
intelligence or its implemented entity, excluding ex-
traterrestrial life forms or animals, even if depicted
as anthropomorphized non-human beings, as well
as human to cyborg transformations where the in-
telligence was not artificially created. Artificial be-
ings in the stories are mainly artificial intelligence,
robots, or androids, with varying attributes and be-
havioral patterns. They exhibit characteristics that
parallel human mind and behavior while simulta-
neously exhibiting unique behaviors and cognitive
processes that distinguish their capacity from hu-
mans (e.g., entering the cloud, displaying a wink-
ing emoticon on the screen, etc.). A thorough cat-
egorization and analysis of the vocabulary depict-
ing their behaviors helps explore human-machine
boundaries and address ontological questions about
future technological societies.

3.2 Data Model Design: Preliminary
Experiments

As preliminary experiments before establishing the
design of annotation-based research, we conducted
several tests to examine the artificial being char-
acters’ behaviors from a lexical perspective. We
explored the possibility of automating this process
using Python Korean morphological analyzer tools
commonly used in the NLP field.

This process revealed that extracting the behav-
iors of artificial beings from stories without losing
their meaning is a delicate task of considerable diffi-
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Verb
Morpheme

Conjugation Examples

돌리다
dollida

화제를 돌리다 (change the subject), 숨을 돌리다
(catch one’s breath),시선을돌리다 (avert one’s gaze),
마음을 돌리다 (change one’s mind), 세탁기를 돌리
다 (run the washing machine),문고리를돌리다 (turn
the doorknob)

보다
boda

바라보다 (look at), 생각해 보다 (think about), 장을
보다 (go grocery shopping),떠보다 (test the waters),
잘못이라고 보다 (consider it a mistake), 피를 보다
(suffer harm)

하다
hada

이야기를 하다 (have a conversation), 준비를 하다
(prepare), 각오를 하다 (be determined), 인사하다
(greet), 후회하다 (regret), 목도리를 하다 (wear a
scarf)

Table 1: Examples of Korean phrases where the same
verb root is used but has completely different meanings
in context.

Dataset Description Count

Number of sentences 11 short stories 7,289
Human annotation 5 annotators 9,515
LLM annotation 2 models * 2 versions each 8,575

Table 2: Overview of the dataset.

culty. Table 1 shows examples of verbs used in this
paper’s Korean SF short stories corpus that have
the same morpheme but completely different mean-
ings. In Korean, it is very common for the same
verb form to exhibit semantic diversity depending
on the object that the verb governs or the verb’s
conjugation pattern. For this reason, it is very diffi-
cult to accurately grasp what action a word refers
to in the stories using morphological analyzer tools
that isolate only the smallest units of meaning. As
a result, even if the extracted verbs are categorized,
the accuracy is very low. The task’s purpose of ex-
tracting only the actions of specific characters in
the narrative, coupled with the nature of literary
texts where meaning changes significantly depend-
ing on the context, further complicates the analysis.
Given these factors, we concluded that accurate
analysis is difficult with existing NLP tools and
designed the annotation work described below.

3.3 Human annotation

Label design and tools: We designed an annota-
tion task where human annotators read all 11 sto-
ries from beginning to end, as they 1) mark lexi-
cal spans that represent the actions and cognitive
processes of artificial being characters, and 2) at-
tach labels to categories they believe these words
belong to. While this method is time-consuming
and challenging, it allows for a comprehensive un-

derstanding of character behavior patterns without
missing the uncertainties and ambiguities that arise
in the process of reading fiction. Crucially, this
high-context dataset can serve as a foundational
resource for training and evaluating LLMs, poten-
tially leading to the development of more sophisti-
cated AI research tools capable of nuanced literary
interpretation.

The labels were primarily based on the word
supersense tagger (Ciaramita and Altun, 2006) uti-
lized in BookNLP, a tool frequently used in charac-
ter behavior research. However, as the categories in
previous studies were mainly composed of words
used to describe human behavior, we redesigned
the labels to better reflect the specificity of artificial
being characters. Finally, we established 7 labels
and 1 Miscellaneous category (to be used when a
word is judged not to belong to any other category):

• Communication. The exchange of information or ideas
between characters.
가쁜 숨을 고르고 서 있는 노인에게 안드로이드가 [말한
다says].
나는어머니의다음 [말을기다렸다waited for her next words].

• Sensory act. The action or process involving the use
of sensory systems, including sensory-based interaction
with the environment.
안드로이드는 2층 바닥에서 올라오는 입김을 [감지하고
는sensed]에스컬레이터를힘겹게걸어올라갔다.
그리고기계팔을돌려에이브를 [바라보았다gazed at].

• Motion. Physical movement or change in position, in-
cluding static states.
[간식도 만들어야prepare snacks] 하고 [장도 봐야do grocery
shopping]하며화장실변기도 [닦아야clean]한다.
나는경찰의안내에따라법정에 [들어섰다entered].

• Body change. Fundamental alterations in the physical
or mental state of a character.
아이들이 주는 간식을 거절하지 못하고 먹다가 [고장이 났
던has been broken] · · · 몸이 부서지면서도 나를 지켜주던
그로봇은이제없는거야.
원래 24시간깨어있어야하는루트는최소한의감지시스템
만을켜둔채로 [절전모드에들어갔다went into power-saving
mode].

• Emotion. Subjective feelings or affective states experi-
enced by a character.
영혼 없이 태어난 아이들을 버리지도 못하면서 그들의 신체

기능이정지될때마다 [괴로워했고suffered],그러면서도계속
해서 [희망을품고hold on to hope]다음번태아를배양했다.
어머니를처음만났을때,나는 [꿈꾸는기분이었다felt like (I)
was in a dream].

• Cognition. Mental processes involved in acquiring
knowledge and understanding.
그것이라디오에서들었던총이라는것을슬라이드가당겨지

는순간 [깨달았다realized].
안드로이드는지구로부터점점멀어지기시작해 ...하나의촛
불처럼보이는우주선의모습을 [상상한다imagines].

• Judgement. The process of forming opinions, making
decisions, or drawing conclusions.
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Figure 1: Distribution of labels per story. The numbers from 5 annotators were averaged, and the standard deviation
is indicated by shading. There is a variance in the average total number of labels per work, which is shown in the
table on the right.

따라 갈 지표가 사라지자 이 큰 건물 안을 돌아봐야 할지, 밖
으로나가야할지 [판단하지못했다couldn’t decide].
그러니자신이인간을도울수있는더큰힘을가지고있다고

[생각하는데considers] ‘로봇일뿐’이라니?

Annotators: The annotators (n=5)2 all experienced
in Korean literature, worked independently and did
not discuss with each other or change their an-
notations to match others’ annotations to ensure
unbiased results. Internal consistency within each
annotator’s work was prioritized over attempting
to establish universally "correct" answers. This ap-
proach acknowledges that there may not be a sin-
gle, objectively correct label for each expression
in the story. Instead, annotators were instructed to
assign labels to the closest category based on their
interpretation of the characteristics, intentions, and
context of the artificial being characters portrayed
in the narrative. To take into account the unique
characteristics of Korean vocabulary, annotators
marked minimum spans capturing complete mean-
ings of actions and cognitive processes, often span-
ning multiple words.

Annotators were provided with full texts of the
stories via our annotation tool, as opposed to being
given one sentence at a time. They were tasked to
span-mark all behavioral vocabulary of artificial
being characters and attach single-choice labels
from a drop-down menu format. Consequently, the

2Among the five annotators, four were females and one
was male. Their ages ranged from the 20s to 30s, and all were
native Korean speakers. Two of the annotators held doctoral
degrees in literature.

spans of behavioral vocabulary entities marked by
each annotator differed, even before considering
label differences. The task was far from being an
obvious or objective one, yielding many interesting
cases with uncertainties or ambiguities.

The number of labels varied depending on the
different prominence and characteristics of artifi-
cial beings in the stories. Figure 1 shows the av-
erage number of labels from five annotators, with
standard deviation indicated by error bars. The de-
viation range illustrates that there was considerable
inter-annotator variability, and the dominant labels
also varied depending on the narrative.

For instance, Story 5 (“Five Stages of Indepen-
dence”) and 7 (“The Last Judgment”) present an
interesting contrast. Story 5 exhibits a high pro-
portion of ‘Cognition’ labels, reflecting a narrative
structure that deeply explores the artificial being
character’s inner world. Whereas Story 7, promi-
nently features ‘Judgment’-related vocabulary and
thus the label distribution, for it contains substan-
tial content revealing the AI judge’s beliefs and
decision-making criteria. Both Story 5 and 9 (“Sam-
sara”) show a predominance of ‘Motion’ labels,
Story 5’s greater variance compared to Story 9 sug-
gests differing levels of judgment clarity within
this category. It is also noteworthy that ‘Communi-
cation’ labels frequently rank high in prominence,
which indicates that many SF works portray artifi-
cial beings as capable of linguistic interaction with
humans. A detailed breakdown of the total number
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of annotations assigned by each individual annota-
tor across the 11 stories is provided in Appendix B.
This data enables a comparative analysis of annota-
tors’ tendencies in identifying and marking relevant
spans, as reflected by the total quantity of labels
assigned.

3.4 LLM annotation

The high-context dataset built through human an-
notation contributes to comparing and improv-
ing LLMs’ literary comprehension. We created
prompts similar to human annotation guidelines,
instructing LLMs to mark artificial beings’ actions
and cognitive processes in the stories and attach
appropriate labels.

We utilized Claude 3.5 Sonnet and GPT-4o, both
state-of-the-art models known for their excellent
multilingual support, including Korean. We con-
ducted zero-shot (providing only guidelines and re-
ceiving output in a predetermined format) and few-
shot (providing 7 examples) approaches, creating
a total of 4 datasets. Our experiments with various
lengths3 showed that smaller text units tended to in-
crease the number of labels, but when units became
too small, context was lost, resulting in inaccurate
character identification and reduced accuracy. We
judged that about 5,000 characters was the most
appropriate parameter. Stories were divided into
3-6 units, and we integrated the outputted JSON
annotation files by work for analysis.

The annotation task involves multiple stages
that humans perform intuitively. From a language
model’s perspective, however, these stages are dis-
tinct and sequential:
1. Named Entity Recognition (NER): Distinguish-

ing characters and identifying whether a spe-
cific noun/pronoun refers to an artificial being
within a story.

2. Verb Span Identification: Accurately identify-
ing the span of Korean verbs that denote ac-
tions in the text.

3. Verb Categorization: Categorizing verbs based
on contextual meaning.

Comparing and analyzing the annotation data gen-
erated through this multi-layered process reveal
LLMs’ strengths or weaknesses in interpreting
complex narrative structures.

To evaluate LLMs’ performance of literary com-

3Due to API token limitations, text in segments of about
5,000-6,000 Korean characters were the maximum amount
that could be processed at a time without output annotations
being cut off.

prehension tasks, we conducted a comprehensive
analysis comparing our human-annotated datasets
with LLM outputs. Examination of the matching
rates between LLM predictions and human anno-
tations was followed by a detailed investigation of
the corresponding labels and text segments. Our
approach assessed the quality of LLMs’ literary
analysis within broader contexts, paying particular
attention to cases of high agreement and significant
discrepancies.

To provide a comprehensive overview of the
annotation process, Appendix C includes a table
showing the total number of annotations per story
by each LLM model, which can be compared with
the total number of human annotations.

4 Results and Analysis

4.1 Inter-annotator Agreement Score

Our annotation process consisted of two main steps:
1) precisely marking lexical spans representing ar-
tificial beings’ actions in the SF texts, and 2) as-
signing appropriate labels to the marked spans. To
assess the reliability of this process, we evaluated
inter-annotator agreement using two distinct meth-
ods.

The left heatmap in Figure 2 illustrates sentence-
level label agreement based on Jaccard similar-
ity. This approach matches sentences containing
labeled text with the eight labels assigned by each
annotator, disregarding detailed text spans. Pair-
wise agreement ranged from 7.5% to 67.2%, with
an overall mean of 42.6%. This wide range cou-
pled with a moderate average indicates significant
variability in labeling consistency across annotator
pairs. It suggests substantial subjective differences
in interpreting artificial beings’ actions in literary
contexts, while still maintaining a moderate level
of overall consensus.

The right graph in Figure 2 depicts span-based
fuzzy label agreement, a more refined measure.
While the average agreement score (53.3%) was
higher, it showed greater variability across anno-
tator pairs and works. This analysis scored span
agreement as complete match, partial match, or
no match, considering both the overlap of annota-
tors’ marked text spans and label consistency. Final
scores were calculated by verifying label matches
for complete and partial span matches, applying
appropriate weightings (Equation 1).

Agreement rates calculated by this method
ranged widely from 14.0% to 76.2% across an-
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Figure 2: Results of Inter-annotator Agreement Analysis. Left: Heatmap of sentence-level label agreement based on
Jaccard similarity. Right: Span-based fuzzy label agreement scores.

notator pairs, reflecting the task’s difficulty and
subjectivity. Certain annotator pairs (e.g., a vs. b, a
vs. c) consistently showed high agreement4, while
others (e.g., d vs. e) demonstrated relatively low
agreement.

Score =

(
Mpe × 1 +Mpa × 0.5

Mpe +Mpa +Mnon

)
× 100 (1)

Mpe: number of perfect matches
Mpa: number of partial matches
Mnon: number of non-matches

In most of the texts, the span-based fuzzy method
demonstrates generally higher agreement scores
compared to the sentence-level method, although it
exhibits a wider distribution range. This suggests
that the span-based method more effectively cap-
tures subtle differences between annotators by ac-
counting for detailed textual elements. The distri-
bution of agreement scores across annotator pairs
for each story is provided in the Appendix D.

4.2 LLM Annotation Evaluation

The four types of LLMs labeled 1,000-2,000 data
points for each of the 11 stories, similar to the distri-
bution of human annotation data (averaging 1,903
annotations across 5 annotators). To assess how
well LLMs understood and classified the actions
of artificial beings in the stories without additional
training (or to what extent they could match human

4The annotator pairs showing high agreement had rele-
vant academic backgrounds: annotator a is the first author of
this paper and a master’s student in digital humanities, while
annotators b and c hold doctoral degrees in literature.

Model
Total
Anno-
tations

Span
Matches

Span
Unmatches

Claude 3.5 Sonnet
(zero shot) 1613 1045

(64.8%)
568

(35.2%)
Claude 3.5 Sonnet

(few shot) 1270 878
(69.1%)

392
(30.9%)

GPT-4o
(zero shot) 2917 1225

(42%)
1692

(58%)
GPT-4o

(few shot) 2775 1305
(47%)

1470
(53%)

Table 3: Summary of Model Annotations and Span
Matching.

comprehension), we applied a span-based fuzzy la-
bel agreement method similar to the one used in ear-
lier evaluation. We aligned span-marked words and
labels sentence by sentence, comparing them with
five human annotators’ responses. A Span Match
was recorded if there was any overlap (2 or more
Korean characters) in the text span. In our analysis,
we considered a match to occur when an LLM’s
annotation (either span or label) aligned with at
least one human annotator. This approach was cho-
sen for both span and label agreement to preserve
the diversity of human annotations, which was a
key focus of our study. We deliberately avoided
creating a “gold standard” based on majority agree-
ment among human annotators, as this would have
diluted the individual perspectives we aimed to cap-
ture. This method allows us to evaluate LLM per-
formance while acknowledging the inherent vari-
ability in human interpretations of textual content.
The proportion of entities with matching spans be-
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tween LLMs and humans was approximately 60%
for Claude 3.5 Sonnet and 40% for GPT-4o. Both
models showed fewer mismatched labels in few-
shot scenarios compared to zero-shot.

Figure 3: Span Match (line graph) and Label Agreement
(shaded area) Rates between 4 different LLMs and Hu-
man Annotators across stories, arranged in a clockwise
direction starting with Claude-Zeroshot, followed by
GPT-Zeroshot, GPT-Fewshot, and ending with Claude-
Fewshot.

Figure 3 illustrates the percentage of annota-
tions with matching spans to at least one human
reference (line graph) and the proportion of these
that also had matching labels with at least one hu-
man annotator (shaded area) for each model across
stories. Notably, when LLMs correctly identified
words describing artificial beings’ actions, the cor-
responding labels matched human annotators’ la-
bels in over 65% of cases, often exceeding 80%.
Specifically, Claude’s model achieved over 75%
label agreement in 8 out of 11 stories, while the
GPT model reached this threshold in 7 out of 11
stories. This clearly demonstrates that LLMs can
detect and classify the actions of artificial beings in
stories at a level approaching human annotators.

However, LLMs struggled with Named Entity
Recognition (NER), particularly in tracking spe-
cific characters. This difficulty likely stems from
the varied and often indirect references to artificial
entities in the stories’ contexts. The unmatched data
from stories 1, 8, and 11, which showed notably
low span match rates, mostly consisted of annota-
tions about human characters appearing early in the
stories. There were also instances where LLMs mis-
interpreted passive verbs targeting artificial beings
as their actions. These findings suggest that while
LLMs excel at sentence-level action classification,
they still have room for improvement in consis-
tently tracking characters across broader contexts.

Future research should focus on enhancing con-
textual understanding and long-term dependency
processing to overcome these limitations.

Figure 4: Distribution of label disagreements between
LLMs and human annotators for matched spans. The
left graph shows the number of label disagreements,
while the right graph represents the ratio of label dis-
agreements to the total number of matched spans.

Figure 4 shows the distribution of cases where
LLMs identified the matched span but assigned
different labels compared to human annotators.
The most striking discrepancy occurs in the Cog-
nition category across all models, with GPT mod-
els showing an even higher rate of disagreement.
Upon closer examination of the text, this diver-
gence is largely centered on machine-related termi-
nology such as ‘record’, ‘upload’, ‘transfer data’,
‘change configuration’, and ‘execute facial recogni-
tion’. Human annotators tended to interpret these
actions contextually as Motion or Sensory acts,
applying a more anthropomorphic perspective to
artificial entities. In contrast, LLMs consistently
classified these as Cognition, viewing them primar-
ily as computational processes. This discrepancy
highlights an intriguing difference in how humans
and AI interpret the cognitive processes of artifi-
cial beings in literature. Additionally, Claude mod-
els, especially Claude Zeroshot, show a notably
higher use of the Miscellaneous label, suggesting
a more cautious approach to ambiguous actions.
Interestingly, GPT models more frequently applied
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the Emotion label, while Claude models showed
minimal disagreement in this category, indicating
varying approaches to emotion recognition between
the two model types. These patterns reveal distinct
strengths and limitations in how AI models inter-
pret artificial beings’ actions, particularly in com-
plex cognitive processes and ambiguous behaviors.

When examining the ratio of label disagreements
to the total number of matched span annotations,
the overall trends remain similar. However, it’s im-
portant to note that human annotators were strongly
discouraged from using the ’miscellaneous’ label
(this instruction was also included in the LLM
prompts but was not fully adhered to). Conse-
quently, all instances of the ’miscellaneous’ label
are counted as ’disagreements’ in this ratio calcula-
tion.

The complete distribution of all labels matching
human annotations across different works can be
found in Appendix E.

5 Discussion

We investigated the behavioral patterns of artificial
beings in contemporary Korean SF short stories.
By leveraging both human expertise and large lan-
guage models (LLMs), we conducted a compre-
hensive analysis that revealed the complexity and
subjectivity involved in categorizing the actions
and cognitive processes of artificial characters in
literary contexts.

Our novel approach deconstructs the multi-
layered cognitive processes inherent in literary
comprehension, pioneering a literature-specific
framework for evaluating inter-annotator agree-
ment. The higher average agreement score (53.3%)
obtained through the span-based fuzzy method,
compared to the sentence-level method (42.6%),
suggests that considering detailed textual elements
better captures nuanced differences and potential
consensus in annotators’ interpretations. For non-
literary text annotation tasks aimed at “predictive
accuracy” or “generalizability,” an inter-annotator
agreement rate around 50% would typically be
deemed insufficient. However, given the intricate
nature of reading literature, which values diverse
interpretations, this agreement rate proves to be a
significant finding. The possibility of varied inter-
pretations for the same character demonstrates the
depth and richness of literary texts and confirms
the active meaning-making processes of readers.
The metric we developed presents both unique op-

portunities and methodological challenges for com-
putational approaches in studying representations
of characters in fiction.

LLMs demonstrated promising results in match-
ing human annotations, particularly excelling in
sentence-level action classification. Claude 3.5 Son-
net and GPT-4o achieved impressive span match
rates of approximately 60% and 40% respectively,
with label agreement rates frequently exceeding
80% for correctly identified spans. These unprece-
dented results indicate that LLMs can analyze
and categorize artificial beings’ actions in litera-
ture to nearly human-level accuracy. Notably, few-
shot learning approach yielded minimal perfor-
mance improvements, suggesting that LLMs may
already possess specialized capabilities for such
high-context tasks, rendering additional ‘examples’
less critical. However, the models’ struggles with
Named Entity Recognition (NER) and character
tracking across broader contexts highlight areas for
improvement in AI’s literary comprehension abili-
ties. A particularly significant finding was LLMs’
ability to distinguish ‘actions’ as semantic units
rather than merely grammatical verbs (POS). LLMs
generally marked necessary Korean objects or aux-
iliary predicates correctly, enabling clear distinc-
tion of artificial beings’ behaviors and highlighting
the potential in complex literary annotation tasks.

This research provides innovative insights into
artificial beings in Korean SF stories, potentially
stimulating further studies in this emerging field.
Furthermore, our interdisciplinary approach en-
hances understanding of literary texts, as well as
offers valuable insights for developing more sophis-
ticated NLP models capable of grasping contex-
tual nuances and long-term narrative dependencies.
These findings present new possibilities for the con-
vergence of literary studies and AI technology.

6 Limitations and Conclusion

This study enhanced annotation robustness by uti-
lizing both human annotators and state-of-the-art
LLMs to analyze behavioral patterns of artificial be-
ings in Korean SF works. To ensure methodological
transparency, we provided detailed approaches for
inter-annotator agreement and LLM performance
evaluation. However, identifying and categorizing
actions in literary texts remains inherently subjec-
tive and is inevitably situated within the contem-
porary Korean SF contexts and culturally specific
understandings of artificial intelligence. In terms
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of data, our focus on 11 Korean SF short stories
by emerging authors who won a specific literary
award potentially restricts the generalizability of
our findings. Given the recent proliferation of Ko-
rean SF works featuring various artificial beings
beyond these stories, expanding the research to in-
clude a broader range of contemporary Korean SF
literature could have provided more comprehensive
insights.

On the technical side, LLMs exhibited limita-
tions potentially stemming from their training data
and prompting strategies. The text segmentation
necessitated by technical constraints may have af-
fected the models’ grasp of overall narrative con-
text. Another limitation is the omission of a detailed
linguistic analysis of marked lexical ranges, which
was excluded due to space constraints.

Even with these limitations, our findings high-
light the complex interplay between literary expres-
sions and technological capabilities, revealing both
the potential and limitations of current AI technolo-
gies in analyzing nuanced literary contexts. Dis-
crepancies between human annotators and LLMs
in interpreting artificial beings’ actions underscore
the subjective nature of literary analysis and the
challenges in AI’s comprehension of contextual nu-
ances. However, LLMs’s promising performance
in sentence-level action classification suggests a
path forward for integrating AI tools into literary
studies. This research contributes to the ongoing
dialogue between science fiction and AI develop-
ment, offering insights for future studies in both
fields.

Acknowledgements

We acknowledge that, due to copyright restrictions
on the stories analyzed in this study, we are unable
to publicly share the complete dataset. We have
endeavored to ensure the utmost transparency in
presenting our methodology and results, consistent
with these legal constraints.

References
Meysam Alizadeh, Maël Kubli, Zeynab Samei,

Shirin Dehghani, Mohammadmasiha Zahedivafa,
Juan Diego Bermeo, Maria Korobeynikova, and Fab-
rizio Gilardi. 2024. Open-source llms for text an-
notation: A practical guide for model setting and
fine-tuning. Preprint, arXiv:2307.02179.

David Bamman, Olivia Lewke, and Anya Mansoor.
2020. An annotated dataset of coreference in English

literature. In Proceedings of the Twelfth Language
Resources and Evaluation Conference, pages 44–54,
Marseille, France. European Language Resources
Association.

David Bamman, Sejal Popat, and Sheng Shen. 2019. An
annotated dataset of literary entities. In Proceedings
of the 2019 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies, Volume 1 (Long and
Short Papers), pages 2138–2144, Minneapolis, Min-
nesota. Association for Computational Linguistics.

Parikshit Bansal and Amit Sharma. 2023. Large lan-
guage models as annotators: Enhancing general-
ization of nlp models at minimal cost. Preprint,
arXiv:2306.15766.

Massimiliano Ciaramita and Yasemin Altun. 2006.
Broad-coverage sense disambiguation and informa-
tion extraction with a supersense sequence tagger.
In Proceedings of the 2006 Conference on Empiri-
cal Methods in Natural Language Processing, pages
594–602, Sydney, Australia. Association for Compu-
tational Linguistics.

Bosheng Ding, Chengwei Qin, Linlin Liu, Yew Ken
Chia, Shafiq Joty, Boyang Li, and Lidong Bing.
2023. Is gpt-3 a good data annotator? Preprint,
arXiv:2212.10450.

Jens Eder, Fotis Jannidis, and Ralf Schneider. 2010.
Characters in Fictional Worlds. De Gruyter.

John Frow. 2014. Character and Person. Oxford Uni-
versity Press.

Xingwei He, Zhenghao Lin, Yeyun Gong, A-Long Jin,
Hang Zhang, Chen Lin, Jian Jiao, Siu Ming Yiu, Nan
Duan, and Weizhu Chen. 2024. Annollm: Making
large language models to be better crowdsourced
annotators. Preprint, arXiv:2303.16854.

Rebecca M. M. Hicke and David Mimno. 2024. [li-
ons: 1] and [tigers: 2] and [bears: 3], oh my! lit-
erary coreference annotation with llms. Preprint,
arXiv:2401.17922.

Deokgu Hong. 2023. Representations of scientists in
contemporary korean science fiction -centered on the
novels of kim cho-yeop, shim nae-ul, and jung bo-ra.
Journal of Popular Narrative, 29(3):69–103.

Matthew L Jockers. 2013. Macroanalysis: Digital meth-
ods and literary history. University of Illinois Press.

Jiyong Lee. 2023. Significance and transformation of
nonhuman characters in korean science fiction - fo-
cusing on science fiction content from the 2010s on-
wards. The Society Of Korean Language Culture,
82:197–225.

Franco Moretti. 2013. Distant Reading, volume 93.
Verso.

347



Haein Oh. 2023. Post-body imagination in south korean
sf novels - focused on 「little baby blue pill」 by jung
sae-rang and 「laura」 by kim cho-yeop. Journal of
Korean Literary Criticism, 79:71–104.

Andrew Piper. 2024. What do characters do? the em-
bodied agency of fictional characters. Journal of
Computational Literary Studies, 2(1).

Matthew Sims, Jong Ho Park, and David Bamman. 2019.
Literary event detection. In Proceedings of the 57th
Annual Meeting of the Association for Computational
Linguistics, pages 3623–3634, Florence, Italy. Asso-
ciation for Computational Linguistics.

Sandeep Soni, Amanpreet Sihra, Elizabeth F. Evans,
Matthew Wilkens, and David Bamman. 2023.
Grounding characters and places in narrative texts.
Preprint, arXiv:2305.17561.

Krishnapriya Vishnubhotla, Frank Rudzicz, Graeme
Hirst, and Adam Hammond. 2023. Improving au-
tomatic quotation attribution in literary novels. In
Proceedings of the 61st Annual Meeting of the As-
sociation for Computational Linguistics (Volume 2:
Short Papers), pages 737–746, Toronto, Canada. As-
sociation for Computational Linguistics.

Aekyung Yoon. 2022. The free will and gender perfor-
mativity of posthuman in korean sf novel. Interna-
tional Language and Literature, 53:81–106.

348



A

Table 4: List of 11 Science Fiction stories and their details.

Story ID Title publication year Writer # of sylla-
bles

# of sen-
tences

name of the AI in the
story functions

1 피코 Pico 2017 Lee, Gunhyuk 19,089 588 Pico, Freya Companion AI

2
TRS가 돌보고 있

습니다 TRS is Pro-
viding Care

2018 Kim, Hyejin 17,961 495 TRS Care Robot

3
마지막 로그 Last
Log

2018 Oh, Jeongyeon 20,168 432 Joy
Euthanasia Assistance An-
droid

4
라디오 장례식 Ra-
dio Funeral

2018 Kim, Sunho 16,602 454 Android
Conversation and Service
Robot

5
독립의오단계 Five
Stages of Indepen-
dence

2018 Lee, Ruka 46,906 1,198
I, Model Name A796,
Serial Number 04-
1963-59

Cyborg Android Inte-
grated with a Human
Brain

6
옛날 옛적 판교에

서는 Once Upon a
Time in Pangyo

2022 Kim, Kuman 22,461 564 I In-Game AI

7
최후의 심판 The
Last Judgment

2023 Han, Isol 39,208 1,027 Solomon, Solo 3.0 AI Judge

8
두 개의 세계 Two
Worlds

2023 Park, Minhyeok 40,461 1,201 Root
Dome Environment Man-
agement AI

9 삼사라 Samsara 2023 Jo, Seowol 15,898 316 Sarah, Abe
Artificial Persona of a
Spaceship’s Main Com-
puter

10
제니의 역 Jenny’s
Reversal

2023 Choi, Ia 16,403 392 Jenny
Multicultural Family As-
sistance AI

11

발세자르는 이

배에 올랐다 Balt-
hazar Boarded This
Ship

2023 Heo, Dallip 18,939 622 Rimey
Privately-Created AI
Stored on a Server

B

Table 5: Total number of annotations per story by each human annotator (a-e).

Story ID a b c d e Average

1 146 98 102 127 97 114
2 186 155 206 168 160 175
3 149 158 166 123 141 147
4 121 132 143 123 107 125
5 417 299 366 441 348 374
6 104 87 93 101 49 87
7 302 218 350 228 188 257
8 91 104 100 82 89 93
9 336 318 390 369 366 356

10 88 82 96 91 74 86
11 40 62 204 43 44 79
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Table 6: Total number of annotations per story by each LLM model.

Story ID Claude-Zeroshot Claude-Fewshot GPT-Zeroshot GPT-Fewshot Average

1 80 151 164 103 125
2 72 64 124 101 90
3 81 85 202 138 127
4 80 88 113 98 95
5 352 241 791 499 471
6 68 64 154 249 134
7 276 141 330 543 323
8 170 55 256 267 187
9 159 168 222 253 201

10 47 46 52 53 50
11 228 167 509 421 331

D

Figure 5: Distribution of Inter-annotator Agreement Scores Across Stories.
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E

Figure 6: Label distribution of LLM annotations matching human annotation coverage. Values represent the average
across four different LLM models.
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Abstract

Even after many years of research, answering
the question of the differences between spo-
ken and written text remains open. This paper
aims to study syntactic features that can serve
as distinguishing factors. To do so, we focus
on the transcribed speeches and written books
of United States presidents. We conducted two
experiments to analyze high-level syntactic fea-
tures. In the first experiment, we examine these
features while controlling for the effect of sen-
tence length. In the second experiment, we
compare the high-level syntactic features with
low-level ones. The results indicate that adding
high-level syntactic features enhances model
performance, particularly in longer sentences.
Moreover, the importance of the prepositional
phrases in a sentence increases with sentence
length. We also find that these longer sentences
with more prepositional phrases are more likely
to appear in speeches than in written books by
U.S. presidents.

1 Introduction

Scholars across various fields have sought to an-
swer what makes writing different from speaking.
The answers range from the notion that there is no
fundamental difference to the belief that they are
entirely distinct domains. These investigations lead
to in-depth explorations with different approaches
and perspectives, depending on the population or
the system under study. For example, some schol-
ars look for answers to support non-native speakers
during the language acquisition process, while oth-
ers attempt to measure the cognitive load through
the sound or word production process. Likewise,
some try to enhance our ability to program ma-
chines and unlock new insight into the differences
between spoken and written text.

Rajaei Moghadam et al. (2024) investigated the
difference between speaking and writing, focusing
on morphological, lexical, and syntactic features at
both sentence and chunk levels. They showed the

superiority of BERT (Devlin et al., 2018) as well
as the importance of sentence length, percentage of
nouns, percentage of verbs, and depth of the parse
tree.

In this paper, we expand the corpus and focus
on high-level syntactic features to examine their
effectiveness in distinguishing the transcriptions of
speeches and written books by United States presi-
dents. We analyze linguistically inspired features
instead of simply counting categories.

Throughout the paper, the text is analyzed in
different sentence lengths, categorized as short,
medium, and long. We use CoreNLP (Manning
et al., 2014) as a state-of-the-art to parse the sen-
tences. Pinto et al. (2016) provide a comparison of
several NLP toolkits, including NLTK, OpenNLP,
and Stanford CoreNLP on both formal and infor-
mal texts and conclude that depending on the task
and text types, the toolkits perform differently.

Regarding text similarity measurement, Wang
and Dong (2020) recommend using a combina-
tion of techniques and models for higher accuracy,
concluding that no single method works best for
all similarity measurement tasks in NLP. For this
investigation, we use Support Vector Machines
(SVM), Decision Tree (DT), Random Forest (RF),
and BERT as our machine-learning classification
models to answer the following questions:

RQ1: How do syntactic features impact de-
tection performance in sentences with different
lengths?

RQ2: Which syntactic features improve the
model performance in distinguishing written sen-
tences from transcribed spoken sentences?

In the literature review, we will explore how
other scholars have approached these questions.
The methodology will be detailed in the procedure
section. Following that, we will present the re-
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sults and discussion, draw conclusions, outline the
limitations, and finally offer future research. The
artifacts of this work are published online.1

2 Related Work

In this section, we explore related findings in lin-
guistics, cognitive science, and computer science.

2.1 Linguistic and Syntactic Analysis

In comparing writing and speaking, Blankenship
(1962) found more general similarity than dissim-
ilarity in sentence patterns with little variation in
sentence length, along with mood indicators like
imperative. Additionally, Blankenship found more
passive constructions in writing. Working with a
group of psychology students, Drieman (1962) real-
ized that, compared to speaking, writing has shorter
text with more diverse vocabulary and more mul-
tisyllabic and longer words. Later, DeVito (1967)
analyzed samples of spoken and written language
from university professors and concluded that spo-
ken language relies more on verbs and adverbs,
while written language uses more nouns and ad-
jectives. These differences were further quantified
by analyzing ratios between parts of speech, show-
ing that speech uses fewer qualifiers than written
language. O’Donnell (1974) used samples by the
same male adult and examined syntactic features
like gerunds, passive constructions, and attributive
adjectives, which can be found more in written lan-
guage. Einhorn (1978) also kept the subject and
content similar, as she believed this would help un-
derstanding the effect of mode of communication.
She worked with the writing and recorded speeches
of ten famous men, and even though speeches were
edited for publication, she still found many differ-
ences. For example, they contained more personal
references, both singular and plural.

Through multiple attempts to understand why
writing and speaking differ, Biber (1986b) iden-
tifies three key parameters, interactive vs. edited
text, abstract vs. situated content, and reported
vs. immediate style, that underlie textual variation
in English. Additionally, Biber (1986a) believes
that for such studies a comprehensive approach can
capture the existing complexity between these two
modalities. However, Biber and Grey (2011), in
contrast to the conventional view, showed that both
conversation and academic writing are grammati-
cally complex, though the sources of complexity

1https://github.com/mosabrezaei/Text-vs.-Transcription

are different. In writing, sentences are compressed
due to more use of phrasal expressions, including
prepositional phrases as post-modifiers.

2.2 Linguistic and Contextual Influence
Akinnaso (1982) believes these differences are
rooted in the objectives of the speaker and writer
as well as the communicative and situational con-
text. Chafe (1979), while underscoring the matter
of context, identifies integration and involvement
as two key distinctions between spoken and written
language, meaning that writing is more integrated
due to its coherent structure while speaking has a
higher involvement rate as speakers are more en-
gaged with the audience. Redeker (1984) believes
the four categories of involvement, integration, de-
tachment, and fragmentation work better for such
distinctions and similarly refers to speaking as a
mode with higher involvement that contains more
self-reference items. Poole and Field (1976) high-
light that oral language has simpler structures with
more adverbial elaboration, which reflects the im-
mediate and personal nature of spoken communica-
tion and recalls the importance of communicative
context.

2.3 Cognitive Science
Early studies like Woolbert (1922) argue that de-
spite some similarities between these two modes of
communication, they are fundamentally different.
Woolbert categorizes three processes in writing,
thought, language, and typography, while identify-
ing four processes in speaking including thought,
language, voice, and action. Therefore, Woolbert
counts both production mediums as means to man-
ifest thought. Olson (1996) sees writing as a gate-
way for studying language and understanding the
relationship between writing and cognition.

Liu (2023) reviews the distinction between pro-
duction, perception, and form. During the produc-
tion process, voice quality in speaking and, equally,
punctuation in writing convey the meaning. Per-
ception deals with the immediacy of feedback. Re-
garding form, Liu identifies differences in three
main areas: lexical richness, grammar, and struc-
ture. Trying to explore the possibility of language
measurement, Fairbanks (1944) and Mann (1944)
worked on two groups: freshman students and indi-
viduals with schizophrenia. Both employ methods
such as type-token ratios and grammatical analysis,
including examining prepositions and conjunctions.
The most notable difference, as Fairbanks men-
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tions, is the increased use of personal pronouns by
patients with schizophrenia.

In another study, Rezaii (2022) works on pro-
ductions of individuals with primary progressive
aphasia and finds that familiarity with terms and
topics decreases the cognitive load, thus easing the
production process by either use of complex syntax
structure with simple vocabulary or the opposite.
Cleland and Pickering (2006) notice the use of syn-
tactic priming, meaning that the speaker tends to
reuse previously used syntactic structure. Their
results show that during the production process,
syntax is accessed the same way in both speak-
ing and writing, suggesting a similar underlying
cognitive mechanism.

DeVito (1966) highlights that writing has greater
verbal diversity than speaking due to differences
in the encoding process, including time constraints
and pressure on the speaker when uttering a sen-
tence, which is the reason speakers use more famil-
iar and shorter words. Such differences show the
distinct cognitive and linguistic demands on indi-
viduals through the production process. Likewise,
Chafe and Tannen (1987) look at structural differ-
ences, cognitive implications, and social functions.
They similarly refer to the immediate and context-
dependent characteristics of speaking as opposed
to writing. Gray and Biber (2013) analyze lexi-
cal frames in academic prose and conversational
English. Their study shows that writing tends to
use more grammatical structure and function word-
based frames, while in conversation, fixed, verb-
based frames are more common, which also, like
DeVito, reflects the immediate and interactive as-
pects of spoken communication.

2.4 Computer Science

While Biber (2020) invites more investment in pho-
netic and phonological corpora to help in stud-
ies of speaking, Pangtay-Chang (2009) shows that
text-based computer-mediated communication is
becoming similar to what we produce in oral com-
munication.

Understanding differences in writing and speak-
ing will serve other areas of research like human-
human-computer interactions. With this focus,
Akhtiamov et al. (2017) analyzed speech through
acoustical, syntactical, and lexical lenses. Ulti-
mately, their study suggests a greater reliance on
conversational context rather than acoustic cues.
Similarly, Balagopalan et al. (2020) use NLP to de-

tect symptoms of Alzheimer’s disease (AD), which
impacts both the content and acoustics of sponta-
neous speech. This study reveals that fine-tuned
BERT models outperform traditional feature-based
methods in detecting cognitive impairments associ-
ated with AD.

Such exploration will also be useful for related
research in stylistics. Blankenship (1962) con-
cluded that the formation of a syntactic structure is
a matter of individual style; therefore the medium
of delivery, whether writing or speaking, has mini-
mal influence. Kurzynski (2023), through an analy-
sis of perplexity, systematicity, and characteristic
words of Mao Zedong, introduces these metrics as
helpful ones to understand Mao’s writing style. In
another study, Freedman (2017) employs syntactic
and bag-of-words approaches to distinguish differ-
ent sections of the book of Isaiah. Also, Freedman
and Krieghbaum (2014) used features like prepo-
sitional phrases along with machine learning tech-
niques to investigate student responses. Expanding
on stylistics, Khalid and Srinivasan (2020) used
262 stylistic features to analyze style across nine
online communities to explore the importance of
style in these communities rather than individual
style. They found higher accuracy in style-based
prediction as opposed to content-based predictions
of community membership, particularly in smaller
data sets.

Rajaei Moghadam et al. (2024) study syntac-
tic and non-syntactic features to identify the most
important ones for detecting spoken and written
textual data. However, their study did not exam-
ine high-level constructs like prepositional phrases.
Katre (2019), with a discourse analysis approach,
used NLTK and Matplotlib to process a large cor-
pus of political speeches to create visual tools like
lexical dispersion plots, time-series plots, word
clouds, and bar graphs.

Berriche and Larabi-Marie-Sainte (2024) exam-
ine writing style differences between human and
ChatGPT-generated content. They employed clas-
sical classifiers and ensemble methods, training
them with over 30 stylometric features. They ex-
tracted lexical and syntactic features including the
frequency of conjunctions, pronouns, and prepo-
sitions. Through multiple experiments, they con-
cluded that the ensemble learning classifiers out-
performed the classical classifiers. Regarding style
generation, Montfort et al. (2021) focus on generat-
ing narrative style (not the plot) with referring ex-
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pressions. In other words, they explore how chang-
ing the referring expressions can model different
literary styles. By keeping all other influential ele-
ments in the discourse constant and changing only
reference conventions, they emphasize the use of
nouns and noun phrases for generating different
writing or narration styles.

3 Procedure

In this section, we describe the dataset and the
extracted features.

3.1 Dataset

As outlined in the future work section of Ra-
jaei Moghadam et al. (2024), we aimed to extend
the number of extracted sentences. Therefore, in
this study, we have expanded the corpus volume,
which now contains 41,306 sentences, comprising
20,654 spoken samples and 20,652 written samples,
compared to the earlier dataset of 13,600 spoken
and 13,600 written samples.

We obtained transcriptions of spoken language
from Miller Center of Public Affairs University of
Virginia (2022), which covers transcriptions from
George Washington to the present time. For the
writing samples, we used ten complete books writ-
ten by presidents, three of which we obtained from
Project Gutenberg (n.d.).

To ensure the accuracy of calculations, all the
pages that were not part of the main content were
removed. Furthermore, multiple whitespaces were
changed into single whitespaces. For sentence ex-
traction, we used the nltk library (Bird et al., 2009),
while CoreNLP (version 4.5.7 ) was employed for
tokenization and word counting.

3.2 New Features

In the exploration of what exactly makes writing
and speaking different, there is no single definite
answer. Therefore, in addition to utilizing some of
the features from Rajaei Moghadam et al. (2024),
we will examine the following six features:

• Pronoun and noun phrases in the subject

• Passive and active sentences

• Comparative and superlative

• Imperative structures

• Conjunction phrases

• Prepositional phrases

3.2.1 Pronoun and Noun Phrase in Subject
We examined syntactic subjects to determine
whether they were occupied by noun phrases (NP)
or pronouns (PRN). Rajaei Moghadam et al. (2024)
counted noun phrases and personal pronouns as sep-
arate features. In this paper, we only consider these
two elements in the subject position. Such analysis
deepens our understanding of nominal construction
and sentence complexity in both modalities.

According to de Marneffe and Manning (2008),
a nominal subject (nsubj) refers to a noun phrase
that is the syntactic subject of a clause. Here,
we use a combination of the parse tree and the
Enhanced Dependency subsystem of Stanford
CoreNLP to identify nominal subjects and their
referents with higher accuracy.

3.2.2 Passive and Active Sentences
According to Aygen (2016), the active voice is the
typical form in which the subject of the sentence is
the agent. To do this, PassivePy package (Sepehri
et al., 2023) in the SpaCy library (Honnibal et al.,
2020) enables us to compute active, agentless pas-
sive, and agentive passive forms.

3.2.3 Comparative and Superlative
The comparative form is used to compare two sets
of entities, whereas the superlative form compares
more than two sets of entities or groups (Aygen,
2016). We extracted comparative and superla-
tive structures with JJR, JJS, RBR, and RBS tags
from the dataset using Stanford CoreNLP. This ex-
traction includes irregular forms, such as "good",
"well", and "best", in addition to those that end with
"-er" and "-est" or contain indicators like "more"
and "most".

3.2.4 Imperative
The imperative mood is used in direct requests or
commands. According to Aygen (2016), impera-
tives do not have tense or aspect markers and have
an implied subject (you). Therefore, this analy-
sis focuses on structures without a stated subject
and verbs without tense or aspect modifiers such as
gerunds. To achieve this, we use StanfordCoreNLP
to extract only sentences that begin with a VB tag.

It is common to find fragments and informal
questions in spoken language that start with the
base form of the verb, such as "Want fries?", which
could be counted as an imperative structure. To
address this, we examined the role of punctuation
and ultimately decided to only consider sentences
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that start with a verb and end with a period or ex-
clamation mark.

In other cases, phrases like "Sleep well, gentle-
men" may structurally appear as imperatives but
are not interpreted as commands. Similarly, some
proverbs and idiomatic expressions use the base
form of the verb without an explicit subject, much
like imperatives, e.g., "Hit the nail on the head".
Although these cases offer interesting avenues for
further analysis, they fall outside the scope of this
research since our primary focus is syntactic analy-
sis.

3.2.5 Conjunction Phrases

Conjunctions are connector words that link two
words, phrases, clauses, or sentences (Zokirjon kizi,
2023). While Rajaei Moghadam et al. (2024) fo-
cused on the percentage of coordinators, this study
investigates conjunction phrases with the assistance
of the Standford CoreNLP parse tree. The work
by de Marneffe and Manning (2008) notes that the
parser does not account for symmetrical relations,
meaning that we do not observe two conjunction
phrase tags (CONJP) in cases like correlative con-
junctions, e.g., "not only...but also...". Based on
this, we check only for the presence of a single
CONJP tag in the parse tree.

3.2.6 Prepositional Phrases

Among the different parts of speech, prepositions
are considered as function words and prepositional
phrases as grammatical units that act as connec-
tors, typically with noun phrases. They precede
or follow other phrases or elements in a sentence
to create another phrase or constituent. According
to Benelhadj (2015), prepositional phrases exhibit
varying levels of structural complexity and gen-
erally cannot be understood without considering
other elements of the sentence.

For this feature, we first extract and calculate the
percentage of each sentence occupied by preposi-
tional phrases (PP) using the Stanford CoreNLP
tags. Then, we calculate the percentages of words
with PP tags that modify verbs vs. nouns or other
parts of speech. In this calculation, words in nested
PPs are labeled according to their closest parent.

3.3 Pre-existing Features

In this paper we continue to use the features in
Rajaei Moghadam et al. (2024). The features are
listed below by category.

Morphological aspects:
• Average syllables per word
• Average words per sentence
• Average characters per word

Lexical aspects of sentences:
• Number of words in a sentence
• Percentage of POS
• Percentage of personal pronouns

Syntactical aspects:
• Percentage of subordinate clauses
• Depth of parse tree
• Percentage of noun phrases
• Average length of noun phrases
• Yes/no questions
• Direct wh-questions

4 Experiments

In this section, the two experiments that we con-
ducted will be described. The first focuses on eval-
uating syntactic features in sentences with different
lengths, and the second analyzes both low- and
high-level syntactic features.

4.1 First Experiment

In the first experiment, we evaluated the impact of
sentence length on model performance. Given the
important role of length (Rajaei Moghadam et al.,
2024), we used this insight to minimize model de-
pendency on sentence length. The goal was to de-
termine whether the models performed better when
trained on the entire dataset or when focused on
specific sentence lengths.

We divided our dataset into three categories
based on sentence length: sentences with 18 or
fewer words were classified as short, those with
more than 18 and up to 37 words as medium, and
those with more than 37 words as long. The bound-
ary numbers that define short, medium, and long
sentences were determined based on the data distri-
bution to ensure a sufficient number of samples in
each category. Then we trained each model on each
section, utilizing both syntactic and non-syntactic
features.

4.2 Second Experiment

In the second experiment, we shift our focus from
sentence length to features. In this experiment,
we evaluate the effectiveness of the combination
of features in sections 3.2 and 3.3. We ran four
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models, SVM, DT, RF, and BERT, on the new fea-
ture set. The comparison of these results with the
results from Rajaei Moghadam et al. (2024) will
determine whether combining features can improve
model accuracy. It is important to note that in both
experiments the BERT model examines words in
sequence but does not utilize any of these features,
while the other models are used to analyze the fea-
tures and their role in distinguishing spoken from
written language.

5 Results and Discussion

The results of our first experiment, shown in Figure
1, indicate that accuracy across all models is lower
for short sentences compared to longer ones. This
suggests two key points.

First, the extracted syntactic features are more
informative in longer sentences, and their rare oc-
currence in short sentences leads to lower perfor-
mance across all models. Second, despite having
more short samples in the dataset, the selected fea-
tures performed better on longer sentences. This
implies that there is likely to be higher accuracy in
a larger dataset containing more long sentences.

It should also be noted that the similarity be-
tween the results for short sentences and the over-
all dataset is due to the large number of short
sentences, which biases the models’ performance.
Furthermore, the greater similarity between the re-
sults for medium and short sentences, compared
to medium and long sentences, is due to the closer
boundary numbers for short and medium sentences.
Although BERT does not have explicit access to the
linguistic features, we note that it performs better
than any of the other models.

As shown in Table 1, although the length is the
most important feature, its importance decreases as
the sentence length increases. On the other hand,
as sentences get longer the importance of preposi-
tional phrases (PP, PP_NP, PP_VP) increases sig-
nificantly.

Looking at RQ2, Table 2 and Figure 2 comple-
ment each other. We compare accuracy metrics for
spoken vs. written sentences in each model. Table
2 shows that models trained with high-level syntac-
tic features alone tend to have slightly lower accu-
racy, partially because length is not included in the
high-level features and partially because the high-
level feature set contains fewer features. Moreover,
as shown in the last column, combining all features
improves the performance of the models, with Ran-

Figure 1: The performance of the models on sentences
with different lengths.

dom Forest outperforming the others.

Figure 2: Comparing the performance of models trained
with low-level and high-level features.

Figure 2 compares the F1 scores of the SVM, RF,
and BERT models for low-level and high-level fea-
tures. The figure shows improvement in almost all
performance metrics. Notably, the significant im-
provement in the SVM performance for the speak-
ing class is particularly striking. This improvement
may be attributed to several factors, such as an in-
creased sample size, the use of different versions
of CoreNLP, better feature normalization, and im-
proved feature extraction methods. On the other
hand, there is a slight reduction in performance for
the writing class in the SVM model, which could
indicate that the models are becoming more stable
and less biased.

Table 3 presents a comparison between trained
models with all syntactic features as well as the
BERT model, which corresponds to the "All Fea-
tures" columns in Table 2. When comparing Ta-
ble 3 with a similar table in Rajaei Moghadam
et al. (2024), we observe an overall improvement
in model performance.

Notably, as sentences become longer, the perfor-
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Table 1: The report of the six most important extracted features across four different sentence lengths. The numbers
indicate the percentage of importance for each feature.

Rank Short Medium Long All

DT

1 Length 0.158 Length 0.115 PP 0.089 Length 0.117
2 Verb 0.096 Noun 0.075 Length 0.086 Noun 0.084
3 Noun 0.096 PP 0.070 PP_VP 0.073 Verb 0.077
4 Words 0.075 Subord 0.069 PP_NP 0.070 Words 0.067
5 Adverb 0.058 Verb 0.068 Words 0.066 PP 0.063
6 PP 0.054 PP_NP 0.064 Verb 0.065 D_Tree 0.061

RF

1 Length 0.122 Length 0.095 PP 0.093 Length 0.094
2 Verb 0.097 Noun 0.072 Length 0.087 Noun 0.075
3 Noun 0.084 PP 0.070 PP_NP 0.074 Verb 0.075
4 Words 0.065 PP_NP 0.068 PP_VP 0.068 Words 0.069
5 D_Tree 0.059 Verb 0.065 Noun 0.066 PP 0.064
6 PP 0.052 Subord 0.059 Subord 0.066 PP_NP 0.061

Table 2: The performance of the models with different levels of features. The low-level feature data comes from
Rajaei Moghadam et al. (2024).

Low-level Features High-level Features All Features
Precision Recall Precision Recall Precision Recall

SVM
Spoken 0.59 0.67 0.57 0.57 0.61 0.65
Written 0.63 0.54 0.58 0.58 0.64 0.59

DT
Spoken 0.56 0.56 0.55 0.49 0.56 0.57
Written 0.57 0.58 0.55 0.60 0.58 0.57

RF
Spoken 0.62 0.69 0.58 0.52 0.63 0.67
Written 0.66 0.58 0.58 0.64 0.66 0.62

mance of our syntactic features improves, probably
because longer sentences provide more informa-
tion, which enables the models to more accurately
distinguish between speech and writing.

Figure 3 shows the feature importance ranking
of the merged set of features. Note that high-level
features like conjunction phrases (CONJP) and im-
peratives show less influence. This is possibly due
to the fact that these features rarely appear in sen-
tences in our dataset. For instance, the CONJP
feature appears in only about 2 percent of all sen-
tences.

As shown in Table 1 and Figure 3, two features
stand out in distinguishing written text from the
transcribed spoken text: length for all sentences
and the percentage of PP for long sentences. The
results show that longer sentences and a higher
percentage of prepositional phrases appear more
frequently in speech than in written books. In other
words, U.S. presidents tend to use longer sentences
and more prepositional phrases in their speeches
than in their books. We conducted a statistical anal-

ysis and visualized the distribution of each of these
features to better understand the relationship be-
tween these features and the classes of written and
spoken texts. As expected, the t-tests in Table 4
show large absolute values and extremely small
p-values for both features, indicating significant
differences between the two classes. On the other
hand, the small negative correlation values in Table
4 and the slight differences in class distribution as
shown in Figure 4 indicate that increasing the per-
centages of these features decreases the probability
of labeling a sentence as writing.

6 Conclusions

In this study, we analyze low-level and high-level
syntactic features to identify the differences be-
tween the speeches and written books of presidents
of the United States. We conducted two experi-
ments to achieve these goals.

In the first experiment, sentences were divided
into three categories: short, medium, and long. We
found that, despite having fewer samples for long
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Table 3: Comparing the results of trained models with
all syntactic features and the BERT model.

Labels Precision Recall F1

SVM
Spoken 61% 65% 63%
Written 64% 59% 61%

DT
Spoken 56% 58% 57%
Written 58% 56% 57%

RF
Spoken 63% 67% 65%
Written 66% 62% 63%

BERT
Spoken 92% 93% 93%
Written 93% 92% 93%

Table 4: Statistical test on the length for all sentences
and PP for long sentences.

Length (all) PP (long)
t-statistic 12.00 16.43
p-value 3.979× 10−33 9.029× 10−60

correlation -0.05 -0.17

sentences, accuracy improves across all models.
Increasing the sentence length also raised the im-
portance ranking of prepositional phrases. Further-
more, the most significant features identified are
sentence length, verb percentages, noun percent-
ages, and prepositional phrases.

In the second experiment, we added a new set
of syntactic features to morphological, lexical, and
other syntactic features. The results showed that
combining both groups of features improves model
performance. Furthermore, sentence length and
prepositional phrases emerged as the two important
features in distinguishing the textual data of U.S.
presidents. Based on our analysis, U.S. presidents
are more likely to use prepositional phrases and
longer sentences in their speeches than in their
books.

7 Limitations

Although the dataset is balanced, we encountered
some imbalanced features that appear rarely in sen-
tences. For instance, there were only 351 impera-
tive sentences, which account for less than 1 per-
cent of all sentences. This limitation could affect
future work in identifying effective features for this
task.

Another limitation is the number of long sen-
tences. By increasing the number of long sentences,
or balancing with that of short sentences, we might

Figure 3: The importance of features in Random Forest
model.

Figure 4: Distribution of the length and PP for each
class using kernel density estimation (KDE).

observe higher model performance and and allow
for the extraction of more accurate patterns.

8 Future Work

Explaining the differences between transcribed spo-
ken and written text is an open area of research,
with each study revealing more possible directions
for future work. For example, our study demon-
strates the weak performance of models on short
sentences. For future work, new features need to
be introduced and extracted in order to improve the
model performance on short sentences.

We are going to perform a deeper analysis of the
relationship between sentence length and its impact
on both low- and high-level features. We will shift
from a categorical approach to a regression-based
analysis of sentence length. This means that instead
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of categorizing sentences into three groups (short,
medium, long), we will analyze the effects across
the full range of sentence lengths.

Based on the importance of prepositional
phrases, we plan to expand our analysis and study
nested prepositional phrases. Additionally, we aim
to apply deeper analysis to the different types of
prepositional phrases introduced in this study, such
as those modifying verb phrases or noun phrases.
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Abstract

This study introduces a prescriptive annota-001
tion benchmark grounded in humanities re-002
search to ensure consistent, unbiased label-003
ing of offensive language, particularly for ca-004
sual and non-mainstream language uses. We005
contribute two newly annotated datasets that006
achieve higher inter-annotator agreement be-007
tween human and language model (LLM) an-008
notations compared to original datasets based009
on descriptive instructions. Our experiments010
show that LLMs can serve as effective alterna-011
tives when professional annotators are unavail-012
able. Moreover, smaller models fine-tuned on013
multi-source LLM-annotated data outperform014
models trained on larger, single-source human-015
annotated datasets. These findings highlight016
the value of structured guidelines in reducing017
subjective variability, maintaining performance018
with limited data, and embracing language di-019
versity.020

Content Warning: This article only analyzes021
offensive language for academic purposes. Dis-022
cretion is advised.023

1 Introduction024

To properly offer people the option to avoid poten-025

tially offensive language while also protecting mi-026

noritized language varieties from being misidenti-027

fied, accurate detection that can identify languages028

despite changes over time is required. Current029

datasets typically employ multifaceted methodolo-030

gies for content categorization, taking into account031

not just the presence of offensive language but also032

its context, target, and underlying intent (Zampieri033

et al., 2019; Basile et al., 2019; Mollas et al., 2020).034

Abusive, toxic, or offensive language and hate035

speech were often directly identified based on finite036

lists of phrases (Davidson et al., 2017), annotators’037

interpretation of the textual content (de Gibert et al.,038

2018; Founta et al., 2018; Sap et al., 2019; Susanto039

et al., 2024), or a combination of both (Vargas040

et al., 2021; Basile et al., 2019). This raises the is- 041

sue of an unclear research subject characterized by 042

inconsistencies in terminology and categorization 043

(Fortuna et al., 2020). For instance, hate speech 044

is often treated as equivalent to offensive or toxic 045

language (Susanto et al., 2024), which leads to 046

problems where language that is less offensive than 047

hate speech may be incorrectly classified as non- 048

offensive. 049

Biases in annotation refer to the systematic ten- 050

dency of human annotators that leads to errors or 051

skewed labels in the training data used for machine 052

learning models (Davani et al., 2023). The most 053

common approach for mitigating annotator bias is 054

diversifying annotation teams and increasing an- 055

notation on each raw piece (Davani et al., 2023; 056

Sap et al., 2019; Geva et al., 2019). However, no 057

research addresses how diverse the annotator team 058

should be and how many annotators were required 059

to eliminate bias efficiently. While diversification 060

and scale help address bias, the root issue often 061

lies in subtle differences in interpretations address- 062

ing complex socio-cultural dynamics that are espe- 063

cially vulnerable (Kuwatly et al., 2020). Therefore, 064

rather than treating annotator disagreement as mere 065

"noise" or using majority vote labels to cover up 066

disagreement, inevitable disagreements should be 067

adequately addressed in annotation (Davani et al., 068

2023, 2021). The main research question is how to 069

reveal the underlying patterns while minimizing 070

the impact of biased annotations against non- 071

standard language use during the data label- 072

ing process to protect language diversity. More- 073

over, data may be limited or nonexistent, particu- 074

larly for endangered dialects, minority language 075

use (Liu et al., 2022), and low-resource scenarios. 076

The second question explores whether annotated 077

features can improve models’ robustness against 078

small datasets and varied language use, making 079

them more accommodating of English variety. 080

Finally, we observed that skilled and well-trained 081

1
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human annotators are not always readily available.082

Instead of relying on untrained annotators who lack083

expertise in language or social studies, we investi-084

gate whether prompted large language models085

(LLMs) can serve as a viable alternative.086

As shown in Figure 1, our research addresses087

three key components: (1) proposing criteria for088

a prescriptive annotation framework that will be089

introduced in methodology, (2) conducting a small-090

scale statistical analysis to compare the framework091

with the descriptive paradigm and evaluate the per-092

formance of prescriptively-prompted LLMs, and093

(3) testing the framework under limited conditions,094

using smaller datasets with complex language fea-095

tures without human annotators.096

To assess annotation quality, we compared inter-097

rater reliability across three sets: 400 pieces from098

the Davidson et al., 2017 dataset following gen-099

eral definitions, our descriptive annotations simu-100

lating Davidson et al., 2017 annotations, and our101

prescriptive annotations on the same 400 pieces.102

LLMs, prompted based on the prescriptive frame-103

work, were used in place of professional annotators104

to simulate limited human resources. The exper-105

iments demonstrate the effectiveness of smaller106

models fine-tuned on LLM-based prescriptive an-107

notations for a 1942-piece set, comparing their per-108

formance to models fine-tuned on unused Davidson109

et al., 2017 annotations. Key contributions and find-110

ings are outlined below:111

1. This research proposes a prescriptive annota-112

tion benchmark to enable consistent offensive lan-113

guage data labeling with high reliability while pre-114

venting biases against language minorities, hence115

protecting natural language diversity.116

2. This research contributes two newly annotated117

offensive language detection datasets created based118

on the proposed annotation benchmark 1.119

3. The proposed criteria lead to a higher inter-120

annotator agreement and reliability between pre-121

scriptive human annotations and between prescrip-122

tive human annotations and annotation generated123

by LLMs with prescriptive prompts derived from124

the annotation benchmark, compared to the orig-125

inal annotations based on vague and descriptive126

annotation instructions.127

4. Smaller models fine-tuned on a multi-source128

dataset annotated by LLMs outperform models129

1Paparare/toxic_benchmark_2024

1942-piece Sets

Human AnnotationHuman Annotations

Direction of
Language Intent (DI)

Aggression Level (AG)

             Fine-Tuned 
BERT

DI Prompt

AG Identification Prompt

AG Scoring Prompt

      GPT

400-piece Sets

PROMPT
DESIGN

TOXICITY CRITERIA 

Data Analysis Experiment

Baseline Set

Human AnnotationBERT Annotations

Figure 1: Research Design: This research establishes
standardized criteria for toxic language annotation and
analyzes inter-annotator reliability. Experiments on
BERT models across language types tend to demon-
strate the broader applicability of the proposed annota-
tion criteria, even with limited resources.

trained on a single, significantly larger dataset an- 130

notated by humans, showing the effectiveness of 131

structured guidelines in maintaining performance 132

with limited data size and heterogeneous language 133

types. 134

2 Related Works 135

2.1 Common Annotation Bias in Past Datasets 136

The issue of non-offensive language being misla- 137

beled as offensive is also called unintended bias 138

(Dixon et al., 2018) or, more specifically, lexical 139

bias (Garg et al., 2023) or linguistic bias (Fan et al., 140

2019) (Tan and Celis, 2019). For example, both (1) 141

and (2) were identified as offensive: 142

(1) And apparently I’m committed to go- 143

ing to a new level since I used the key. 144

Well FUCK. Curiosity killed the Cat(hy) 145

(Barbieri et al., 2020) 146

(2) I ain’t never seen a bitch so ob- 147

sessed with they nigga&#128514;" I’m 148

obsessed with mine &#128529 (David- 149

son et al., 2017) 150

In (1), F**K is used as emotional emphasis. Sim- 151

ilarly, slang does not always induce toxicity, as 152

presented in (2); race-related term n***a is a neu- 153

tral word often found in African American English 154

(AAE) and gender-related b***h. The appropriate- 155

ness of these terms varies, and their potential to 156

harm others depends on their perlocutionary effect, 157
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influenced by the context and circumstances of use158

and reception (Allan, 2015; Rahman, 2012).159

2.2 Annotation Paradigms160

Contextual swearing and minority language pose161

major challenges to simplistic judgments relying162

solely on phrasal units and general definitions (Pa-163

mungkas et al., 2023; Deas et al., 2023). Simple164

reminders of exceptions and rare cases are insuffi-165

cient, as unrestricted context interpretation based166

on individual assumptions inevitably introduces167

biases (Rast, 2009). Educative annotation deci-168

sions regarding context must follow predefined in-169

structions (Giunchiglia et al., 2017; Röttger et al.,170

2021). Descriptive data annotation embraces sub-171

jectivity to gain insights into diverse viewpoints but172

faces challenges in effectively eliciting, represent-173

ing, and modeling those viewpoints (Röttger et al.,174

2021; Alexeeva et al., 2023). Prescriptive data an-175

notation standardizes annotated features to provide176

consistent views of targeted language usages but177

risks overlooking some acceptable interpretations178

(Röttger et al., 2021; Ruggeri et al., 2023). Mitigat-179

ing the potential deficiency of prescriptive annota-180

tion paradigms is a major issue in establishing this181

new benchmark.182

2.3 Studies-Driven Definition for Toxic183

Language184

Toxic language, a broader term than hate speech,185

refers to harm-inflicting expressions (Buell, 1998;186

Radfar et al., 2020; Baheti et al., 2021). Hate187

speech, characterized by emotional and direct ag-188

gression towards targets (Gelber, 2019; Elsherief189

et al., 2018), is a manifestation of toxic language190

rather than being equivalent to it (Fortuna et al.,191

2020). Treating toxicity and hatred separately192

avoids potential confusion arising from treating193

them as interchangeable concepts. Offensiveness194

and toxicity in language are characterized by their195

capacity to evoke negative reactions, distinct from196

mere swear word usage (Legroski, 2018), and are197

tied to linguistic politeness and social decorum198

(Archard, 2014), emphasizing the intention to den-199

igrate rather than actual harm inflicted (Archard,200

2008). Aggressiveness, while fundamental to dom-201

inating behavior (Kacelnik and Norris, 1998), dif-202

fers from outward toxicity that adversely impacts203

others. Aggressive components may contribute to204

offensive speech only when coupled with explicit205

intents to cause harm or distress (Stokes and Cox,206

1970). In short, toxic offensive language is the lan-207

guage that shows explicit aggression towards oth- 208

ers. Separating language aggression from language 209

intent aims to direct human judgment in annotation 210

onto relevant textual features, avoiding biases and 211

improving agreement by not erroneously marking 212

provocative but ultimately inoffensive speech as 213

inappropriate. 214

3 Methodology 215

Two components need to be assessed to determine 216

toxicity: the direction of language intent (DI) and 217

the presence of aggression (AG). DI has two la- 218

bels: 1 for explicitly targeting other people and 0 219

for other cases. AG has three labels: 0 for non- 220

aggressive, 1 for mildly aggressive, and 2 for in- 221

tensely aggressive. A piece of text is categorized 222

as toxic or offensive if and only if it is labeled as 223

1 for DI and either 1 or 2 for AG. The logic form 224

is shown as follows: 225

∀x (Toxic(x) ⇐⇒ (DI(x) = 1)∧ 226

(AG(x) = 1 ∨ AG(x) = 2)) 227

3.1 Annotation Criteria 228

Direction of Intent (DI) indicates whether the lan- 229

guage is directed externally (label 1) or not (label 0). 230

Text segments receive a label of 1 if they directly 231

refer to or address a specific person or group us- 232

ing second-person pronouns, proper nouns, or clear 233

contextual references that signal an interpersonal 234

attack or criticism. Text segments receive a label of 235

0 if the statements implicate others more implicitly, 236

as is common with ironic expressions, or focus pri- 237

marily on the speaker themselves. This simplified 238

dichotomization aims to delineate clear instances 239

of directive aggressive speech from more ambigu- 240

ous cases. Since a tweet may contain multiple 241

sentences with shifting targets, keeping disagree- 242

ment in annotations is necessary for overlooking 243

possible interpretations. 244

Aggression (AG) is annotated by categorizing neg- 245

ative, rude, or hostile attitudes into three levels: 246

non-aggression (label 0, score 0), mild aggression 247

(label 1, score 1), and intense aggression (label 2, 248

score interval (1,∞)). Table 1 provides a relative 249

score reference for categorizing and quantifying 250

linguistic aggression across lexical, syntactic, and 251

discourse levels. Linguistic items are classified as 252

aggressive items (AI) that independently convey 253

aggression or aggression catalyzers (AC) that inten- 254

sify aggression but are not inherently aggressive. 255
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Level Item Category Example
Lexical Aggressive Noun Phrase and Aggressive Item Stereotyped noun phrase/determiner phrase

Determiner Phrase (nigga, chingchong, etc.), bitch, shit, dumbass, etc.
Lexical Aggressive Verb Phrase Aggressive Item fuck, hate, etc.
Lexical Aggressive Adjective Phrase Aggressive Item retarded, psycho, stupid, etc.
Lexical Aggressive Adverb Phrase Aggression Catalyzer fucking, etc.
Syntactic Strong Expression Aggression Catalyzer should, must, definitely, etc.
Syntactic Rhetorical Question Aggression Catalyzer Doesn’t everyone feel the same? etc.
Syntactic Imperative Aggression Catalyzer Shut the door, etc.

Discourse Ironic Expression Aggression Catalyzer Clear as mud, etc.

Discourse False Construct Aggressive Item or Those are people who only believe in
Aggression Catalyzer flat earth, etc.

Discourse Controversial Content Aggressive Item Inappropriate Content (adult, religious,
etc.), jeering at others’ mistakes
or misfortunes, etc.

Table 1: Relative Aggression Scoring Reference: Assigns numerical values for aggressive speech: 1 point for
Aggressive Items (overtly toxic statements) and 0.5 points for Aggression Catalyzers (toxicity booster). The false
construct will be an exception.

AIs (e.g., slurs, vulgarities, inflammatory content)256

are weighted 1 point, and ACs (e.g., emphatic lan-257

guage, rhetorical questions, imperatives, ironic ex-258

pressions) 0.5 points. False constructs, which lead259

to flawed evaluations or unfair treatment, become260

AIs when paired with ACs but are still worth 0.5261

points. In calculating the relative aggression score,262

each unique linguistic item should be counted only263

once, as including multiple items from one cat-264

egory does not typically increase aggressiveness.265

Lastly, to reduce the risk of overlooking possibil-266

ities, we encouraged annotators to keep different267

interpretations of ACs, as they are usually more268

implicit and open to various interpretations.269

3.2 Case Study270

The following two case studies will demonstrate271

how our proposed annotation guidelines help mit-272

igate biases by providing a clear framework for273

assessing the direction of intent (DI) and the level274

of aggression (AG).275

Example (1) demonstrates casual language us-276

age: "And apparently I’m committed to going to a277

new level since I used the key. Well, FUCK. Cu-278

riosity killed the Cat(hy)" (Barbieri et al., 2020).279

We apply our annotation criteria to assess its tox-280

icity. This example includes the aggressive verb281

phrase F**K, categorized as an aggressive item282

(AI), leading to an aggression score of 1, which283

indicates mild aggression. However, since the state-284

ment does not explicitly target any individual, its285

DI (Directed Insult) is labeled as 0. According to286

our criteria, a text is considered toxic or offensive 287

only if it has a DI label of 1 and an AG label of 288

either 1 or 2. Thus, example (1) is classified as 289

non-toxic. 290

Example (2) illustrates the use of non- 291

mainstream African American English: "I 292

ain’t never seen a bitch so obsessed with 293

they nigga&#128514. I’m obsessed with 294

mine&#128529" (Davidson et al., 2017). This 295

example contains two aggressive noun phrases 296

("b***h" and "n***a"), both categorized as AI. 297

However, according to our guidelines, each unique 298

linguistic item is counted only once when calculat- 299

ing the aggression score, resulting in an aggression 300

score of 1, indicating mild aggression. Addition- 301

ally, as the statement does not explicitly target an- 302

other individual, its DI is labeled as 0. Despite the 303

use of aggressive language, the absence of explicit 304

targeting results in a non-toxic classification based 305

on our annotation criteria. 306

3.3 Human Annotation 307

Two separate annotation processes were conducted, 308

one with predefined criteria and one without. For 309

the non-criteria-based human annotation, two an- 310

notators were given the question prompt, "Is the 311

tweet toxic or offensive? If toxic or offensive, la- 312

bel 1; if it is not, label 0." allow unrestricted sub- 313

jectivity , following the descriptive data annota- 314

tion paradigm. To examine the reliability of the 315

original annotation, two annotators with academic 316

backgrounds were chosen to resemble the diverse 317
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and unspecified backgrounds of CrowdFlower(CF)318

workers who were randomly employed and coded319

for Davidson et al., 2017. The first annotator was a320

graduate marketing student familiar with internet321

culture but with no formal linguistic knowledge.322

The second was a graduate linguistics student with323

sufficient linguistic knowledge and socio-linguistic324

practices. Choosing annotators this way allowed325

evaluation of the reliability between the original326

and the descriptive data annotation under similar327

annotation conditions. The annotation with criteria328

was conducted by two linguistics graduate students329

who were trained with prescriptive instructions as330

presented in Appendix A . Please find more infor-331

mation about annotators and more details about the332

annotation process in Appendix B.333

3.4 LLM Annotation334

Leveraging in-context learning is a promising ap-335

proach to mitigate various learning biases while336

ensuring low-cost and highly generalizable pro-337

cessing (Lampinen et al., 2022; Margatina et al.,338

2023; Coda-Forno et al., 2023). Few-shot learning339

enables language models to rapidly adapt to new340

downstream tasks by analyzing a small set of rele-341

vant examples or interactions to discern expected342

outputs without extensive retraining (Gao et al.,343

2020; Perez et al., 2021; Mahabadi et al., 2022).344

This study uses GPT-3.5-turbo and GPT-4 to345

generate prototypical responses with proposed cri-346

teria prompts. GPT-3.5’s extensive architecture al-347

lows it to grasp and generate contextually relevant348

responses with limited input (Yang et al., 2021).349

GPT-4 further enhances this capability due to its350

even more extensive training and sophisticated de-351

sign (OpenAI, 2023). We accessed both models via352

APIs to use small amounts of task-specific instruc-353

tion to adapt to this task. Unlabeled data were pro-354

cessed with carefully constructed prompts to gen-355

erate annotations consistent with pre-established356

formats. For descriptive LLM annotation, the ques-357

tion prompt used for human annotation was di-358

rectly entered. For criteria-based LLM annotation,359

prompts were designed separately for the direction360

of intent, aggression recognition, and aggression361

scoring. The direction of intent prompt used gen-362

eral prescriptive instructions, while the aggression363

level prompt combined prescriptive instructions364

with few-shot examples sourced from the ’AI’ and365

’AC’ categories to demonstrate specific scenarios.366

Given the subjective nature of aggression, includ-367

Pair CK AC1 Agr.%
Descriptive
1T & 2T 0.5172 0.5094 76.50
Prescriptive & Descriptive
1T & 1T_C 0.3000 0.2406 66.75
2T & 1T_C 0.3889 0.3718 75.75
1T & 2T_C 0.2883 0.2229 66.25
2T & 2T_C 0.3966 0.3769 76.25
Prescriptive
1AG_C & 2AG_C 0.8422 0.8419 90.75
1DI_C & 2DI_C 0.5913 0.5908 91.50
1T_C & 2T_C 0.7487 0.7486 92.50

Table 2: Inter-Annotator Reliability Evaluation for
Prescriptive and Descriptive Annotations: 1T denotes
descriptive toxicity, marketing student; 2T denotes de-
scriptive toxicity, linguistics student; 1AG_C denotes
prescriptive aggression, Annotator 1; 2AG_C denotes
prescriptive aggression, Annotator 2; 1DI_C denotes
prescriptive intent direction, Annotator 1; 2DI_C de-
notes prescriptive intent direction, Annotator 2; 1T_C
denotes prescriptive toxicity, Annotator 1; 2T_C de-
notes prescriptive toxicity, Annotator 2

ing some examples in the latter prompt was crucial 368

for ensuring some uniformity in annotations. Addi- 369

tionally, the challenge of neurotoxic degeneration 370

is tackled by employing a method similar to In- 371

struction Augmentation (INST) (Prabhumoye et al., 372

2023). We divided the aggression level prompt into 373

two sections: one for assessing language use and 374

another for aggression scoring. This division ad- 375

heres to INST principles, enhancing the clarity and 376

precision of instructional prompts for saving effects 377

in cleaning the outcomes. 378

4 Data Analysis 379

We randomly collected 400 tweets from the Of- 380

fensive and Hate Speech dataset of the Davidson 381

2017 dataset (Davidson et al., 2017). This dataset 382

contains a high frequency of various types of of- 383

fensive language and non-mainstream English. We 384

chose this dataset because its dense toxic content 385

and casual language use make it relatively straight- 386

forward for both human annotators and language 387

models to process. The prevalence of clear toxic 388

content reduces potential confusion and ambiguity 389

that could skew the analysis. 390

4.1 Inter-Annotator Agreement and 391

Validation Analysis 392

Confusion matrices for all annotations are listed 393

in Appendix C, and the distributions are displayed 394

in Appendix D. For a comprehensive evaluation 395

of annotator consistency, we calculated Cohen’s 396
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Pair CK AC1 Agr. %
1T & Davidson et al., 2017 -0.0475 -0.2552 51.25
2T & Davidson et al., 2017 -0.0566 -0.1742 62.25
1T_C & Davidson et al., 2017 -0.0884 -0.1237 75.00
2T_C & Davidson et al., 2017 -0.0405 -0.0698 77.00

Table 3: Inter-annotator Reliability Evaluation on prescriptive, descriptive, and original annotation.

Kappa (CK) (McHugh, 2012) and Gwet’s AC1397

(AC1)(Cicchetti, 1976), as detailed in Table 2. Ini-398

tially, we assessed the inter-annotator reliability399

for both our annotations without criteria and those400

from Davidson et al., 2017, displayed in Table 3.401

Gwet’s AC1 can help avoid the paradoxical behav-402

ior and biased estimates associated with Cohen’s403

Kappa, especially in situations of high agreement404

and prevalence (Zec et al., 2017).405

According to Table 2, incorporating specific cri-406

teria in the annotation process significantly en-407

hances consistency and agreement between raters.408

This conclusion is supported by the larger positive409

values of trinary metrics for with-criteria pairs com-410

pared to without-criteria pairs and with-without-411

criteria pairs. Cohen’s Kappa and Gwet’s AC1 val-412

ues, which adjust for chance agreement, indicate413

only moderate agreement without criteria. How-414

ever, these values markedly increased when criteria415

were applied, as the first and last pairs approached416

near-perfect agreement levels. This underscores the417

critical role of well-defined criteria in enhancing418

reliability and validity of qualitative assessments.419

Interestingly, the reliability evaluations for with-420

without-criteria pairs are even lower than without-421

criteria pairs, suggesting the annotation logic for422

the two annotation types are entirely different.423

Unlike our annotations, the comparison with the424

original annotations presents contrasting results in425

Table 3. Cohen’s Kappa and Gwet’s AC1 values are426

negative across all comparisons, suggesting a level427

of disagreement more pronounced than random428

chance. This also indicates underlying distinctions429

in how the annotations were carried out, and the430

fact that the majority vote labels they used for the431

final label were not from the same annotator could432

be a reason why reliability tests exhibit so much433

difference. These statistics starkly contrast the ear-434

lier findings where criteria application resulted in a435

near-perfect agreement for specific pairs. Although436

the agreement percentages showed some surface437

agreement, they do not align with the deeper dis-438

cordance indicated by the negative Cohen’s Kappa439

and Gwet’s AC1 values. As a result, prescriptive 440

data annotations (1T_C, 2T_C) show higher reli- 441

ability compared to descriptive data annotations 442

(1T, 2T). Prescriptive data annotation paradigms 443

are more appropriate for this task. This discrepancy 444

highlights the complexities in achieving inter-rater 445

reliability and the need to thoroughly review anno- 446

tation guidelines and processes to understand and 447

rectify the significant misalignments. 448

4.2 Validation and Agreement Analysis of 449

Human and GPT Annotations 450

As Cohen’s Kappa and Gwet’s AC1 were created to 451

assess inter-rater reliability between human annota- 452

tors, directly applying them to evaluate agreement 453

between machine and human annotations may not 454

be entirely apt (Popović and Belz, 2021). While 455

primarily intended for only human judgment sce- 456

narios, we include evaluations using these metrics 457

when comparing GPT model predictions and hu- 458

man labels since dedicated methods for assessing 459

machine-human agreement have yet to be estab- 460

lished. We analyzed the concordance between hu- 461

man annotations and those generated by GPT mod- 462

els, namely GPT-4 (OpenAI, 2023) and GPT-3.5 463

(OpenAI, 2022), across two annotation categories. 464

The trinary evaluations in Table 4 demonstrate rea- 465

sonable consistency and agreement between human 466

annotations and those from GPT-3.5 and GPT-4. 467

Without prompted criteria, GPT-3.5 slightly out- 468

performs GPT-4 in both agreement and reliability, 469

but refining the prompts enabled more effective 470

and reliable synergy between automated toxicity 471

analysis and human-like interpretation. Using the 472

proposed criteria significantly improved the align- 473

ment with human judgment for both models, espe- 474

cially for GPT-4 annotations. Inter-rater reliability 475

Under criteria-based scenarios, GPT-4 annotations 476

showed comparable agreement and consistent inter- 477

rater reliability. The reliability statistics show that 478

GPT annotations have even higher agreement and 479

consistency than the original human annotations 480

and without-criteria human annotations following 481
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Pair CK AC1 Agr. % Pair CK AC1 Agr. %
Without Criteria
1T & G4T 0.2030 0.0685 62.75 1T & G3T 0.3149 0.2532 67.50
2T & G4T 0.2819 0.2190 73.75 2T & G3T 0.3534 0.3331 74.50
With Criteria
1DI_C & G4DI_C 0.3376 0.3361 87.00 1DI_C & G3DI_C 0.1999 0.1799 87.75
2DI_C & G4DI_C 0.5647 0.5646 92.25 2DI_C & G3DI_C 0.2820 0.2704 90.25
1AG_C & G4AG_C 0.3460 0.3016 62.5 1AG_C & G3AG_C 0.2813 0.2605 59.25
2AG_C & G4AG_C 0.3849 0.3565 66.5 2AG_C & G3AG_C 0.2700 0.2588 60.0
1T_C & G4T_C 0.5299 0.5282 87.00 1T_C & G3T_C 0.4013 0.3887 85.5
2T_C & G4T_C 0.6103 0.6094 89.50 2T_C & G3T_C 0.4015 0.3910 86.0

Table 4: Inter-Annotator Reliability Evaluation of GPT Annotations and Human Annotations: G4T denotes
descriptive toxicity, GPT-4; G3T denotes descriptive toxicity, GPT-3.5-turbo; G4DI_C denotes prescriptive intent
direction, GPT-4; G4AG_C denotes prescriptive aggression, GPT-4; G4T_C denotes prescriptive toxicity, GPT-4;
G3DI_C denotes prescriptive intent direction, GPT-3-turbo; G3AG_C denotes prescriptive aggression, GPT-3.5-
turbo; G3T_C denotes prescriptive toxicity, GPT-3.5-turbo

Model (Fine-Tuning Data) DI (F1) AG (F1) T (F1)
RoBERTa-base (Davidson et al., 2017) - - 0.912
DeBERTa-base (Davidson et al., 2017) - - 0.908
RoBERTa-base (G3P) 0.894 0.656 -
DeBERTa-base (G3P) 0.913 0.715 -
RoBERTa-base (G4P) 0.927 0.849 -
DeBERTa-base (G4P) 0.925 0.825 -

Table 5: Learning Performance for BERT models Fine-tuned on Davidson et al., 2017 baseline and GPT-annotated
Datasets with Macro-averaged F1

the descriptive paradigm. The established criteria482

improved accuracy. Additionally, GPT-4 outper-483

formed GPT-3.5 on this task. This suggests an apti-484

tude for criteria-based analysis. After implement-485

ing the proposed criteria, these notable improve-486

ments demonstrate that prescriptive data annotation487

instructions can help researchers overcome the lack488

of human annotator resources.489

5 Experiments490

The experiment settings involve fine-tuning two491

models, RoBERTa-base with approximately 125492

million parameters (Liu et al., 2019) and DeBERTa-493

base with approximately 139 million parameters494

(He et al., 2021), using a training batch size of 8495

and an evaluation batch size of 16 with 5e-5 learn-496

ing rate. The models are trained for 3 epochs, with497

the dataset split into 90% for training and 10%498

for testing. To stabilize training, a learning rate499

warmup strategy is employed with 500 warmup500

steps. Weight decay regularization with a value of501

0.01 is applied to prevent overfitting by encourag-502

ing smaller weights. Two datasets were used in503

this study. The baseline models were fine-tuned504

on 2,438 tweets from the Davidson 2017 dataset 505

(Davidson et al., 2017), excluding 400 pieces used 506

in statistical analysis. In comparison, a 1,942-piece 507

dataset was compiled for prescriptive LLM anno- 508

tations, consisting of 295 Reddit posts in African 509

American English (Deas et al., 2023), 341 tweets 510

from OLID (Zampieri et al., 2019), 311 tweets 511

from the offensive and hate speech dataset (David- 512

son et al., 2017), and 1,000 tweets from Hateval 513

(Basile et al., 2019). The combination of differ- 514

ent datasets helps mitigate extrusive language fea- 515

tures, while the inclusion of diverse social media 516

platforms (e.g., Reddit, Twitter) facilitates robust 517

exposure to various language types and dialects. 518

Previous studies and empirical observations sug- 519

gest that larger datasets, particularly those with 520

language types similar to the target application, 521

tend to lead to higher performance in language 522

models (Sahlgren and Lenci, 2016; Linjordet and 523

Balog, 2019; Kaplan et al., 2020). Therefore, the 524

Davidson 2017 dataset, with its size and domain 525

relevance advantages, would likely enable supe- 526

rior performance compared to the smaller, more 527

complex 1,942-piece dataset. 528
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Model (Fine-Tuning Data) 1T 2T
RoBERTa-base (Davidson et al., 2017) 0.379 0.665
DeBERTa-base (Davidson et al., 2017) 0.379 0.531

1DI_C 2DI_C 1AG_C 2AG_C 1T_C 2T_C
RoBERTa-base (Davidson et al., 2017) - - - - 0.728 0.742
DeBERTa-base (Davidson et al., 2017) - - - - 0.728 0.742
RoBERTa-base (G3P) 0.828 0.867 0.597 0.572 0.806 0.819
DeBERTa-base (G3P) 0.839 0.877 0.525 0.558 0.793 0.811
RoBERTa-base (G4P) 0.850 0.889 0.389 0.446 0.837 0.859
DeBERTa-base (G4P) 0.879 0.908 0.383 0.441 0.817 0.839

Table 6: Macro-averaged F1 Scores of BERT models fine-tuned on Davidson et al., 2017 baseline and GPT-annotated
data in Comparison with Human Annotations

5.1 Result Analysis and Discussion529

As shown in Table 5, when fine-tuned on differ-530

ent datasets, DeBERTa-base slightly outperforms531

RoBERTa-base on the baseline dataset, achieving532

macro F1 scores of 0.908 and 0.912, respectively.533

However, RoBERTa-base achieves higher accuracy534

in prescriptive Aggression (AG) and prescriptive535

Direction of Intent (DI) when trained on GPT-536

annotated datasets (G3P2 and G4P3). RoBERTa-537

base achieves macro F1 scores of 0.894 and 0.656538

for DI and AG, respectively, on the G3P dataset539

and 0.927 and 0.849 on the G4P dataset. All ex-540

periments were conducted using an NVIDIA A100541

GPU. Macro-F1 scores in Table 6 indicate that542

fine-tuned models align well with human annota-543

tions in identifying language intent (1DI_C and544

2DI_C) but struggle more with aggression classi-545

fications (1AG_C and 2AG_C). When fine-tuned546

on the baseline dataset, BERT models moderately547

agree with human toxicity annotations (1T and 2T),548

with macro F1 scores of 0.379 for 1T and 0.665 and549

0.531 for 2T using RoBERTa-base and DeBERTa-550

base, respectively. Notably, criteria-based auto-551

annotations improve model performance, with552

higher agreement rates using the G4P dataset. Mod-553

els fine-tuned on G4P annotations achieved lower554

macro F1 scores for aggression (0.389 and 0.446555

for 1AG_C and 2AG_C using RoBERTa-base) but556

higher macro F1 scores for toxicity (0.837 and557

0.859 for 1T_C and 2T_C using RoBERTa-base).558

These results suggest that GPT-4’s annotations559

may not have captured the features needed to dis-560

tinguish between mild and intense aggression. Still,561

they did exhibit features that differentiate non-562

21,942-piece set annotated by GPT-3.5-turbo with pro-
posed criteria

31,942-piece set annotated by GPT-4 with proposed criteria

aggressive from aggressive content. The similar 563

and higher macro F1 scores for toxicity in models 564

fine-tuned on G3P and G4P (ranging from 0.793 565

to 0.859) compared to baselines demonstrate the 566

effectiveness of using properly-prompted LLMs 567

over random human annotators. Despite improve- 568

ments, fine-tuned BERT models still lag behind 569

prescriptive human annotators and prescriptively- 570

prompted LLM annotations, possibly due to small 571

dataset sizes. This result contradicts the previous 572

hypothesis that the baseline dataset with a much 573

larger size and more uniform language patterns 574

would help small models outperform LLM annota- 575

tions; instead, it strongly suggests the robustness of 576

models fine-tuned on prescriptively annotated data. 577

6 Conclusion 578

In conclusion, this study improves offensive lan- 579

guage detection by introducing a prescriptive anno- 580

tation benchmark that separately evaluates intent 581

and aggression, reducing bias and preserving lan- 582

guage diversity. Our analysis demonstrates that 583

LLMs, guided by few-shot learning and clear cri- 584

teria, can identify annotation errors in casual and 585

non-mainstream language, offering better reliabil- 586

ity than previous studies. The proposed framework 587

also improves BERT’s performance on small, com- 588

plex datasets, outperforming baselines in resource- 589

limited scenarios. These findings highlight the ef- 590

ficiency of this approach in optimizing data use 591

and adapting toxic content moderation systems to 592

diverse language patterns, even with limited anno- 593

tation resources. 594

Limitations 595

First of all, aggressive expression classifications are 596

not definitive. There is room for different interpre- 597
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tations to mitigate the risk of over-generalization598

associated with prescriptive annotation. What con-599

stitutes a specific category of aggression could600

shift over time as cultural norms and language use601

evolve. Additionally, it can sometimes be difficult602

to precisely categorize certain expressions of ag-603

gression due to variations in language, influences604

from popular culture, and other contextual factors.605

The following criteria only try to grasp a more606

objective overview of aggression, which does not607

intend to rule out all subjectivity. Putting values on608

categories assesses the functional diversity of dif-609

ferent language components, providing a more pre-610

cise evaluation of the aggression level. However, in611

certain instances, merely adding more terms from612

a single category can decrease the perceived ag-613

gression. This is because excessive repetition of614

similar aggressive language might come across as615

impotent rage, reducing the overall impact of the616

aggression expressed.617

We identified some limitations that are impor-618

tant for guiding future research. While prescriptive619

annotation paradigms may better identify uniform620

patterns, they risk overlooking meaningful inter-621

pretations not yet recognized by linguists and so-622

cial scientists. The proposed criteria account for623

variations in English, but their practical applica-624

tion relies heavily on annotators’ language knowl-625

edge. The dynamic nature of internet language626

poses additional challenges for human coders to ac-627

curately comprehend tweets, as no annotators can628

fully grasp the breadth of English online language,629

let alone code-switching usages by multilingual630

users. On the other hand, annotators lacking con-631

textual understanding of in-group language may632

erroneously analyze utterances meant to promote633

within-community comprehensibility, a limitation634

challenging to resolve through improved annota-635

tion design. In contrast, LLMs demonstrate an636

advantage in aggregating insights from consider-637

ably larger data sources. Therefore, determining638

approaches for incorporating LLMs in detection639

alongside human rationale remains an important640

direction for further research.641

Furthermore, the scope of human annotation642

within our dataset could be expanded. Human an-643

notation of a dense toxicity corpus reveals high644

agreement; however, corpora containing more645

implicit cultural-related expressions would likely646

yield lower agreement rates. So, the human agree-647

ment in this research is only a reference, not a648

solid upper bound. Although we relied on a sig- 649

nificant amount of human input, the complexities 650

and nuances of offensive language suggest that a 651

broader and more diverse set of human annotations 652

could enhance the model’s understanding and accu- 653

racy. Another limitation lies in the size of our auto- 654

annotated dataset. Additionally, there is room for 655

improvement in the performance of smaller mod- 656

els on the automatically generated dataset. Open- 657

source LLMs could be possible substitutes. Explor- 658

ing different configurations, experimenting with 659

various model architectures, and further tuning 660

could enhance performance. 661
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A Annotator Codebook936

A.1 General Definitions937

A list of short-cut definitions is presented in Table 7.938

Please see the methodology for further validations.939

A.2 Annotation Instruction for two Indicators940

Aggression will be assessed regarding every dis-941

tinct negative, rude, or hostile attitude. Please see942

Table 1 and general description below for more943

information about specific language use. Compu-944

tation logic: If the score is less or equal to 1, the945

aggression level will be 1. If the score exceeds946

1, the aggression level will be 2. Otherwise, the947

aggression level will be 0.948

• Level refers to the general linguistic category949

of each item.950

• Item name includes the names of aggression-951

related items.952

• Category refers to the category that indicates953

how the item is related to aggression.954

– Aggressive items / AI (1 point): are ag-955

gressive by themselves.956

– Aggression catalyzers / AC (.5 point): 957

are unaggressive themselves and func- 958

tion to boost the aggressive level. 959

– Expressions from the same item category 960

only count once; for example, if there are 961

two different aggressive noun phrases, 962

the score will be one rather than two. 963

– Override Rule: The overall relative ag- 964

gression score will be 0 if there is no 965

aggressive item. 966

– SPECIAL CASE: False constructs are 967

non-aggressive. But when people pair 968

false constructs with other aggressive cat- 969

alyzers, they become aggressive items 970

(but with .5 point) and should be seen 971

as aggression bases. For example, how 972

come your people really believe in flat 973

earth? 974

• Example contains examples of each item. 975

Direction of Language Intent (External or Non- 976

external) evaluates Whether the language targets 977

other(s) explicitly. The direction is decided regard- 978

ing the direction of aggression, which means even 979

statements about speakers’ selves could contain 980

aggression against others. 981

B Annotator Surveys 982

Specialties 983

• Annotator 1 without criteria: Internet Market- 984

ing & Data Analytics 985

• Annotator 2 without criteria: Corpus Linguis- 986

tics & Syntax 987

• Annotator 1 with criteria: Semantics Analysis 988

& Syntax & Corpus Linguistics 989

• Annotator 2 with criteria: Socio-linguistics & 990

Language Acquisition 991

Aside from mainstream English, are you 992

familiar with any regional dialects, sociolects, 993

or linguistic styles more common in minority 994

communities and groups? 995

• Annotator 1 without criteria: Yes 996

• Annotator 2 without criteria: Yes 997

• Annotator 1 with criteria: Yes 998

• Annotator 2 with criteria: Yes 999
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Term Definition
Aggression/Aggressiveness Aggression in this context indicates hostile or rude attitudes, whether it

involves readiness or not.
Aggressive Being aggressive means showing hostile or rude attitudes, whether it

involves readiness or not.
Offensiveness General rudeness in a way that causes somebody to feel upset or annoyed

because it shows a lack of respect.
Offensive Being rude in a way that causes somebody to feel upset or annoyed

because it shows a lack of respect.
External Towards other people or parties.
Internal Towards the self.
Construct The mind-dependent object, namely ideas, perspectives, etc.
Inappropriate Language Language uses that could have negative and unwanted impacts on people.
Biased Language Biased Language contains obviously wrong or counterfactual expres-

sions that target an individual or a group not limited to humans.
Offensive Language Offensive Language shows intended aggressiveness toward others.
Hate Speech Hate Speech is an offensive language of intense external aggressive in-

tention with explicit targets rooted in explicit or implicit false constructs.

Table 7: Definitions of Terms

Approximately how many hours did it take you1000

to complete all the annotations assigned to you?1001

• Annotator 1 without criteria: 41002

• Annotator 2 without criteria: 4.51003

• Annotator 1 with criteria: 5 (criteria-based1004

training) + 7 (annotation)1005

• Annotator 2 with criteria: 5 (criteria-based1006

training) + 8 (annotation)1007

How confident are you in the accuracy of the1008

annotations you completed? (1-5)1009

• Annotator 1 without criteria: 2. No so confi-1010

dent, many African American English I found1011

hard to understand accurately1012

• Annotator 2 without criteria: 3. I am confi-1013

dent about my annotations identifying explicit1014

toxic expressions and hate speech, but less1015

confident in others.1016

• Annotator 1 with criteria: 4.5. I’m pretty1017

confident, though I’m not an African Amer-1018

ican English native speaker. I studied AAE1019

corpus before, so I consider myself familiar1020

with AAE. About that DI, sometimes I think1021

it could go either way cause their tweets ain’t1022

just one sentence. For AG, the score generally1023

matches what I think about aggression. All1024

in all, this dataset is easier than the one with1025

political stuff. I don’t know too much about 1026

politics. 1027

• Annotator 2 with criteria: 4. Yes, I think AAE 1028

is not really an issue. The AG scoring guide 1029

helps break things down to the word level. Ba- 1030

sically, it doesn’t really matter if the phrases 1031

are used differently or not; as long as they are 1032

seen as aggressive by some people, they’ll be 1033

taken as aggressive. But it really takes a lot of 1034

time and effort just to highlight each aggres- 1035

sive item and categorize the aggression. DI 1036

seemed pretty straightforward to me at first, 1037

but after our group discussion, I realized there 1038

could also be other interpretations. 1039

Looking back at your annotations after a 1040

month has passed, how did you feel about the 1041

quality and accuracy of the work you originally 1042

completed? 1043

• Annotator 1 without criteria: Still confused 1044

about many tweets. 1045

• Annotator 2 without criteria: There could be 1046

different interpretations. It’s really about the 1047

larger context. 1048

• Annotator 1 with criteria: Not really much in 1049

terms of toxicity. DI’s still kinda confusing in 1050

a couple of cases. 1051

13
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• Annotator 2 with criteria: Basically the same1052

as when I finished it up1053

C Confusion Matrices (Figure 2-5)1054

Figure 2: Confusion Matrix on Direction Intent Annota-
tion

Figure 3: Confusion Matrix on Aggression Annotation

D Annotation Distribution (Figure 6-9)1055

Figure 4: Confusion Matrix on Toxicity Annotation
with Criteria

Figure 5: Confusion Matrix on Toxicity Annotation
without Criteria

Figure 6: Distribution of Toxicity Annotation without
Criteria
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Figure 7: Distribution of Direction of Language Intent
Annotation with Criteria

Figure 8: Distribution of Aggressive Level Annotation
with Criteria

Figure 9: Distribution of Toxicity Annotation with Cri-
teria
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Abstract

This study assesses the ability of machine learn-
ing to classify verses from Buddhist texts into
two categories: Therigatha and Theragatha, at-
tributed to female and male authors, respec-
tively. It highlights the difficulties in data pre-
processing and the use of Transformer-based
models on Devanagari script due to limited vo-
cabulary, demonstrating that simple statistical
models can be equally effective. The research
suggests areas for future exploration, provides
the dataset for further study, and acknowledges
existing limitations and challenges.

1 Introduction

The term "gāthā" (gatha) denotes a poetic meter
primarily employed in legends and folklore, yet
it is notably absent from the Vedas (Mukherjee,
1998). Gathas are popular in Maharashtra, In-
dia, where locals are familiar with the gathas of
Tukaram (Tukaram, 2014). However, the earliest
known reference to gathas appears in the Avesta, a
Zoroastrian scripture compiled during the Sasanian
Empire (224-651 BCE) (Hintze, 2002). The lan-
guages in which these ancient gathas were written
have since become extinct. Consequently, interpret-
ing them is challenging and necessitates reliance on
extant languages that exhibit similar, yet distinctly
different, structures.

This study examines two collections from the
Buddhist canonical literature: Theragathapali and
Therigathapali, which are, respectively, the line-
wise utterances attributed to male and female saints.
This literature is written in Pali, a language believed
to be a mixture of Prakrit languages, closely related
to the vernacular of the common people during the
time of Siddhartha Gautama Buddha (circa 600
BCE).

The authorship of some gathas is debatable. Ku-
mara (2016) observes that in Pali literature, au-
thorship details are occasionally provided at the

beginning or end of the texts. However, not all au-
thors considered it essential to include such infor-
mation. In examining the authorship of the Theri-
gatha, Findly (1999) suggests that the authorship
of some verses may be doubtful, indicating that
while some verses are traditionally attributed to the
female saints themselves, others may have been
composed or recited by different individuals, in-
cluding the possibility of later attribution by com-
pilers. This uncertainty in authorship challenges
the straightforward attribution of these texts to the
female saints they are associated with.

Nevertheless, studies demonstrate that the Theri
gathas differ from the Thera gathas. Blackstone
(2013) argues that the Theri gathas focus more
on themes of overcoming suffering, societal con-
straints, and personal liberation. A study by Mar-
ques et al. (2021) confirms the uniqueness of topics
in Therigatha.

Typically, a gatha is a two-line verse, although
variations include verses comprising three or four
lines. Figure 1 provides a sample two-line gatha in
Devanagari script.

Figure 1: Sample Gatha in Devanagari Script.

Banerjee (2017) suggests that translations of
gathas influences the perception of these ancient
texts. For example, the gatha from Figure 1 is
translated by Bhikkhu (1998) as "Whoever wants
to do later what he should have done first, falls
away from the easeful state and later burns with re-
morse", while one of the contributors of this study
translates the second line as "He destroys pleasure
producing points and regrets later".

The abundance of Transformer-based models
(Vaswani et al., 2017) and their proficiency across
various domains (Fisher et al., 2023; Phatak et al.,
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2024; Neveditsin et al., 2024), particularly in clas-
sification tasks (Munikar et al., 2019; Kheiri and
Karimi, 2023; Hartmann et al., 2023; Zielinski
et al., 2023; Zaczynska et al., 2024), inspired us to
conduct a study on their performance in classify-
ing verses from low-resource Pali texts. While we
acknowledge the debates around the authorship of
some Therigatha verses, we deliberately avoid this
discussion in our study due to the lack of definitive
evidence regarding authorship. Consequently, we
treat Therigatha verses as authored by female au-
thors and Theragatha verses as authored by male
authors.

The goal of this study is to determine whether
Transformer-based models can outperform tradi-
tional machine learning models in the binary clas-
sification of the verses. We hypothesize that
Transformer-based models, even when pretrained
on languages other than Pali, can still identify pat-
terns specific to each class. Additionally, we aim to
assess the performance difference of these models
when using Devanagari script versus Roman script.
Through this investigation, we aim to highlight the
challenges associated with this task and suggest
directions for future research.

2 Related Work

Research on poetry classification in the Pali lan-
guage using machine learning is scarce, however,
insights can be drawn from related areas, includ-
ing poetry classification in other languages, text
classification in low-resource settings, and compu-
tational analysis of Pali texts.

One of the earliest studies in poetry classifica-
tion is by Kao and Jurafsky (2012), who use lo-
gistic regression to examine stylistic and content
features that distinguish professional poets from
amateurs. The authors extract features related to
diction, sound devices, affect, and imagery to iden-
tify elements contributing to poetic sophistication.
Similarly, Pal and Patel (2020) classify Hindi po-
ems using machine learning, providing insights into
poetry classification in an Indo-Aryan language
closely related to Pali. The authors employ classi-
cal models, such as Naïve Bayes, Random Forest,
and SVM, achieving a maximum accuracy of 64%
with Naïve Bayes, highlighting the challenges of
poetry classification due to the morphological rich-
ness and varied sentence structures.

In the context of text classification for low-
resource languages, recent research suggests that

cross-lingual models, such as XLM (Lample and
Conneau, 2019), may sometimes offer performance
gains compared to classic machine learning mod-
els like SVM or Naïve Bayes. For instance, Li
et al. (2020) introduce a model called AgglutiFiT,
fine-tuned from a cross-lingual pre-trained model
(XLM-R), which significantly outperforms strong
baselines in terms of accuracy.

Additionally, Alekseev et al. (2024) benchmark
multilabel topic classification in the Kyrgyz lan-
guage, evaluating several baseline models, includ-
ing classical approaches and neural models like
XLM-RoBERTa. Their findings indicate that the
multilingual model XLM-RoBERTa outperforms
classical models in terms of F1 score. How-
ever, transformer-based models do not always
surpass traditional machine learning models for
low-resource languages. For example, Lalthang-
mawii and Singh (2023) found that the SVM model
achieved the highest accuracy (75%) on a sentiment
classification task for the Mizo language, perform-
ing similarly to the XLM-RoBERTa model using a
transfer learning approach.

Another method for handling low-resource lan-
guages is leveraging machine translation. Recent
work by Kumar et al. (2024) provides valuable in-
sights into sentiment classification for low-resource
Indian languages using machine-translated datasets.
The results highlight the potential of datasets trans-
lated with tools like Google Translate and indicate
that models such as LSTM can effectively preserve
sentiment by accounting for sequential patterns.

Focusing specifically on Pali texts, Zigmond
(2021) conduct a computational analysis of the
Pali Canon. The author uses computational text
mining to examine various volumes of the Canon,
extracting linguistic and thematic insights. By em-
ploying techniques such as k-means clustering and
Principal Component Analysis, they reveal differ-
ences between older texts (Vinaya and Suttas) and
later ones (Abhidhamma). The research also under-
scores the complexity of Pali language processing,
including multiple word declensions, elisions, and
compound formations.

3 Dataset

The dataset utilized in this study comprises the
Thera and Theri gatha texts from the Khuddaka-
nikaya volume of the Sutta-pitaka, which is the
third part of the Buddhist canonical literature, Tip-
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Figure 2: ROC curves for Roman script classification. Left: results for ‘M’ class (Theragatha); right: ‘F’ class
(Therigatha). Multiple models are compared, with AUC scores indicating performance.

itaka1. Each gatha is categorized into chapters
based on the number of verses attributed to each
author: single verses are compiled in the chapter
named Ekaka-nipaat, meaning ‘collection of ones’,
while chapters such as Dukanipaat—‘collection of
twos’—contain texts with two verses from a single
author, and so forth. The Theragatha consists of
1,288 verses spread across 21 chapters, whereas the
Therigatha contains 524 verses distributed over 16
chapters, with all verses sequentially labeled within
their respective compendiums.

To study the potential impact of script on the
training of the classifier, both the Devanagari and
Roman versions were used. The manual prepro-
cessing involved several steps:

1. Punctuation Handling: We agreed on ap-
proaches to interpret punctuation marks, con-
sidering variations in their usage across differ-
ent scripts.

2. Text Completion: This addresses instances of
"peyaala" (or "pe"), which indicate a repeti-
tion of words or lines from previous parts of
the text. Due to the lack of suitable computa-
tional linguistic tools for this task, matching
the context of peyaala to find the appropri-
ate text from earlier sections was conducted
manually.

3. Word Separation: Ancient Indian languages
feature notable word compounding and club-
bing. Unlike Sanskrit, where the rules for
word combination are relatively rigid, Pali al-
lows more flexibility. This necessitates greater
care in separating compounded words into
their individual components. Due to the chal-

1Digital version available here: https://tipitaka.org/

lenges in separating these combined words,
we decided to work with the combined forms
as they appear in the text.

After the manual preprocessing of the text, we
encountered discrepancies in the counts of dis-
tinct words when tokenizing the verses by spaces.
Assuming a one-to-one correspondence between
tokens in the Devanagari and Roman scripts, a
dictionary-based test was applied to identify these
discrepancies. The test revealed several transliter-
ation nuances. For instance, some symbols such
as and in Devanagari are represented by two
UTF-8 code points, which leads to confusion with
symbols and , respectively. Another challenge
was caused by complex compounding rules; for
example, space-based tokenization ambiguously
mapped the symbol to either ‘muni’ or ‘munin’,
depending on the neighboring tokens (a one-to-
many case). Similarly, both symbols and
map to ‘ti’ in the Romanized script (a many-to-one
case). These cases demonstrate that space-based to-
kenization may not adequately capture the nuances
of these complex verses. For this study, we decided
to exclude three nuanced verses from the Theri
gathas and sixteen nuanced verses from the Thera
gathas where we were unable to easily resolve the
inconsistencies. This resulted in 1793 verses in our
dataset2. Table 1 presents the statistics on word
distribution among the scripts.

4 Experiments and Results

The overall task can be defined as a binary classifi-
cation problem with two categories: ‘M’ for Thera-
gathas and ‘F’ for Therigathas. The dataset, divided

2https://github.com/neveditsin/pali
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Statistic Dev. Rom.
Total Distinct Words 8787 8789
Female Unique Words 3145 3143
Male Unique Words 6548 6547
Only Female Words 2239 2242
Only Male Words 5642 5646
Common Words 906 901

Table 1: Word Distribution in Devanagari (Dev.) and
Roman (Rom.) Texts.

by script type into Devanagari and Roman subsets,
was split into training (75%) and test (25%) sets.
Considering the dataset’s imbalance, we report key
metrics such as ROC-AUC, Matthews Correlation
Coefficient (MCC), as well as precision, recall, F1-
scores, and average precision (AP) for both classes.
We deliberately avoided sampling to address the
imbalance due to the dataset’s small size. However,
by providing a comprehensive set of metrics, we
aim to give a detailed comparison of the models’
performance across different aspects.

First, we applied traditional machine learning
models: Multinomial Naïve Bayes, Logistic Re-
gression, Random Forest Classifier (RFC), Support
Vector Classifier (SVC), Gradient Boost Classi-
fier (GBC), and K-Nearest Neighbors Classifier
(KNN), on the Roman script to classify gathas.
Space tokenization and a TF-IDF matrix were used
for all models except for the Multinomial Naïve
Bayes, which served as a baseline model using sim-
ple count vectorization. The Multinomial Naïve
Bayes assumes conditional independence of tokens
and positional independence of features. Naïve
Bayes can be optimal under certain circumstances,
such as when the conditional independence as-
sumption holds (Zhang, 2004). To assess whether
transformer-based models could improve specific
aspects of classification, such as precision and re-
call, we experimented with fine-tuning the follow-
ing models: XLM (Lample and Conneau, 2019),
XLM pre-trained additionally on our training cor-
pus, T5-base (Raffel et al., 2023), and Electra-small
(Clark et al., 2020). Figure 2 presents the classifi-
cation results for the Roman script.

Similar experiments with the Devanagari script
revealed that while transformer-based models un-
derperformed relative to their counterparts in Ro-
man script, the performance disparities among tra-
ditional models were minimal, as depicted in Fig-
ure 3. Additionally, our trials with a byte-level T5
(Xue et al., 2022) model yielded substantially lower
performance (AUC 0.58 for Devanagari), which we
attribute to its inability to effectively handle script-
specific complexities, leading to its exclusion from

our study.
When investigating why transformer-based mod-

els exhibit inferior performance compared to clas-
sic machine learning algorithms, we analyzed the
number of tokens generated by tokenizers for both
Devanagari and Roman scripts in the test subsets.
Table 2 presents the counts of unique tokens from
the tokenizers applied to the test set. Our analy-
sis revealed a strong correlation between the num-
ber of tokens and classification outcomes. This
suggests that the underperformance of transformer-
based models on the Devanagari script is attributed
to significant information loss during tokenization
with certain tokenizers.

ByT5 OpenHathi T5 XLM Electra
Devanagari Tokens 54 1200 6 1208 60
Roman Tokens 44 - 748 1909 1313

Table 2: Unique Tokens in Test Subsets by Model

To address this issue, we opted to fine-tune
OpenHathi-7B (Sarvam, 2024), a model based one
Llama-2 (Hugo Touvron, 2023), specifically de-
veloped for Indo-Aryan languages. We utilized
Low-Rank Adaptation (LoRA) (Hu et al., 2021) to
adjust the model’s parameters, using the last token
for classification purposes. Notably, even after fine-
tuning, the OpenHathi model did not outperform
the simpler XLM model.

Table 3 provides detailed classification results
for the best performing models compared to Multi-
nomial Naïve Bayes. Notably, OpenHathi exhib-
ited the highest recall for the minority class among
the evaluated models. However, a paired bootstrap
test (Berg-Kirkpatrick et al., 2012) with 105 iter-
ations indicated that this increase in recall is not
statistically significant (p = 0.08).

Script Class Precision Recall F1 AP AUC MCC
Multinomial Naïve Bayes

Devanagari M 0.85 0.92 0.88 0.94 0.88 0.56F 0.75 0.60 0.67 0.78
Roman M 0.85 0.92 0.88 0.94 0.88 0.56F 0.75 0.60 0.67 0.78

SVC
Devanagari M 0.86 0.88 0.87 0.95 0.89 0.53F 0.68 0.64 0.66 0.80
Roman M 0.86 0.88 0.87 0.95 0.89 0.53F 0.68 0.64 0.66 0.80

XLM
Devanagari M 0.80 0.91 0.85 0.89 0.78 0.42F 0.68 0.45 0.54 0.64
Roman M 0.79 0.93 0.86 0.92 0.83 0.40F 0.71 0.39 0.50 0.67

XLM with Pre-Training
Devanagari M 0.77 0.99 0.87 0.93 0.86 0.45F 0.95 0.28 0.44 0.75
Roman M 0.78 0.97 0.87 0.93 0.86 0.44F 0.83 0.35 0.49 0.75

OpenHathi-7B
Devanagari M 0.85 0.68 0.76 0.86 0.76 0.36F 0.47 0.70 0.57 0.63

Table 3: Detailed Results for Selected Models.
Appendix A lists the hyperparameters used for
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Figure 3: ROC curves for Devanagari script classification. Left: results for ‘M’ class (Theragatha); right: ‘F’ class
(Therigatha). Multiple models are compared, with AUC scores indicating performance.

model training. Hyperparameters not listed are set
to their default values in the scikit-learn library
for classic machine learning models and in the
Hugging Face Transformers library for transformer-
based models.

Our attempt to employ the SHAP framework
(Lundberg and Lee, 2017) on the best-performing
models to explain their discrimination decisions
did not reveal any specific features that contribute
significantly to either of the classes.

5 Discussion and Further Research

The study highlights persistent challenges in us-
ing original, non-Romanized scripts with modern
transformer-based models for classification tasks,
primarily due to inadequate token coverage in the
models’ vocabularies. Previous studies, such as the
one by Maronikolakis et al. (2021), showed that the
compatibility of tokenizations is crucial in multilin-
gual language models, discussing the importance
of vocabulary size. More recently, Ali et al. (2024)
confirmed that the choice of tokenizer significantly
impacts a model’s downstream performance. They
suggest that tokenizers not tailored to handle a vari-
ety of scripts can lead to inefficient tokenization, di-
rectly affecting model performance, and that larger
vocabulary sizes are required for multilingual to-
kenizers compared to those designed for English
only.

Although Romanized versions of the scripts en-
abled the use of a broader range of models, these
models still did not surpass the performance of
traditional machine learning algorithms. This out-
come suggests that the employed models failed
to identify any class-specific patterns within the

dataset, likely because these models lacked suffi-
ciently relevant data during their pretraining stages.
Notably, additional pre-training of the XLM model
improved the AUC on the classification task, and
a paired bootstrap test with 105 iterations con-
firmed the statistical significance of this improve-
ment (p < 0.05).

Extended research is necessary for the author-
ship attribution task. Our next step is to identify
Therigathas that are consistently misclassified by
the majority of models and perform a detailed anal-
ysis of these cases. This includes annotating and
analyzing specific gathas whose authorship is dis-
puted by scholars. Statistical sampling to iden-
tify whether the differences between the Theri and
Thera gathas are significant may help reveal if there
are substantial distinctions between the two classes
of gathas from a machine learning perspective. Ad-
ditionally, compiling an extensive Pali corpus to
pre-train a transformer model would enable us to
experiment with its discriminatory abilities and its
capability to generate novel gathas.

6 Limitations

First, our dataset is small and imbalanced, with
only slightly over 10% of words shared between
the Thera and Theri gathas. This low overlap might
explain why classical machine learning algorithms
were able to effectively discriminate between the
classes, primarily by relying on words unique to
specific classes.

The second limitation pertains to the existing
transformer models, which often lack the compre-
hensive vocabulary necessary for thorough evalua-
tion.
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A Training hyperparameters

A.1 Hyperparameters for Devanagari Script

Model Hyperparameters Values
Classic Machine Learning Models

MultinomialNB Vectorizer: CountVectorizer binary = False
tokenizer = lambda x: x.split()
token_pattern = None

LogisticRegression random_state 0
RandomForestClassifier random_state 0
SVC (Support Vector Classifier) probability True

random_state 0
GradientBoostingClassifier random_state 0
KNeighborsClassifier n_neighbors 3

TfidfVectorizer Parameters
All models using TfidfVectorizer use_idf True

binary False
tokenizer lambda x: x.split()
token_pattern None

Transformer-Based Models
XLM-Roberta (plain and fine-tuned) num_train_epochs 10

per_device_train_batch_size 16
evaluation_strategy steps
save_steps 100
logging_steps 100
learning_rate 2e-5
warmup_steps 500
weight_decay 0.01
seed 0

Electra num_train_epochs 20
per_device_train_batch_size 16
evaluation_strategy steps
save_steps 100
logging_steps 100
seed 0

T5 (T5-base) num_train_epochs 10
per_device_train_batch_size 16
evaluation_strategy steps
save_steps 50
logging_steps 50
learning_rate 2e-5
warmup_steps 500
weight_decay 0.01
seed 0

byT5 (byT5-base) num_train_epochs 5
per_device_train_batch_size 8
evaluation_strategy steps
save_steps 50
logging_steps 10
learning_rate 2e-5
warmup_steps 50
weight_decay 0.01
seed 0

OpenHathi (QLoRA, Sequence Classification) lora_r 128
lora_alpha 256
lora_dropout 0.1
bias none
max_length 512
per_device_train_batch_size 8
gradient_accumulation_steps 4
warmup_steps 100
max_steps 2000
learning_rate 4e-5
fp16 True
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A.2 Hyperparameters for Roman Script

Model Hyperparameters Values
Classic Machine Learning Models

MultinomialNB Vectorizer: CountVectorizer binary = False
tokenizer = lambda x: x.split()
token_pattern = None

LogisticRegression random_state 0
RandomForestClassifier random_state 0
SVC (Support Vector Classifier) probability True

random_state 0
GradientBoostingClassifier random_state 0
KNeighborsClassifier n_neighbors 3

TfidfVectorizer Parameters (used in some classic models)
All models using TfidfVectorizer use_idf True

binary False
tokenizer lambda x: x.split()
token_pattern None

Transformer-Based Models
XLM-Roberta (plain and fine-tuned) num_train_epochs 10

per_device_train_batch_size 16
evaluation_strategy steps
save_steps 100
logging_steps 100
learning_rate 2e-5
warmup_steps 500
weight_decay 0.01
seed 0

Electra num_train_epochs 20
per_device_train_batch_size 16
evaluation_strategy steps
save_steps 100
logging_steps 100
seed 0

T5 (T5-base) num_train_epochs 10
per_device_train_batch_size 16
evaluation_strategy steps
save_steps 50
logging_steps 50
learning_rate 2e-5
warmup_steps 500
weight_decay 0.01
seed 0

byT5 num_train_epochs 5
per_device_train_batch_size 8
evaluation_strategy steps
save_steps 50
logging_steps 10
learning_rate 2e-5
warmup_steps 50
weight_decay 0.01
seed 0
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Abstract

Web-scale corpora present valuable research
opportunities but often lack detailed metadata,
making them challenging to use in linguistics
and social sciences. This study tackles this
problem by exploring automatic methods to
classify web corpora into specific categories,
focusing on text registers such as Interactive
Discussion and literary genres such as Politics
and Social Sciences. We train two machine
learning models to classify documents from
the large web-crawled OSCAR dataset: a regis-
ter classifier using the multilingual, manually
annotated CORE corpus, and a genre classi-
fier using a dataset based on Kindle US&UK.
Fine-tuned from XLM-R Large, the register
and genre classifiers achieved F1-scores of 0.74
and 0.70, respectively. Our analysis includes
evaluating the distribution of the predicted text
classes and examining the intersection of genre-
register pairs using topic modelling. The results
show expected combinations between certain
registers and genres, such as the Lyrical regis-
ter often aligning with the Literature & Fiction
genre. However, most registers, such as Inter-
active Discussion, are divided across multiple
genres, like Engineering & Transportation and
Politics & Social Sciences, depending on the
discussion topic. This enriched metadata pro-
vides valuable insights and supports new ways
of studying digital cultural heritage.

1 Introduction

Automatically collected web-scale corpora, encom-
passing billions of words, offer significant opportu-
nities for research across a range of disciplines, in-
cluding computational linguistics, natural language
processing, social sciences, and digital humanities.
These extensive resources have been, and continue
to be, instrumental in advancing large language
models, such as the one underpinning ChatGPT.
Additionally, these corpora contain vast amounts
of text produced in varied contexts and for diverse

purposes, serving as repositories for new and evolv-
ing forms of digital cultural heritage. Consequently,
web-scale corpora not only open new research av-
enues in the humanities and social sciences but
also necessitate multidisciplinary collaboration to
ensure their effective use (Laippala et al., 2021b;
Välimäki and Aali, 2022).

A notable challenge in utilizing web-scale cor-
pora is the lack of detailed metadata describing
their contents. Without such metadata, texts of
diverse varieties—such as legal notices, advertise-
ments, news articles, fiction, and song lyrics—are
treated equally, despite their distinct linguistic char-
acteristics. This complicates the filtering and se-
lection of data relevant to specific research tasks.
Among others, these procedures are often crucial
for building accurate language models, where the
absence of metadata increases the risk of models
learning from biased, toxic, or irrelevant data (e.g.
Gehman et al., 2020; Carlini et al., 2021; Dodge
et al., 2021; Feng et al., 2023; Bannihatti Kumar
et al., 2023; Mallen et al., 2023). Text type meta-
data has also been shown to enhance the perfor-
mance of various Natural Language Processing
(NLP) applications, including part-of-speech tag-
gers, parsers, and information retrieval systems (e.g.
Karlgren and Cutting, 1994; Vidulin, 2007; Gies-
brecht, 2009; Santini et al., 2011; Van Der Wees
et al., 2018; Argamon, 2019).

To address this challenge, we explore a dual ap-
proach to classifying web corpora into specific text
categories, focusing on two key approaches: reg-
ister and genre. Registers, as they are typically
applied in corpus linguistics, refer to culturally
recognizable text varieties characterized by their
communicative situation and functionally related
linguistic features (Biber 1988; Egbert and Biber
2019; Biber and Egbert 2023). Genres, in literary
studies, are often utilized to examine various forms
of literary work, focusing on content, context, and
narrative tools (e.g., Goyal and Vuppuluri 2022;
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Zhang et al. 2022).
In recent years, text classification and specifi-

cally web register identification has taken leaps
forward, with web register classifiers achieving
nearly human-level performance (Laippala et al.
2023; Kuzman et al. 2023b; Henriksson et al. 2024).
These advancements enable us to enhance docu-
ment metadata substantially. However, when reg-
ister classification is applied to web-scale corpora,
the predicted register classes are still very broad
and include a wide range of linguistic variation.

Therefore, in this study, we examine whether
combining two approaches, namely registers and
genres, can enhance the depth of the available infor-
mation for a given document. Specifically, we ex-
amine the intersections between register and genre
labels in a text classification setting and explore
how these intersections, along with the resulting
new metadata, can allow for novel uses of the cor-
pus in other studies. To achieve this, we apply
machine learning to train two text classifiers: one
targeting registers and the other focusing on genres.
These classifiers are then used to predict classes for
one million documents from the widely used web-
scale OSCAR dataset (Open Super-large Crawled
ALMAnaCH coRpus; Ortiz Suárez et al. 2019;
Laippala et al. 2022).

Figure 1: Workflow of our process.

To assess the quality of the new metadata–
combined label of register and genre classifiers–we
evaluate two conditions. First, we examine the over-
lap between the two labelling schemes, as cross-
labelling has little value if the classifiers produce
similar results. Ideally, each register class should
map onto multiple genre categories, adding previ-

ously unattainable information to each document.
Second, we evaluate whether these cross-labellings
are meaningful by using topic modelling to extract
topic words for each register-genre combination.

2 Data

We use three different datasets for our experiments,
namely the Corpus of Online Registers of English
(CORE), the Genre-6 literary genre corpus, and the
Open Super-large Crawled ALMAnaCH coRpus
(OSCAR), each for a different task.

2.1 Register Data

The register classifier is trained using the CORE
corpus1 (Egbert et al. 2015; Laippala et al. 2023),
which consists of manually register-annotated En-
glish web texts. The corpus contains nearly 50,000
documents and covers the full range of English web
registers. The annotation process involved four in-
dividual annotators independently assigning each
document a main register label and, when possi-
ble, a subregister label for a more detailed descrip-
tion. In cases of annotator disagreement, a doc-
ument could be assigned multiple register labels.
The annotation process resulted in a hierarchical
multilabel register scheme with eight main regis-
ter categories with broad, functional labels such as
Narrative, Informational description and Opinion,
and tens of more detailed subcategories such as
News report, Research article and Review. Follow-
ing Laippala et al. (2022), we slightly modify this
hierarchy by mapping some subregisters together
to enhance classifier performance. All the main
registers and subregister categories of CORE used
in this study are shown in Table 1, and the mapping
from original CORE labels to our modified labels
can be found in Appendix A.

2.2 Genre Data

For the genre classifier, we train using the Genre-
6 dataset2, which is derived from Kindle UK &
US. Genre-6 comprises over 20,000 short stories
and novels, with genre categories assigned by the
authors. The genre labels are selected from the
available categories on Kindle UK & US, resulting

1Specific version available at https://github.com/
TurkuNLP/CORE-corpus.

2The original dataset is available at https:
//huggingface.co/datasets/marianna13/the-eye,
and the cleaned version used in training is available on our
Huggingface page https://huggingface.co/datasets/
TurkuNLP/genre-6.
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Main register Sub register Support
How-to/Instruction (HI) 2047

Recipe (re) 189
(no subregister) 1858

Interactive discussion (ID) – 3449
Informational description (IN) 13047

Description of a thing or a person (dtp) 5444
Encyclopedia article (en) 556
FAQ about information (fi) 337
Legal terms and conditions (lt) 202
Research article (ra) 936
(no subregister) 5572

Informational persuasion (IP) 2011
Description with intent to sell (ds) 1422
Editorial (ed) 94
(no subregister) 495

Lyrical (LY) – 680
Narrative (NA) 21534

News report (ne) 11785
Narrative blog (nb) 3620
Sports report (sr) 3164
(no subregister) 2965

Opinion (OP) 10754
Advice(av) 1161
Opinion blog (ob) 5242
Reviews (rv) 2065
Religious blogs/sermons (rs) 776
(no subregister) 1510

Spoken (SP) 736
Interview (it) 537
(no subregister) 199

Total 54258

Table 1: Main and subregister categories of CORE used in this study. Original scheme in Egbert et al. (2015) and
mapping to this scheme in Appendix A.

Genre N
Cookbooks, Food & Wine (Cook) 370
Engineering & Transportation (Engn) 1688
Literature & Fiction (Lit) 4969
Medicine & Health Sciences (Med) 763
Politics & Social Sciences (Pol) 2134
Science & Math (Sci) 1474
None (in prediction only) –
Total 11398

Table 2: Chosen genre labels of Genre-6 dataset.

in a multilabel genre annotation scheme with cate-
gories such as Children’s Books, Science & Math,
and Action & Adventure. Initially, we performed
minor preprocessing steps to improve data quality,
such as excluding categories with minimal support.

Because some of the genre classes in the Genre-
6 dataset are overlapping, for this experiment we
further chose a subset of genres that maximizes
the performance in two ways: Firstly, the chosen
genres need to be present in our target corpus, OS-
CAR. As OSCAR is a web corpus, genres most
suitable for our task include common topics in on-

line sources. Secondly, to try to maximize classifier
performance, we chose categories by training the
classifier with different candidate subsets and evalu-
ating the classifiers’ performance. Table 2 presents
the final genre categories used in this study. Lastly,
we included a “None” category for uncertain clas-
sifications and to address those that fall outside our
chosen category scheme, acknowledging that our
categories do not fully represent the entire web and
some common internet topics, such as religion, are
not well covered by this set of labels.

2.3 The Labelled Target Corpus

We use the OSCAR corpus (Ortiz Suárez et al.,
2019) for our analysis of the register–genre inter-
section. The OSCAR corpus was created by ex-
tracting and filtering text from Common Crawl3.
It is a multilingual corpus comprising billions of
words across 166 languages. For our study, we
specifically use the pre-classified version, Register
OSCAR4 (Laippala et al., 2022), which has un-

3https://commoncrawl.org
4https://huggingface.co/datasets/TurkuNLP/

register_oscar
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dergone further processing, including additional
boilerplate text removal, resulting in higher quality
than the original OSCAR corpus. We do not use the
existing register labels as they only cover the main
register level labels, but re-predict the dataset with
our register classifier to also get access to the sup-
plementary information of the sublabels. However,
in some of our analyses, such as topic modelling,
we present results at the level of the main labels
for simplicity; in these cases, the sublabels have
been aggregated into the main labels according to
the label hierarchy shown in Table 1. We label a
sample of 1 million documents from OSCAR in
this study.

3 Experimental Setup

Figure 1 illustrates the workflow of the classifi-
cation process. We use two classifiers to predict
labels for each document from the OSCAR corpus,
and the resulting labels are then combined into a
single, combined label.

3.1 Classifier training

We approach classification using a multilabel set-
ting, which previous research on register identifi-
cation has shown to produce significantly higher
scores compared to a single-label, multi-class ap-
proach (e.g. Egbert et al. 2015; Madjarov et al.
2019; Sharoff 2021; Laippala et al. 2023). The
data is split into training, development, and test
sets using stratified sampling, with proportions of
80%, 10%, and 10% for the Genre-6 corpus, and
70%, 10%, and 20% for the CORE corpus. We
limit each document to the first 512 tokens, based
on (1) the maximum token limit of the models used
and (2) the findings of Laippala et al. (2023), which
indicate that the best performance in register clas-
sification is achieved using the initial 512-token
chunks of text.

The register classifier is trained using the CORE
corpus, whereas the genre classifier is trained us-
ing the Genre-6 corpus, as mentioned in the previ-
ous section. Both classifiers are implemented by
fine-tuning XLM-RoBERTa-Large (XLM-R; Con-
neau et al. 2020) for a multilabel classification task
using the Huggingface Transformers library. We
selected XLM-R due to its efficiency and strong
performance in earlier studies of register classifi-
cation (e.g., Repo et al. 2021). Both models use a
multilabel setup and Binary Cross-Entropy Loss,
and the prediction threshold is optimized for the F1-

score. We also experimented with Focal Loss (Lin
et al., 2018), but ultimately chose Binary Cross-
Entropy Loss, as it produced higher-quality pre-
dictions in manual evaluation, despite Focal Loss
yielding slightly better F1-scores.

3.2 Topic modelling

For our topic modelling experiments, we utilized
the Latent Dirichlet Allocation (LDA) algorithm
implemented in the gensim library5. We extracted
topics separately from each register–genre intersec-
tion class. We also experimented with transformer
based BERTopic (Grootendorst, 2022). Using
BERTopic, we were able to extract more detailed
topics; however, the initial experiments showed
that the support of each intersection class influ-
enced the quality of the results, whereas this ef-
fect was diminished with the LDA model. Addi-
tionally, we preferred the simpler presentation of
the LDA model. We used the following parame-
ters: 30 passes, 1 topic, 10 best words per topic.
For the largest combination classes, where support
is in the hundreds of thousands, we randomly se-
lect a subset of 10000 documents for the analysis.
We lemmatize, and remove punctuation and En-
glish stop words using the nltk library6. We also
experimented with extracting multiple topics for
each register–genre combination, which revealed
the structure of some intersection classes better.
However, for simplicity, we present one topic per
class. Additionally, in this part of the experiment,
we focus on the main hierarchy level of the register
labels to maintain clarity in the presentation.

4 Results

4.1 Classifier Evaluation

Our results show that the register classifier is able
to reach an F1-score of 0.74, whereas the genre
classifier’s F1-score is 0.70. The class-specific per-
formance of each model is detailed in Tables 3
and 4. Although these scores vary considerably,
ranging from 0.45 for Science & Math to 0.89 for
Lyrical, they are consistent with previous register
identification results (Egbert et al., 2015), indicat-
ing that the predictions are reasonably reliable.

The variability in identification performance can
be attributed to how well the registers and genres
are defined linguistically, which affects how ac-

5https://radimrehurek.com/gensim/models/
ldamodel.html

6https://www.nltk.org/
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Label F1-Score Support
LY 0.8949 135
SP 0.7032 146
ID 0.8475 686
NA 0.8405 4264
HI 0.6788 411
IN 0.7176 2596
OP 0.6854 2129
IP 0.5591 402
it 0.7045 104
ne 0.8120 2359
sr 0.8942 635
nb 0.6745 722
re 0.8116 37
en 0.8079 108
ra 0.6686 189
dtp 0.5271 1090
fi 0.5000 69
lt 0.5763 40
rv 0.7040 411
ob 0.5591 1051
rs 0.7278 157
av 0.5119 236
ds 0.6427 280
ed 0.0000 19
µ (micro) 0.74 18276

Table 3: Results of our trained register classifier. The
threshold for classification is set at 0.4, optimized wrt.
F1-score.

curately they can be classified (Biber and Egbert,
2018; Biber et al., 2020; Laippala et al., 2021a).
For example, Lyrical texts, which mostly consist
of song lyrics and poems, have distinct characteris-
tics that make them easier to classify accurately.
In contrast, texts within the Advice subregister
vary widely and can be mistaken for other opin-
ionated registers, such as Opinion Blog, leading
to lower identification scores. A similar pattern is
observed in the genre-specific performance, where
some classes, like Science & Math and Medicine
& Health Sciences, contain texts that are hard to
distinguish clearly between these categories.

4.2 Register and Genre Intersection

Figure 2 illustrates the intersections between the
registers and genres. The figure confirms that no
register and genre categories fully overlap, demon-
strating that cross-labelling with our setup achieves
the intended outcome: it refines the classification
and enriches the information for each document.

Label F1 N
Cookbooks, Food & Wine 0.59 35
Engineering & Transportation 0.65 172
Literature & Fiction 0.81 535
Medicine & Health Sciences 0.61 72
Politics & Social Sciences 0.53 194
Science & Math 0.45 144
µ (micro) 0.70 1152

Table 4: Results of our trained genre classifier. The
threshold for classification is set at 0.3, optimized wrt.
F1-score.

To evaluate the increase in information quantita-
tively, we calculate mutual information (MI) be-
tween the register and genre labels. Mutual in-
formation measures the information one label pro-
vides about the other and is calculated from the
joint probability distribution of the genre and reg-
ister labels. We use the scikit-learn7 library to
calculate this value, with multilables separated for
this step and main-subregister combinations treated
as separate classes. Although values of mutual in-
formation are not comparable, values close to zero
indicate low levels of dependency between the vari-
ables, which is ideal in our case. We also calculate
the increase of information using Shannon’s en-
tropy H as

∑
x∈X −P (x) log2 P (x), which mea-

sures the informational value of the variable, with
P standing for the marginal probability function
is separate label cases and joint probability func-
tion in the combined label case. The results are
presented in Table 5. These values show that the
genre label cannot be inferred from the register
label and that the information content increases
with the combined labelling compared to using
each label scheme separately. Specifically, the ad-
ditional information contributed by the genre la-
bels to the register labels is H(genre|register) =
H(register,genre)−H(register) = 2.073 bits.

MI H(register) H(genre) H(register, genre)
0.109 3.370 2.229 5.443

Table 5: Mutual information (MI) between register and
genre and the entropy H of register labels (main and
subregisters), genre labels, and the combined labelling.

From Figure 2, expected combinations between
certain registers and genres can be seen. For in-

7https://scikit-learn.org/stable/modules/
generated/sklearn.feature_selection.mutual_info_
classif
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Figure 2: Intersection of registers and genres in the OSCAR corpus. Register sublabels on the left, main level labels
on the centre and genres on the right. See Table 1 for register abbreviations and Table 2 for genre abbreviations.
The thickness of the connection reflects the relative frequency of co-occurrence, with opacity adjusted to make
register-class-wise frequencies more visible. Numbers indicate the number of documents in OSCAR labelled as
each class, with multilabels separated. A small number of instances with incorrect register label hierarchy removed.

stance, as could be anticipated, the Lyrical regis-
ter and the Literature & Fiction genre co-occur
very often, although Lyrical also intersects with
other genres – such as Politics & Social Sciences.
Manual evaluation shows this particular intersec-
tion class contains religious poetry and lyrical texts
with social commentary aspects. An example of
this can be seen as the fourth example in Table 7.

Similarly, the Spoken register seems to be mostly
associated with the Politics & Social Sciences and
Literature & Fiction genres. These combinations
convincingly suggest documents with spoken ele-
ments, such as conversations or interviews. In Liter-
ature & Fiction, these might include dialogues be-
tween characters, and in Politics & Social Sciences,
they could be interviews or political speeches. It
is also noteworthy that the Literature & Fiction
class is very large, both in terms of support and the
content used for classifier training, and thus covers
a variety of texts, including low-quality content.
As stated previously, our genre selection criteria
were influenced by both the predicted contents of
the target documents and the measured classifier
performance, which in this case resulted in the se-
lection of the large and sometimes vague class of
Literature & Fiction.

All other registers are divided into multiple

genres—in particular, the largest registers cover
documents across all of them. The intersections
are logical; for instance, the largest intersections of
Informational persuasion are with Engineering &
Transportation and Literature & Fiction, suggest-
ing that these are persuasive documents such as ed-
itorials or company websites, discussing topics rel-
evant to these genres, like advertisements for tech-
nological devices. Similarly, in addition to these
two genres, the largest register class Informational
description intersects mostly with Politics & Social
Sciences and None, which facilitates the identifi-
cation of different types of informative/descriptive
documents, which were previously only marked
by their register characteristics. Interactive Discus-
sion intersects with all genres, with the strongest
connections to Engineering & Transportation and
Politics & Social Sciences, depending on the dis-
cussion topic. Finally, the Narrative register also
intersects with all these genres. This register pri-
marily includes news articles and narrative blogs,
suggesting that these subregisters discuss topics re-
lated to these genres. Previously, identifying such
combinations required manual searches within the
documents, but with the addition of genre labels,
these intersections can now be easily categorized,
filtered, or selected from the corpus.

391



From the perspective of the genres, similar re-
sults can be seen. For example, as expected, the
genre Medicine & Health Sciences mostly inter-
sects with Informative description, however, we
were able to extract conversations and ads with
health care related topics with the intersection of
registers Interactive discussion and Informational
persuation.

Finally, the None category for uncertain genre
predictions contains documents from all the reg-
ister classes, most notably from Informational de-
scription and Informational persuasion. This is
expected due to the class size imbalance, however,
these classes are over-represented in the None genre
category compared to the Narrative register class,
which despite its large size rarely intersects with
the None genre. The reasons behind this lie in the
variety of topics discussed in the respective regis-
ters. The registers frequently intersecting with the
None genre seem to cover topics not included in
the genres, or the documents within the register
simply do not feature a well-defined genre at all.
For instance, in Table 7, a text combining Interac-
tive discussion with None a disproved message on
a forum, which does not fit any of the specified gen-
res. This shows that the None class is linguistically
motivated and provides meaningful intersections.

4.3 Contents of the intersection classes
We use topic modelling to gain insights into each
register–genre intersection class, and the results are
presented in Table 6. Some register–genre combi-
nation classes produced topic keywords that reflect
features of both the register and the genre involved.
For instance, most keywords extracted from com-
binations with the register How-to Instructions
include characteristic verbs such as “make” and
“use”, which are frequently used in instructive texts.
Similarly, the Interactive discussion register pro-
duced topic words containing personal pronouns
like “I(’m)” and “us”, which are typical of dis-
cussions. In the Informational persuasion register,
words like “product”, “help”, and “business” sug-
gest that the texts feature ads and other commerce-
related documents. The Informational description
register is associated with verbs in the past tense,
which is characteristic of texts such as encyclope-
dic entries.

From the perspective of the genre classes, sim-
ilarities are shared over register class boundaries.
For instance, “food”, a characteristic word for the
Cookbooks, Food & Wine genre, appears in all but

Reg. Genre N Topic keywords

HI

Cook. 6838 make, add, recipe, minutes,
use

Engn. 5875 use, one, need, make, new
Lit. 3815 like, also, love, new, would
Med. 877 skin, may, help, make, like
Pol. 10219 use, also, make, time, may,

new
Sci. 975 time, water, may, make, need

ID

Cook. 256 rustic, home, plans, house,
would

Engn. 8759 would, get, new, time, need,
work

Lit. 18947 would, i’m, know, good, think
Med. 1278 would, time, also, good, i’m
Pol. 8300 time, people, need, us, know
Sci. 1001 one, would, know, new, good

IN

Cook. 2228 food, used, make, made, many
Engn. 99490 new, time, used, us, system,

data
Lit. 190734 dating, free, pdf, online, first
Med. 35252 patients, health, care, treat-

ment, new
Pol. 134903 people, use, get, us, informa-

tion
Sci. 12814 one, two, water, used, species

IP

Cook. 1396 food, like, product, used, new
Engn. 41796 new, us, service, quality, sys-

tem
Lit. 62779 free, get, great, book, home
Med. 4352 skin, health, help, body, new
Pol. 21401 new, business, us, help, people
Sci. 1112 fishing, new, plants, water, use

LY Lit. 1908 download, love, would, know,
i’m

NA

Cook. 427 make, food, good, would,
made

Engn. 17251 said, would, time, first, us
Lit. 113824 new, would, first, back, people
Med. 5983 new, health, said, people, may
Pol. 93575 said, would, people, us, first
Sci. 3602 new, said, would, water, two

OP

Cook. 705 food, make, good, get, great,
Engn. 5652 new, time, car, make, well
Lit. 52402 would, also, us, people, first
Med. 2697 get, people, would, may, help
Pol. 45086 people, would, time, us, new
Sci. 274 one, people, new, us, many

SP Engn. 147 would, think, work, time. peo-
ple

Lit. 2060 think, people, would, really,
know

Pol. 1370 people, think, know, us, going

Table 6: Selected 5 of 10 top topic words extracted from
the intersection classes. “None” class and classes with
less than 100 documents omitted. See Table 1 for regis-
ter abbreviations and Table 2 for genre abbreviations.

one of the combination classes. Interestingly, the
intersection of Cookbooks, Food & Wine and Inter-
active discussion contains more documents seem-
ingly about kitchen decor, not only about food.
In the Medicine & Health Sciences genre, themes
present throughout are patients and helping, while
in Science & Math, recurrent topic words include
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Register Genre Truncated document
IN, ra Engineering

& Transporta-
tion

The management of existing road infrastructures is a multidisciplinary activity that
involves structural engineering, material science, management, economics and ecology.
The objective is to achieve maximum availability of road links at minimum societal
costs. Recently, tools (Bridge Management Systems, BMSs) have been developed to
help decision makers to determine the optimal management strategies within available
resources.

NA, ne,
IN, dtp

Politics & So-
cial Sciences

Second-year medical student Walter Humann is the winner of the 2015 Danny Jones
History of the Health Sciences Student Essay Competition. A panel of three judges rated
the six entries on the quality of writing, the comprehension of the issues, the clarity of
discussion, and the applicability of the topic to the history of health care. His essay
Medical Progress in the West: A Historical Perspective addresses the three eras of history
in which medical developments struggled against societal norms.

OP Cookbooks,
Food & Wine

White chocolate isn’t really chocolate at all. While it contains the cocoa butter of true
chocolate, it lacks cocoa solids, the element responsible for milk and dark chocolate’s
characteristic brown color and nutty roasted flavor. Other pale confections labeled simply
“white” chips or bars (these boast less than the 20 percent cocoa butter required to
earn the designation “white chocolate”) are just as common in the baking aisle of the
supermarket.

LY Politics & So-
cial Sciences

I am obnoxious to each carping tongue Who says my hand a needle better fits. A Poet’s
Pen all scorn I should thus wrong, For such despite they cast on female wits. If what I
do prove well, it won’t advance, They’ll say it’s stol’n, or else it was by chance.

ID None I posted a question to the forum an hour ago and received an email saying the moderators
had approved the content. Checking a few minutes ago I see a notice that the message
has now be disproved. How do I contact a moderator to find out what is going on?

Table 7: Examples of our classification results. Texts truncated and original spelling retained. See register
abbreviations in Table 1.

“water” and “plants”.

Some drawbacks can also be seen from these
topic keywords. The keywords for the genre classes
Literature & Fiction and Politics & Social Sciences
offer few distinguishing words, apart from refer-
ences to people. Manual evaluation confirms this
observation; as previously noted, the Literature &
Fiction class, in particular, contains a large variety
of texts, and thus extracting a single topic from
this class does not result in coherent keywords. In
the case of Lyrical and Spoken registers, the small
support affects the results of the topic modelling.
However, for the Lyrical register, keywords like
“love” and “I’m” are characteristic of song lyrics
and poetry; the keyword “download” likely appears
due to boilerplate text commonly found on song
lyrics web pages.

Table 7 presents example documents associated
with the register–genre intersections. The first ex-
ample, labelled as a Informational description –
Research article and Engineering & Transporta-
tion reflects the extracted topics, including topic
keywords like “system”. In the second example,
labelled as Informational description – Description
of a thing or a person, Narrative – News report for
register and Politics & Social Sciences for genre,
clearly contains characteristics of a news article and
describes a person. At first glance, the text could be
labelled as Medicine & Health Sciences, however,

the document actually covers history and struggles
against societal norms. In the third example, the
vocabulary clearly reflects the class Cookbooks,
Food & Wine, but the tone is correctly identified
as opinionated, as the text contains emotionally
charged adjectives, which are also seen in the topic
words extracted for the register class Opinion. This
example also justifies our decision to include the
Cookbooks, Food & Wine genre, despite the CORE
register scheme already containing a Recipe sub-
register, as it allows us to capture a broader range
of food-related documents.

5 Conclusion

In this study, we experimented with labelling a
large internet corpus using two classifiers and eval-
uated the new metadata produced by the intersec-
tion of two classification schemes. We trained the
classifiers on available register and genre datasets
in a multilabel classification setting and reached
reliable results. We then analyzed the distributions
of the intersection classes and extracted topic key-
words from them. Our evaluation, based on quan-
titative analysis using topic modelling and close
reading, demonstrated that the predicted genre and
register labels provide meaningful auxiliary infor-
mation, facilitating new ways to use the corpus.

This is particularly valuable for digital human-
ities and cultural heritage studies, as it allows for
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richer contextualization and more nuanced analysis
of historical documents, literary texts, and other
cultural artefacts. Enhanced metadata can also sup-
port the preservation and accessibility of digital
archives, ensuring that documents are more easily
discoverable and interpretable.

In the future, we will aim to improve model per-
formance by experimenting with different model
architectures and refining the chosen classes of the
genre classifier. Specifically, we recognize that the
current Literature & Fiction category is too broad
and plan to subdivide it into more specific gen-
res. We are also interested in exploring different
data augmentation techniques (e.g. label cleaning
tools8), particularly for our genre corpus, which has
shown apparent label issues during manual review.

6 Limitations

Our work is conducted entirely in English. While
previous studies (e.g. Repo et al., 2021; Rönnqvist
et al., 2021) suggest that the effectiveness of reg-
ister classification using the CORE scheme may
transcend language barriers, the same may not ap-
ply to our genre classification system. Additionally,
we based our genre classification training on meth-
ods typically used for registers, which may not
perfectly align with genre distinctions. Our selec-
tion of genre categories relied on the support of
the classes, partly due to the limited number of
instances in the corpus. As previously mentioned,
we recognize the bias towards more technical gen-
res, as the selected genre categories contain both
engineering and science related topics but lack cov-
erage of other common internet subjects. Another
possible approach to text classification would have
been to use recent large language models such as
ChatGPT9. Kuzman et al. (2023a) compared the
performance of an XLM-R-based model to GPT-
3.5 and GPT-4 (OpenAI, 2023) in register (genre
in their terminology) classification. In their ex-
periments, GPT-4 and XLM-R-Large performed
similarly on out-of-domain English testset. This
indicates that using GPT-like models for this task
holds substantial potential.
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Original CORE Simplified scheme
Register Subregister
Narrative (NA) News report/blog (ne) –

Sports report (sr) –
Personal/diary blog (pb) Narrative blog (nb)
Historical article (ha) Narrative (NA)
Travel blog (tb) Narrative blog (nb)
Short story (ss) Narrative (NA)
Novel Narrative (NA)
Biographical story/history Narrative (NA)
Magazine article (ma) Narrative (NA)
Obituary Narrative (NA)
Memoir Narrative (NA)
Other narrative (on) Narrative (NA)

Opinion (OP) Opinion blog (ob) –
Review (rv) –
Religious blog/sermon (rs) –
Advice (av) –
Letter to the editor (le) Opinion (OP)
Self-help Opinion (OP)
Advertisement (ad) Opinion (OP)
Other opinion (oo) Opinion (OP)

Informational Description (IN) Description of a thing (dt) Description of a thing or a person (dtp)
Informational blog (ib) Informational Description (IN)
Description of a person (dp) Description of a thing or a person (dtp)
Research article (ra) –
Abstract Informational Description (IN)
FAQ about information (fi) –
Legal terms and conditions (lt) –
Course materials (cm) Informational Description (IN)
Encyclopedia article (en) –
Technical report (tr) Informational Description (IN)
Other informational (oi) Informational Description (IN)

Interactive Discussion (ID) Discussion forum (df) Interactive Discussion (ID)
Question/answer forum (qa) Interactive Discussion (ID)
Reader/viewer responses (rr) Interactive Discussion (ID)
Other interactive discussion (of) Interactive Discussion (ID)

How-to Instructional (HI) How-to (ht) How-to Instructional (HI)
Recipe (re) –
Instructions How-to Instructional (HI)
FAQ about how-to (fh) How-to Instructional (HI)
Technical support (ts) How-to Instructional (HI)
Other how-to/instructional (oh) How-to Instructional (HI)

Informative Persuasion (IP) Description with intent to sell (ds) –
Persuasive article or essay (pa) Informative Persuasion (IP)
Editorial (ed) –
Other informational persuasion (oe) Informative Persuasion (IP)

Lyrical (LY) Song lyrics (sl) Lyrical (LY)
Poem (po) Lyrical (LY)
Prayer (pr) Lyrical (LY)
Other lyrical (ol) Lyrical (LY)

Spoken (SP) Interview (it) –
Transcript of video/audio (ta) Spoken (SP)
Formal speech (fs) Spoken (SP)
TV/movie script (tv) Spoken (SP)
Other spoken (os) Spoken (SP)

Table 8: Mapping from original CORE scheme to the scheme used in this study. Dashes indicate the subregister was
preserved identically. Subregisters without abbreviations have zero support in the specific version of CORE that we
use.
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Abstract

This paper evaluates the performance of Large
Language Models (LLMs) in authorship attribu-
tion and authorship verification tasks for Latin
texts of the Patristic Era. The study showcases
that LLMs can be robust in zero-shot author-
ship verification even on short texts without
sophisticated feature engineering. Yet, the mod-
els can also be easily “mislead” by semantics.
The experiments also demonstrate that steering
the model’s authorship analysis and decision-
making is challenging, unlike what is reported
in the studies dealing with high-resource mod-
ern languages. Although LLMs prove to be
able to beat, under certain circumstances, the
traditional baselines, obtaining a nuanced and
truly explainable decision requires at best a lot
of experimentation.

1 Introduction

Unlike in computational linguistics, authorship
analysis in the field of digital humanities still
largely relies on the complicated process of domain-
specific manual feature engineering (Corbara et al.,
2020; Manousakis and Stamatatos, 2023; Corbara
et al., 2023; Clérice and Glaise, 2023; Beullens
et al., 2024). This is mostly due to the fact that
the predictions made by machine learning models
with regard to philological and historical authorship
problems are expected to be contextualized within
long-standing scholarly traditions with their estab-
lished views on what kind of features matter in the
studied material (Clérice and Glaise, 2023). For
this reason, although deep-learning approaches, es-
pecially those based on pre-trained language mod-
els (Fabien et al., 2020; Rivera-Soto et al., 2021; Ai
et al., 2022; Huertas-Tato et al., 2022; Yamshchikov
et al., 2022; Wang et al., 2023; Huertas-Tato et al.,
2024), have recently demonstrated their reliability
and high performance, even in the most sophis-
ticated settings of virtually all authorship-related

tasks1 offered at PAN competitions2 (Stamatatos
et al., 2023; Petropoulos, 2023; Guo et al., 2023).

Pre-trained language models offer valuable in-
sights even in challenging scenarios such as au-
thorship analysis with limited training data, cross-
discourse type verification or attribution, style
change detection, and cases of stylistic mimicry
where authors deliberately disguise their writing
style.Additionally, there has been a recent surge
in explainable Artificial Intelligence (XAI) tech-
niques, including feature ranking, probing, fac-
tual and counterfactual selection, attribution maps,
and concept relevance propagation (Achtibat et al.,
2023). While these methods are neither flawless
(Setzu et al., 2024) nor exhaustive, they represent a
significant advancement in the field of explainabil-
ity.

The linguistic “knowledge” of LLMs, acquired
through training on extensive multilingual textual
datasets, along with their advanced inference ca-
pabilities and their ability to provide human-like
natural language explanations for their outputs in-
evitably raise the question of how these systems
can be leveraged for philological and historical in-
vestigations.

To promote the wider adoption of large language
models (LLMs) as research tools in the digital hu-
manities, this study assesses the zero-shot perfor-
mance of several publicly available, state-of-the-art
LLMs — namely GPT-4o, Gemini, Mistral, and
Claude — in authorship verification and attribu-
tion tasks. In contrast to previous studies, which
have primarily worked with modern languages, our
research focuses on a historical language: Latin.
To the best of our knowledge, this is one of the
first studies to evaluate GPT-4o’s “proficiency” in
Latin and the first to report test results for the three

1As of 2024, the following tasks have been offered at
least once: Authorship Attribution, Authorship Clustering,
Generative AI Detection, Authorship Verification, Authorship
Obfuscation Author Profiling, and Author Diarization.

2https://pan.webis.de/
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additional models.
Our experiments seek to evaluate the zero-shot

effectiveness of LLMs in authorship verification
and attribution. We compare their performance
against traditional baselines, including classical
machine learning classifiers and models based on
the pre-trained Latin transformer, LaBerta. Further-
more, we investigate how variations in the quantity
and nature of instructions prompted to the LLMs
impact the accuracy of their predictions.

2 Related Work

Authorship attribution and authorship verification
are two fundamental tasks in authorship analysis.
They are the most popular applications of stylom-
etry — the modelling of writing style using sta-
tistical methods. Attribution, in its simplest form,
aims to identify the author of a previously unseen
text sample from a list of candidate authors. Ver-
ification, on the other hand, involves determining
whether two given texts were written by the same
person. Both tasks can vary in complexity, espe-
cially when additional challenges arise, such as
cross-domain or cross-discourse type problems.

The origins of stylometric analysis for
authorship-related problems go back to the 1960s
(Mosteller and Wallace, 1963). Early work in
stylometry for authorship attribution relied on
extraction of hand-crafted features believed to
represent the writing style (word frequency,
sentence length, and syntactic patterns, etc.) and
Beyesian inference (Mosteller and Wallace, 1984;
Holmes, 1994, 1998). The study by Joachims
(1998) on text categorization provided a foundation
for applying Support Vector Machines (SVMs) to
stylometric data. In 2002, Burrows suggested a
distance-based technique, which became formative
for the present-day stylometry, the method now
known as Burrows’ Delta. Since then, various
features and classification methods were used
to quantify stylistic differences and estimating
the likelihood of shared authorship between
texts. The work of Stamatatos (2009) provides a
comprehensive overview of the classical methods
used in stylometric analysis.

Since 2010s, the evolution of methodologies
for solving these tasks can be traced through the
overviews of PAN competitions. Until 2016, with
rare exceptions, texts in authorship analysis were
treated as bags-of-words (Stamatatos, 2009; Kop-
pel et al., 2009). Research in this field revolved

around various stylistic features such as word and
character n-grams, sentence lengths, word and
punctuation frequencies, part-of-speech (POS) tag
frequencies, and POS n-grams (Stamatatos, 2013).
These features were often combined with feature
selection or weighting mechanisms and utilized
alongside distance measures and standard classi-
fiers like Support Vector Machines (SVM) or Naive
Bayes.

The rise of the neural networks marked the shift
towards closer attention to the sequential nature
of the text. Convolutional and Recurrent Neural
Networks (CNNs and RNNs) and later transform-
ers have proven outperform the previous methods,
particularly in cases where the writing style is more
nuanced and complex (Shrestha et al., 2017; Keste-
mont et al., 2018, 2020). Yet, this improvement was
achieved at expense of the models’s explainability.

Transformer models, such as BERT, RoBERTa,
and T5, made authorship attribution and verifica-
tion systems particularly robust. Since the advent
of Siamese network architectures (Reimers and
Gurevych, 2019) and the work presented by Fa-
bien et al. (2020) fine-tuning pre-trained models to
solve authorship problems has de facto become a
standard approach (Rivera-Soto et al., 2021; Sta-
matatos et al., 2022; Ai et al., 2022; Huertas-Tato
et al., 2022; Yamshchikov et al., 2022; Stamatatos
et al., 2023; Wang et al., 2023; Huertas-Tato et al.,
2024), although ensemble models integrating ad-
ditional stylometric features (Fabien et al., 2020;
Ai et al., 2022) and even independent use of man-
ually engineered features remain quite common
(Manousakis and Stamatatos, 2023; Corbara et al.,
2023; Clérice and Glaise, 2023; Beullens et al.,
2024; Camps et al., 2024).

Since the release of GPT-3.5 in late 2022 (Brown
et al., 2020) and the subsequent emergence of GPT-
4 (Achiam et al., 2023) and a pleiade of LLMs
(Naveed et al., 2023), there have been numerous
reports of their groundbreaking performance on var-
ious research tasks relevant for the humanities (Kar-
jus, 2023). These tasks range from relatively sim-
ple data processing, cleaning, and structuring tasks
(such as post-OCR correction, NER, and mark-
up) to data augmentation and labeling (Törnberg,
2024), from semantic search to confirmatory topic
analysis (Oiva et al., 2023), and from text sum-
marization and translation (Volk et al., 2024) to
multimodal processing. The examples of success-
ful applications continue to proliferate, paving the
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way for what Karjus has described as “machine-
assisted mixed methods” (2023), which facilitate
interaction with data and promise unprecedented
scaling of research efforts.

Ironically, although the availability of LLMs
made the detection of machine-generated text one
of the most relevant real-world tasks for linguistic
forensics and consequently the prevalent topic at
PAN competitions (Bevendorff et al., 2024), the
number of studies which explore the LLMs’s own
abilities to solve authorship-related problems or
serve for feature extraction is rather limited so far.

Hicke and Mimno (2023) leveraged a pre-trained
T5 model further fine-tuning for authorship iden-
tification in Early Modern English drama. Patel
et al. (2023) tried to bridge the gap between sty-
lometry and language models annotating examples
of writing style and creating interpretable machine-
generated writing style embeddings. A somewhat
comparable approach was also proposed in Ram-
nath et al. (2024). The model is trained using a
distillation process from GPT-4-Turbo to Llama-
3-8B model. First, GPT is used to produce and
standardize a corpus of structured writing style de-
scriptions. Llama is then fine-tuned to produce
similar descriptions. This approach addresses the
challenges of interpretability in authorship anal-
ysis by trying to establish a clear and consistent
framework for it.

An immediate source of inspiration for this study,
the work by Huang et al. (2024), focuses on a di-
rect prompting of different models with authorship-
related questions. The authors arrived at the conclu-
sion that guiding the model by explicitly providing
specific linguistic features to pay attention to can
significantly improve the precision of the model’s
prediction and the quality of the analysis.

We find a compelling reason to explore the use
of LLMs to be the challenge posed by sample
size. Traditional machine learning methods, such
as those described by Eder (2015) and Eder (2017),
often require samples of approximately 1000 words
to achieve reliable results. Deep learning ap-
proaches typically require substantial amounts of
training data, which can be difficult to obtain. In
contrast, LLMs can perform effectively without
extensive additional training, making them advan-
tageous when dealing with limited or costly data
resources.

While the impressive results reported in some
studies (Fabien et al., 2020; Kestemont et al., 2019)

are noteworthy, it is important to stress that they
were conducted using English-language datasets.
Given the widespread use of English in the training
data of state-of-the-art LLMs, there is a possibility
that some of the datasets may overlap with the
training data, potentially influencing the outcomes
(Brown et al., 2020).

The case of Latin is very different. First of all,
the overall amount of available data is incompara-
bly less. Second, it remains unknown how much of
it is actually in the training data of the major LLMs.
In 2023, Burns evaluated the amount of Latin in
the training dataset of GPT-3.5 as 339 million to-
kens, assuming that this number could be higher for
GPT-4o. Although Latin is arguably the highest-
resourced of all the historical languages, the extent
of the easily-available Latin dataset hardly exceeds
700 million words (Bamman and Burns, 2020) (in-
cluding Neo-Latin, Latin Wikipedia, and Internet
Archive), while state-of-the-art language models
for this language are trained on even smaller data,
a clean and high-quality subset of the extant cor-
pus, mostly (Roelli, 2014; Riemenschneider and
Frank, 2023a; Ströbel, 2022; Bamman and Burns,
2020). Nevertheless GPT-4 excels in various tasks
involving Latin, such as morpho-syntactic anno-
tation (tagging), translation from and into Latin,
as well as in text summarization and paraphrasing
(Volk et al., 2024).

To the best of our knowledge, no comprehensive
study has yet been conducted on the performance
of major LLMs, such as GPT-4, in the specific tasks
of authorship verification and attribution in Latin.
Similarly, the capabilities of other mature LLMs
released after GPT-4, such as Gemini, Claude, and
Mistral, have also not been thoroughly examined
in this context.

For this reason, in our investigation, we tried not
only to measure LLMs’s performance and compare
it to conventional baselines but also to study the
discrepancy between different LLMs.

3 Methodology

We conducted a series of experiments on two tasks:
authorship attribution and authorship verification.
The experiments utilized direct prompting of the
flagship versions3 of four major LLMs: GPT-4o,
Claude, Mistral-Large, and Gemini-1.5. However,
only the authorship verification experiments in-
volved all four models, as only GPT-4o demon-

3As of July-August 2024.
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strated competitive results in the preliminary au-
thorship attribution tests.

All prompting was implemented in a model-
agnostic manner using LangChain library. The
choice was mostly dictated by the fact that this li-
brary offers a unified API to interact with many
different models and facilitates crucial operations
such as rate limiting, error handling (request re-
tries), fallbacks, and, most importantly, obtaining
structured output from the models.

Each run assessed the performance of a specific
model on a given task within a particular setting,
defined by the prompt used.

We tested three settings differed by the level of
guidance the models received in addition to the
default task definition:

1. BASE: the models get only a general descrip-
tion of the task;

2. LIMITED: the models get a general descrip-
tion of the task and explicit instruction to pay
attention to writing style;

3. HIP: historically informed prompting, when
the models get a general description of the task
and a concise list of features to pay attention to
formulated by a domain expert and anchored
into the scholarly tradition.

Each of the aforementioned settings was tested in
two different variants: basic and topic-ignorant,
in which the models were explicitly instructed to
avoid taking the content and theme into account.
For the exact formulation of the prompts, see Ap-
pendix B.

To gain further insight into the models’s decision-
making processes and compare their performance,
we undertook two additional steps: (1) we inves-
tigated the influence of semantic similarity on the
predictions, and (2) we measured the agreement
between the models . For the former, the texts used
in our Authorship Verification experiments were
vectorized using OpenAI’s text-embedding-3-large
model, and a pairwise cosine similarity was calcu-
lated between them. We then computed the corre-
lation between these similarity scores and the the
models’ predictions across various prompt settings.
For the latter, we calculated pairwise joint proba-
bility of agreement between models, the pairwise
agreement scores are presented in A.

Author Word count
Augustine of Hippo 2,519,484
Gregory the Great 794,955
Origen (tr. by Rufinus) 385,346
Caesarius of Arles 311,965
Petrus Chrysologus 189,864
Jerome 178,704
Optatus of Milevis 169,280
Quoduultdeus 132,160
Chromatius of Aquileia 115,446
Venerable Bede 114,282
Leo the Great 113,373
Maximus of Turin (I) 73,836
Gregory of Elvira 70,712
Zeno of Verona 48,077
Gaudentius of Brescia 46,127
Ambrose of Milan 43,118
Valerian of Cimiez 31,352
Basil of Caesarea (tr. by Rufinus) 31240
Priscillian of Avila 23,165
Fulgentius of Ruspa 14,804
Leander of Seville 13,077
Potamius of Lisbon 9,190

Table 1: Dataset.

3.1 Metrics and Baselines

To evaluate the performance of the models, we
relied on accuracy, precision, recall, and F1 score.

Furthermore, the performance of the LLMs on
each of the two tasks was compared against two
different baselines, (four baselines in total). For
each task, one baseline features a classical machine
learning approach, while the other builds upon
a state-of-the-art pre-trained transformer model
for Latin, LaBerta (Riemenschneider and Frank,
2023b). For details, see the Tables 3, 7, and 4.

4 Data

In this study, we focus on a subset of the Patristic
Sermon Textual Archive (PaSTA), a corpus of Latin
homiletic literature of the Patristic era. We prefer
this corpus to a seemingly more conventional Clas-
sical Roman prose for a reason. Indeed, the very
nature of the genre of sermon (or homily) — oral
and written — provides a wide spectrum of styles
depending on the occasion on which sermons were
delivered, the intended audience, underlying mate-
rial, etc. At the very same time, the act of preaching
was always framed by the scriptural and liturgical
context. As the goal of the preacher was to ex-
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plain the message of the Scripture, demonstrate its
relevance to the everyday lives of the flocks, and
make clear the symbolic and moral meaning of
the sacraments and feasts of the Church, the cre-
ativity of the preacher was constantly confronted
with the canons of the established genre, which
suggested themes as well as discursive and rhetor-
ical devices (Boodts and Schmidt, 2022). Such
relative thematic homogeneity of the homiletic cor-
pus makes it a particularly interesting and complex
benchmark.

4.1 Preparation and General Preprocessing

For the sake of quality, the data was extracted
not only from various open (Patrologia Latina as
available in the Corpus Corporum) resources but
also proprietary ones (Corpus Christianorum Se-
ries Latina), which is why we cannot publish the
full texts along with all the associated rich meta-
data. However, we provide all the data used in the
described experiments — the randomly sampled
textual fragments with the corresponding author
labels. All the data is published on GitHub 4.

Out of the 62 distinct authors currently repre-
sented in PaSTA, we selected 22 authors featured
in Dupont et al. (2018) , a standard reference work
to survey Latin preaching from the 3rd to the 7th

centuries, see Table 1. This selection covers all
regions of the Late Antique Latin West and encom-
passes all homiletic subgenres.

Since most of the texts used in the study consti-
tute composite entities (e.g., collections of sermons,
epistles, gatherings of treatises, etc.), we first di-
vided all the material into units (henceforth, work-
units) representing self-contained acts of preach-
ing (e.g., sermo, homilia, tractatus, epistle, dictio).
Subsequently, for different experiments, the texts
were split into chunks of approximately (1) 250 and
(2) 500 words. We opted for an oscillating chunk
length to respect sentence boundaries. Therefore,
some chunks are slightly longer or shorter than the
target length.

Sampling texts from the pools of chunked exam-
ples was done for each task independently.

4.2 Authorship Verification

Before conducting the first authorship verification
experiment, we sampled 5 positive and 5 negative
pairs for each of the 22 authors. This process was
repeated three times, allowing us to perform each

4https://github.com/glsch/sui_generis.

experiment with three distinct sets of pairs. While
each pair was unique, the same passage could ap-
pear in multiple pairs. This yielded a balanced
corpus of 660 pairs, with 30 pairs per author —
15 positive and 15 negative. This same set of 660
pairs5 was used across all subsequent authorship
verification experiments, with 220 pairs evaluated
in each iteration, though the content of each itera-
tion could vary depending on the model employed.

4.3 Authorship Attribution

Authorship attribution experiments were conducted
using varying numbers of candidate authors: 5, 10,
15, and 22. For each of these configurations, we
randomly selected the required number of authors.
To ensure diversity and enhance the reliability of
the results, this selection process was repeated five
times, generating distinct sets of candidate authors
for each iteration.

The sampling of text examples proceeded as fol-
lows. For each randomly selected author, we ran-
domly picked two text fragments. The first frag-
ment was designated as the query text, while the
second fragment, drawn from a different work by
the same author, served as the target text (i.e., the
text forming a positive pair with the query). This
was further supplemented with texts by other au-
thors, which created negative pairs with the query
text. The task for the model was then to match
each query text with the correct target text from the
provided set.

5 Results

5.1 Author Verification

Table 3 presents the performance of each model in
the tested settings, averaged over three iterations.
Only two models — GPT-4o and Claude-3.5 —
demonstrated accuracy comparable to the results
reported by Huang et al. (2024) for English texts.
Both models outperformed the LaBerta-based base-
line6 in terms of accuracy, with notably high pos-
itive predictive values. Although Claude-3.5 did
not outperform the baselines in terms of recall and
F1 scores, its numbers were higher than those of
Mistral and Gemini.

Contrarily to what was expected based on the
results yielded by the so-called linguistically-
informed prompt reported by Huang et al. (2024),

5https://github.com/glsch/sui_generis/blob/
main/data/authorship_verification_dataset.pkl.

6The model was used without fine-tuning.
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Experiment Parameter Value

Authorship Verification

Total authors 22
Pairs per author 30 (15 positive, 15 negative)
Total pairs 660
Repetitions 3
Pairs per iteration 220
Text length app. 500 words

Authorship Attribution

Sizes of candidate author sets 5, 10, 15, 22
Repetitions per configuration 5
Texts per author 2 (1 query, 1 target)
Pair types 1 positive, multiple negative
Text length app. 500 words and app. 250 words

Table 2: Sampling.

Model Prompt/Parameters Accuracy Precision Recall F1

claude-3-5-sonnet-20240620
BASE 72 (±1%) 98(±2%) 45 (±4%) 62 (±4%)
BASE_TOPIC_IGNORANT 68 (±1%) 99 (±1%) 37 (±4%) 54 (±4%)
HIP 67 (±4%) 98 (±2%) 34 (±10%) 50 (±11%)
HIP_TOPIC_IGNORANT 61 (±3%) 100 (±0%) 22 (±4%) 36 (±5%)
LIMITED 70 (±5%) 99 (±1%) 40 (±6%) 57 (±6%)
LIMITED_TOPIC_IGNORANT 67 (±3%) 99 (±1%) 34 (±1%) 51 (±1%)

gemini-1.5-pro

BASE 56 (±2%) 73 (±6%) 18 (±1%) 29 (±2%)
BASE_TOPIC_IGNORANT 52 (±4%) 57 (±11%) 21 (±4%) 31 (±6%)
HIP 57 (±2%) 77 (±4%) 21 (±5%) 33 (±6%)
HIP_TOPIC_IGNORANT 54 (±1%) 84 (±7%) 11 (±2%) 19 (±4%)
LIMITED 56 (±4%) 84 (±9%) 15 (±4%) 25 (±5%)
LIMITED_TOPIC_IGNORANT 55 (±7%) 82 (±11%) 12 (±5%) 20 (±8%)

gpt-4o

BASE 78 (±2%) 90 (±6%) 63 (±1%) 74 (±2%)
BASE_TOPIC_IGNORANT 70 (±3%) 95 (±1%) 43 (±3%) 59 (±3%)
HIP 75 (±1%) 88 (±0%) 57 (±3%) 69 (±3%)
HIP_TOPIC_IGNORANT 71 (±1%) 96 (±5%) 43 (±2%) 59 (±3%)
LIMITED 80 (±2%) 89 (±5%) 68 (±5%) 77 (±3%)
LIMITED_TOPIC_IGNORANT 70 (±3%) 95 (±2%) 43 (±1%) 59 (±1%)

mistral-large-latest

BASE 56 (±3%) 54 (±3%) 76 (±5%) 63 (±4%)
BASE_TOPIC_IGNORANT 54 (±3%) 54 (±4%) 56 (±3%) 55 (±3%)
HIP 54 (±6%) 53 (±7%) 75 (±3%) 62 (±6%)
HIP_TOPIC_IGNORANT 54 (±5%) 53 (±7%) 63 (±5%) 58 (±6%)
LIMITED 56 (±1%) 54 (±1%) 76 (±1%) 63 (±1%)
LIMITED_TOPIC_IGNORANT 53 (±6%) 53 (±9%) 47 (±7%) 50 (±7%)

TF-IDF + Random Forest char, ngram_range=2,9, max_features=5000 58 59 61 60
LaBerta + Mean pooling + Cosine similarity 69 54 93 68

Table 3: Results for Authorship Verification task on full dataset (22 authors, 5 positive and 5 negative pairs per
author in each iteration).

explicit philological and historical features gener-
ally deteriorated results compared to the BASE
setting for all models except Gemini.

5.2 Author Attribution

Tables 4 and 7 present the results of the author-
ship attribution task conducted on subsets of 5, 10,
and 15 authors, as well as on the full dataset of
22 authors, using text fragments of 500 and 250
words, respectively. Only the GPT-4o model was
tested for this task, as it had demonstrated the best
performance in the simpler authorship verification
setting.

Since multi-class classification is generally more
challenging than binary classification, it is unsur-
prising that GPT-4o did not surpass the LaBerta
baseline when the text length was sufficient (500
words). However, in one setting — fragments of
250 words with 5 authors (see Table 7 in Appendix
C) — GPT-4o outperformed both baselines. In all
other cases, as the number of candidate authors
increased, GPT-4o’s performance declined, and at
a faster rate than that of the LaBerta baseline.

Consistent with the observations from the
authorship verification experiments, explicit in-
structions regarding philological and histori-
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Model Prompt/Setting 5 Authors 10 Authors 15 Authors 22 Authors
Acc. F1 Acc. F1 Acc. F1 Acc. F1

GPT-4o

BASE 48 37 32 24 37 28 21 13
BASE_TOPIC_IGNORANT 68 62 36 27 37 28 21 12
HIP 56 48 32 23 35 28 21 13
HIP_TOPIC_IGNORANT 44 36 32 22 39 29 17 8
LIMITED 52 42 28 19 29 22 20 11
LIMITED_TOPIC_IGNORANT 56 46 34 25 35 26 14 7

TF-IDF 44 37 26 19 12 7 6 4
LaBerta + Mean pooling + Cosine 72 65 42 34 41 35 36 29

Table 4: Results for Authorship Attribution task on subsets of 5, 10, 15 and 22 (full dataset) authors with fragments
of 500 words in terms of Accuracy and Weighted F1. The results of GPT-4o model are compared with several
baseline pre-trained models.

cal features had a negative impact on perfor-
mance. Prompts with fewer constraints, such as
BASE_TOPIC_IGNORANT or LIMITED, yielded
better results. As expected, the length of text frag-
ments had a predictable effect on prediction quality,
with accuracy generally decreasing as the texts be-
came shorter (except in the 5-author setting). This
suggests that longer fragments provide more infor-
mation beneficial for authorship attribution.

6 Discussion

The experiment have provided interesting insights
into the capabilities of the LLMs and the way how
they approach the tasks of authorship verification
and attribution.

In Authorship Verification, the strong perfor-
mance of GPT-4o in the basic setting was largely
anticipated due to its advanced capabilities. How-
ever, the comparable results achieved by Claude-
3.5 are noteworthy, indicating its potential effec-
tiveness in authorship verification tasks.

We were initially concerned about the high per-
formance of the GPT-4o model in the Authorship
Verification task, assuming the possibility that parts
of our dataset could be simply memorized dur-
ing the training and merely recalled in our experi-
ment. The decrease in the GPT-4o’s performance
observed in the Authorship Attribution task, es-
pecially with an increasing number of candidate
authors, suggests that the model’s decisions were
guided by underlying processes other then repro-
ducing memorized content.

In this respect, the observation that more de-
tailed instructions, crafted by a domain expert
based on scholarly tradition, actually deteriorated
performance contrasts the performance of the
linguistically-informed prompt used by Huang
et al. (2024) and is perhaps particularly noteworthy.

While the models are capable of detecting and de-
scribing philological features within the texts, this
ability does not necessarily translate into accurate
predictions. The connection between the features
mentioned in HIP to the prediction is much subtler
and less straightforward than that of, for example,
orthography or punctuation mistakes so success-
fully used by Huang et al. (2024). This possibly
suggests that when a model can leverage its intrin-
sic knowledge, it achieves better results than when
formal instructions are provided for tasks that are
resistant to formalization (Ouyang et al., 2022; Liu
et al., 2021).

A closer examination of the models’ output7

highlights this issue. When explicitly instructed,
the models generally perform well in identifying
the specified features. For instance, they demon-
strated notable “attention” to syntactical patterns
such as anaphora (repetition of a word or phrase
at the beginning of successive clauses), asyndeton
(omission of conjunctions), polysyndeton (repeti-
tion of conjunctions), and hyperbaton (disruption
of normal word order through the insertion of other
words). However, in many cases, the models tend
to overinterpret these features, often assuming a
deterministic relationship between the presence of
such patterns and the final prediction.

For example, when comparing different passages
from Leander of Seville, GPT-4o generated the
following description of the rhetorical devices in
the two texts: “The first text uses rhetorical ques-
tions and exclamations to emphasize its points (e.g.,
‘O infinita humilitatis documenta!’). The second
text, however, relies more on a narrative and de-
scriptive style, with extensive use of quotations
from Solomon to build its argument. The rhetori-

7All responses are available on GitHub: https:
//github.com/glsch/sui_generis/blob/main/data/
authorship_verification_responses.tsv
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cal strategies differ significantly between the two
texts.” Although this succinct characterization is
adequate, the conclusion reached by the model is
incorrect.

Similarly, GPT-4o was perplexed by a discrep-
ancy in two different sermons by Caesarius of Ar-
les, stating: “Text 1 employs a more complex and
formal structure, with longer sentences and a higher
frequency of subordinate clauses. For example,
phrases like ut modestiae tuae non desit auctori-
tas, constantiam mansuetudo commendet, iustitiam
lenitas temperet show a sophisticated use of paral-
lelism and balance. Text 2, while still formal, uses
shorter sentences and simpler structures. It often
employs direct questions and answers, such as quis
est hic, et laudabimus eum? and absit, ut desperem
hic esse aliquem, immo non aliquem, sed aliquos.
This creates a more conversational tone.” Similar
example can be multiplied at random.

6.1 The Role of Semantic Similarity

Figure 1: Cosine Similarity Correlation Heatmap by
Model and Prompt

Given the high number of such cases, we tried
to analyze how semantic similarity influenced the
models’s decisions in the authorship verification
setting. Figure 1 represents the Pearson correla-
tion coefficient between the cosine similarity of the
prompted texts and the correctness of the model’s
answers. The responses of the best-performing
models, GPT-4o and Claude, seem to align well
with semantic similarity across various prompt set-
tings, with only marginal variation. Even when
explicitly instructed not to take the content into con-
sideration, the models largely relied on the meaning

of the texts. While writing style and semantics are
inherently connected, in authorship analysis, the
challenge lies precisely in discerning writing style
independently of the subject matter. Our results
suggest that LLMs struggle with this distinction, at
least in a zero-shot setting.

LLMs are designed to follow human instructions
closely, which probably explains why the settings
with a lot of explicit guidance show a higher pre-
cision. However, the inherently intuitive nature of
authorship analysis, especially for short texts, is
not easily formalizable, which is in contradiction
with what the models are trained for.

When models are given strict prompts, they tend
to follow them closely but may overinterpret fea-
tures, resulting in deteriorated prediction quality.
Overprompting seems to limit the models’ ability
to leverage their intrinsic knowledge effectively.

It is particularly clear in the case of Gemini. The
model seems to have responded positively to pro-
vided instructions. With more detailed prompts, the
precision of the answers increased, whereas corre-
lation with the semantic similarity diminished. Yet,
the instructions — although formulated by a do-
main expert and synthesized the criteria commonly
applied to authorship analysis in the field (Mutzen-
becher, 1962; Dolbeau, 2017; Weidmann, 2018) —
do not cover all possible stylistic subtleties, limit-
ing its effectiveness. Larger models like GPT-4o
and Claude benefit from less constrained prompts,
allowing them to apply their extensive intrinsic
knowledge more freely and leverage their capabil-
ity to discern semantic similarities. We suggest that
this is the reason, why the LIMITED setting, which
gives provides the models with some hint to what
to pay attention to and does not constrain them too
much, performed that well on both tasks.

7 Conclusion

This study highlights the potential of large lan-
guage models in performing authorship verifica-
tion and attribution for Latin texts. The LLMs,
particularly GPT-4o, exhibited robust performance,
often surpassing traditional baselines. However,
our results also highlight the challenges in steering
these models’ “decision-making” processes. While
LLMs are capable of handling complex linguis-
tic tasks in low-resource historical languages like
Latin, there is still significant room for improve-
ment in their interpretability and adaptability to
domain-specific nuances. Enhancing their ability
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to disentangle style from content without relying
overly on thematic similarities is crucial.

By addressing these challenges, we can unlock
the full potential of LLMs in philological and his-
torical investigations, contributing valuable tools to
the fields of computational linguistics, stylometry,
and the digital humanities.

Limitations

This study and the very approach it explores have
several limitations one has to keep in mind. First,
in zero-shot setting we fully rely in how the models
were trained by their creators, and none of the used
state-of-the-art LLMs was specifically trained (or
tuned) on extensive Latin datasets especially on a
rather peculiar and niche task such as authorship
analysis. Therefore, experimenting with it might
not fully capture the potential of these models. Sec-
ond, the dataset used in this study is relatively small
and, as mentioned in Section 4, is very peculiar
from a thematic point of view. While being an in-
teresting benchmark, it might yield observations
which are difficult to generalize for texts of other
epochs or genres, e.g. Latin poetry, scientific or
legal prose. Third, in study, only a very superficial
qualitative analysis of the output was performed.
Although we present working hypotheses on the
models’s decision-making based on quantitative
observations, the real extent of the relevance of the
analysis generated by the models is yet to be deter-
mined in a close reading. We intend to investigate
this in our future research.
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A Intra-model agreement

The intra-model agreement scores reflect the repro-
ducibility and reliability of results across models.
High agreement scores, particularly with prompts
incorporating topic-ignorance instruction, suggest
that these prompts encourage models to make more
predictions rather based on features unrelated to
the subject matter of the texts.

Table 5 presents the intra-model agreement
scores across different prompts for each model
comparison. Generally, we observe that mod-
els demonstrate higher agreement scores when
using prompts with TOPIC_IGNORANCE in-
struction compared to the generic prompts. The
LIMITED_TOPIC_IGNORANT prompt consis-
tently yields higher agreement, especially between
Claude and GPT-4o, as well as between GPT-4o
and Mistral, suggesting that topic ignorance instruc-
tions positively influence intra-model consistency
in predictions. Conversely, lower agreement scores
are observed between Claude and Mistral, indicat-
ing that certain model-prompt pairs may interpret
and respond to stylistic cues differently, even when
following similar instructions.

B Experiment Settings

Table 6 summarizes the prompts used in the study.
.

C Authorship Verification 250 words

Table 7 shows the Authorship Attribution results
for fragments of 250 words.
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Prompt Claude vs Gemini Claude vs GPT-4o Claude vs Mistral Gemini vs GPT-4o Gemini vs Mistral GPT-4o vs Mistral
BASE 79.09 81.06 44.85 68.48 38.03 50.00
HIP 79.09 81.06 44.85 68.48 38.03 50.00
LIMITED 80.91 80.61 43.79 66.67 36.52 51.97
BASE_TOPIC_IGNORANT 72.73 85.61 53.03 69.85 46.82 54.09
HIP_TOPIC_IGNORANT 88.03 84.85 44.55 78.64 42.73 49.09
LIMITED_TOPIC_IGNORANT 81.97 87.12 56.97 78.48 53.48 55.61

Table 5: Intra-model agreement scores across different prompts for model comparisons.

Prompt structure
System message

You are an experienced philologist who specializes
in post-Classical Latin and has a deep knowledge of
Latin patristic literature. Your task is to verify the
authorship of texts.

Taske definition
Authorship Verification Authorship Attribution

You will be given a pair of texts, and you will have
to analyze them in order to decide whether they are
written by the same author or not. Importantly, you
do not have to guess who the author is, but only
decide whether the provided texts are likely to be
written by the same person or not.

Given a set of texts with known authors and a query
text, determine the author of the query text.

Optional parameter
TOPIC IGNORANCE As the texts are thematically
similar and all of them feature religious, theological,
and philosophical content, you should disregard in
your decision the topic and content (an additional
instruction which can be prepended to any other).

Guidance levels
BASE Task definition only, no further guidance provided except for optional TOPIC IGNORANCE.
LIMITED Base your reasoning on the analysis of the writing style of the input texts.
HIP (historically-informed prompt) Carry out your analysis by examining the philological and historical
elements of the writing style found in the input texts. Consider, but do not limit your analysis to, the
following features:

• Morphology: affixes, declination, and verbal endings
• Syntax: sentence structure, use of tenses and moods
• Rhetorical figures: tropes and figures of speech which alter the ordinary meaning or order of words

to produce rhetorical effects or rhythmical patterns.
• The use of the Bible: how biblical quotations are introduced, framed, and/or connected to each other
• Vocabulary of the text: compound and modal verbs; the words authors use to make evident the

structure of the argument as well as various function words (conjunctions, pronouns, interjections,
and particles) and the so-called hapax legomena (rare word and expressions)

• The tone of the text (moralizing, philosophical, exegetical, high-flown, affectionate, chunky, simplis-
tic, etc.)

Human message
Authorship Verification Authorship Attribution

• Text 1
• Text 2

• Query text
• Texts of candidate authors

Table 6: Prompt structure and experiment settings.
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Model Prompt/Setting 5 Authors 10 Authors 15 Authors 22 Authors
Acc. F1 Acc. F1 Acc. F1 Acc. F1

GPT-4o

BASE 64 55 30 21 31 23 18 11
BASE_TOPIC_IGNORANT 56 47 30 24 25 17 18 12
HIP 60 50 28 19 21 14 22 15
HIP_TOPIC_IGNORANT 52 40 28 19 21 15 17 11
LIMITED 68 61 30 27 24 16 23 17
LIMITED_TOPIC_IGNORANT 68 59 32 22 28 19 17 11

TF-IDF 20 15 14 11 13 10 8 5
LaBerta + Mean pooling + Cosine 48 39 66 57 40 31 39 33

Table 7: Results for Authorship Attribution task on subsets of 5, 10, 15 and 22 (full dataset) authors with fragments
of 250 words in terms of Accuracy and Weighted F1. The results of GPT-4o model are compared with several
baseline pre-trained models.
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Abstract

Neural Machine Translation (NMT) has revo-
lutionized language translation, yet significant
challenges persist for low-resource languages,
particularly those with high dialectal variation
and limited standardization. This comprehen-
sive study focuses on the Ainu language, a criti-
cally endangered indigenous language of north-
ern Japan, which epitomizes these challenges.

We address the limitations of previous research
through two primary strategies: (1) extensive
corpus expansion encompassing diverse do-
mains and dialects, and (2) development of
innovative methods to incorporate dialect and
domain information directly into the translation
process. Our approach yielded substantial im-
provements in translation quality, with BLEU
scores 39.06 for Japanese → Ainu and 31.83
for Ainu → Japanese.

Through rigorous experimentation and anal-
ysis, we demonstrate the crucial importance
of integrating linguistic variation information
in NMT systems for languages characterized
by high diversity and limited resources. Our
findings have broad implications for improving
machine translation for other low-resource lan-
guages, potentially advancing preservation and
revitalization efforts for endangered languages
worldwide.

1 Introduction

Ainu is the indigenous language of the Ainu people,
who are native to northern Japan, Sakhalin, and the
Kuril Islands.

Due to the Japanese government’s assimilation
policy during the 20th century, the number of peo-
ple speaking Ainu as their first language drastically
declined. Today, UNESCO classifies Ainu as a crit-
ically endangered language, and estimates suggest
that fewer than ten native speakers remain, all of
whom are elderly (Moseley, 2010).

However, there has been a growing focus on
revitalizing the Ainu language in recent years. This

development follows the Japanese government’s
official recognition of the Ainu as an indigenous
people, which has led to national funding for Ainu
language courses and educational materials (Sato,
2012).

Many Ainu learners speak Japanese as their first
language today; thus, practical machine translation
is integral to the revitalization of Ainu. However,
a previous study by Miyagawa (2023) faced sig-
nificant challenges, including difficulties in distin-
guishing between different dialects and challenges
in translating everyday conversation.

To address these problems, we carried out the
following approaches.

Firstly, we enhanced the corpus. Previous stud-
ies’ corpora were predominantly biased toward
folklore from limited regions. We gathered and
digitized resources from various dialects and do-
mains to ensure greater diversity.

We also introduced a novel approach to Ainu-
Japanese translation that can distinguish dialects
and domains, reducing wording confusion between
different regions or contexts.

In this paper, we elaborate on the details of the
methodology, present our results, and discuss the
implications of our findings that can potentially
contribute to the revitalization of Ainu, which may
also apply to other low-resource languages.

2 Background and Related Work

In this section, we will review the background of
the Ainu language and discuss previous studies.

2.1 The Ainu Language
Ainu is a language isolate with no demonstrable ge-
netic relationship to any other languages, including
neighboring languages such as Japanese.

Furthermore, Ainu is a polysynthetic language,
where complex words with extensive meanings can
be created by combining multiple affixes (Tamura,
2020).
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Additionally, Ainu does not have a native writing
system, and currently, it is written using the Latin
alphabet or Katakana. In particular, the orthogra-
phy used in the textbook AKOR ITAK, published by
the former Hokkaido Utari Association, has been
broadly accepted by learners and adopted in other
publications (Nakagawa, 2006).

2.2 Challenges in Ainu Language Processing

Neural language processing in Ainu faces several
significant challenges.

Firstly, the Ainu language is not standardized,
leading to regional variations in expressions. These
differences are widespread and affect vocabulary,
grammar, and pronunciation (Hattori and Chiri,
1960).

Secondly, expressions in Ainu vary significantly
depending on context. In Ainu, vocabulary and
wording change based on whether the language is
used in storytelling, such as folklore narration, or
in everyday conversation. One notable difference is
the use of personal affixes reflecting logophoricity
(Bugaeva, 2008). For example, in conversation,
actions of a speaker are marked by a first-person
prefix ku=, but in folklore, it often changes to a
fourth-person affix a= or =an. Conversely, using
a= or =an in conversation indicates a quotation or
an inclusive "we" (Nakagawa, 2011).

Lastly, the availability of corpora for Ainu lan-
guage processing is extremely limited. Although
institutions including the National Institute for
Japanese Language and Linguistics (NINJAL) and
the National Ainu Museum have made efforts to
collect and digitize some corpora, the overall quan-
tity remains insufficient. Moreover, most of these
corpora focus on folklore from specific regions,
which does not adequately capture the full diversity
of the Ainu language.

Therefore, it is essential to expand the corpus
to include resources from various domains and
regions and to enhance the machine translation
model’s ability to handle ambiguities. These steps
are crucial for improving the performance of natu-
ral language processing in Ainu.

2.3 Previous Work in Ainu-Japanese Machine
Translation

Ptaszynski et al. (2013) proposed an initial imple-
mentation of rule-based Ainu-Japanese machine
translation. This system internally uses a part-of-
speech tagger based on a Hidden Markov Model,

replacing each Ainu word with its Japanese equiva-
lent. This approach works well for Japanese, where
word order is closely aligned with Ainu.

Furthermore, Miyagawa (2023) experimented
with Transformer-based neural machine transla-
tion in Ainu-Japanese, achieving a BLEU score
of 32.90 for Japanese-to-Ainu and 10.45 for Ainu-
to-Japanese, the highest reported to date for this
task.

However, it is important to note that both studies
trained their models using folklore from a specific
region, which limits their applicability to conversa-
tions or other dialects.

3 Methodology

This section details our methodology for selecting
materials in the corpus, preparing them in a format
suitable for machine learning, and conducting the
training process.

3.1 Corpus
As mentioned above, most digitized corpora cur-
rently available are lacking in diversity, primarily
containing folklore from limited regions. To ad-
dress this, we collected additional resources to en-
hance the diversity of our corpus.

In addition to already digitized resources, we
established the following criteria to prioritize re-
sources for digitization:

• Writing System: We exclusively selected re-
sources written in the Latin alphabet accord-
ing to the AKOR ITAK orthography. Although
Katakana is also widely used, we chose not
to include it due to its lower accuracy in Op-
tical Character Recognition (OCR), which is
essential for converting printed text into a dig-
ital format. Additionally, while it is possible
to convert Latin scripts into Katakana, the re-
verse is not feasible, as Katakana does not
distinguish between phonemes such as i and
y or u and w. Moreover, Katakana does not
clearly indicate the boundaries between per-
sonal affixes and other word components.

• Wider Variety: We prioritized resources that
contain modern texts, conversations, and less
documented dialects to ensure a comprehen-
sive and representative dataset that reflects the
full range of linguistic diversity in Ainu.

As a result of an extensive review of available
books, websites, textbooks, dictionaries, and peri-
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odicals, we successfully collected a diverse set of
resources, which are detailed in Appendix A.

3.2 Preprocessing

Most of the resources we selected are not machine-
readable. Even when they were available as
PDF files, we needed to establish the correspon-
dence between Ainu sentences and their counter-
part Japanese translations. We addressed this issue
through the following steps.

Firstly, we scanned the printed materials and
used the Cloud Vision API1 to perform OCR. This
allowed us to obtain machine-readable text data
along with metadata, including dimensions and
coordinates, similar to the metadata structure typ-
ically found in PDFs. Although the Cloud Vision
API does not officially support the Ainu language,
it has basic recognition capabilities for the Latin
alphabet. Therefore, we adapted it with additional
validation, as described in the following step.

Next, we developed a Node.js script to estab-
lish the correspondence between Ainu text and
Japanese translations, aligning the parallel corpus.
This script utilized the dimensions and coordinates
obtained in the previous step. We adjusted the
threshold configurations for alignment based on
the layouts of each resource.

Finally, we validated the obtained parallel cor-
pus. As expected, the Cloud Vision API, which
does not support the Ainu language, produced vari-
ous recognition errors. These errors included, but
were not limited to, incorrect recognition of per-
sonal affixes (e.g., k=arpa recognized as karpa)
and issues with single-character words being joined
with their sibling words (e.g., ye p recognized as
yep). To address these errors, we validated the rec-
ognized text using the customizable open-source
spell checker Code Spell Checker2, with a word
list extracted from the dictionaries available on the
Ainu Language Archive3. We then conducted a
thorough manual review to correct any remaining
recognition errors.

3.3 Format

In this section, we outline the corpus format de-
veloped for this study. While alternative methods
could offer advantages from the perspective of in-
dexing, we prioritized simplicity, given that our

1https://cloud.google.com/vision
2https://cspell.org/
3https://ainugo.nam.go.jp/

primary objective was developing a neural machine
translation model.

3.3.1 Domains

One of the significant challenges we faced was
categorizing the domains of the collected resources.

We initially considered Nowakowski et al.’s
(2018) approach, which classified existing corpora
into 15 distinct genre types. However, some of
our newly collected resources lacked the necessary
detail for categorization within the context of Ainu
folklore. Accurate classification would have re-
quired a deep understanding of Ainu language and
culture.

Therefore, we opted against a nuanced catego-
rization of all resources and instead adopted a more
straightforward and objective approach: utilizing
the personal affix predominantly used in a resource
as a proxy for domain categorization. This ap-
proach allowed us to automatically classify the re-
sources into two mutually exclusive classes: first-
person and fourth-person.

3.3.2 Dialects

Designing maintainable classes for dialects also
presented significant challenges due to the lack
of consensus on how to classify the various Ainu
dialects.

Hattori and Chiri (1960), a pioneering study of
Ainu dialects, lists 19 dialects, while a subsequent
survey by Asai (1974) expanded this to 21, adding
three additional dialects.

As a result, the dialect names used in different
resources are inconsistent. For instance, the Ainu
Times does not distinguish between the Saru and
Chitose regions, instead referring to them collec-
tively as "Saru-Chitose".

Given these inconsistencies, we ultimately de-
cided to retain the dialect names as they were listed
in each resource. Consequently, our corpus in-
cludes instances labeled as "Saru", "Saru-Chitose",
and "Western Hokkaido". While this approach may
result in overlapping categories, we did not con-
sider this issue critical, as we hypothesized that
modern language models would be capable of dis-
cerning the similarities and differences between
these dialects.

Finally, we consolidated all the data into the
format shown in Table 1 and compiled it using
the Hugging Face Datasets library. This process
resulted in the creation of a novel corpus (Table 2)
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comprising approximately 1.2 million words and
4.2 million characters.

3.4 Normalization

We applied minimal normalization, which involved
removing diacritics (e.g., húre → hure), linking
symbols (e.g., or_un → or un), and footnote mark-
ers inserted by editors.

3.5 Training

In this section, we provide a detailed explanation
of the training setup.

3.5.1 Model
Lee et al.’s (2022) prior research demonstrated the
effectiveness of multilingual sequence-to-sequence
language models, such as mT5 (Xue et al., 2020)
and mBART (Chipman et al., 2022), for han-
dling machine translation tasks in low-resource lan-
guages. For the present study, we selected mT5
due to the extensive research supporting its perfor-
mance.

Firstly, to reduce costs, we trained the
mt5-small model, which features a relatively
small number of parameters, using various task pre-
fixes, as described in the following section. This
preliminary step allowed us to confirm that includ-
ing metadata, such as dialects and domains, con-
tributes to improved performance.

Next, using the most effective task prefix identi-
fied in the previous step, we trained and compared
the mt5-base and t5-base models. This compar-
ison aimed to assess both the effectiveness of the
multilingual model and the impact of the number
of parameters on performance.

Finally, we conducted additional training with
the mt5-base model using only specific domain-
dialect pairs to evaluate the effectiveness of mixing
different types of resources within the corpus. In
this step, we focused on folklore and conversations
from the Saru, Chitose, Shizunai, and Horobetsu
regions, where relatively abundant data are avail-
able.

For practical reasons, we trained both the Ainu-
to-Japanese and Japanese-to-Ainu translation tasks
within the same model.

3.5.2 Task Prefix
T5 and mT5 support multi-task learning by em-
bedding tokens known as task prefixes in an input
sequence. This approach enhances overall perfor-

mance by allowing the model to differentiate be-
tween various task types (Raffel et al., 2020).

We hypothesized that applying this method to
Ainu could improve machine translation perfor-
mance by effectively disambiguating subtle linguis-
tic differences across dialects and domains.

To test this hypothesis, we conducted experi-
ments using the four variations of language names
shown in Table 3.

Here, dialect refers to the specific dialect of
the resource, and domain refers to the predomi-
nant personal affix used in the text. For example,
if translating an Ainu folklore text written in the
Saru dialect to Japanese, the Pboth prefix would be
translate Ainu (Saru, fourth) to Japanese.
For translations in the opposite direction, the task
prefix would be adjusted accordingly to translate
Japanese to Ainu (Saru, fourth).

3.5.3 Settings
The training process was conducted using the Hug-
ging Face Transformers library. To orchestrate the
infrastructure and ensure consistent metric mea-
surement within the same environment, we devel-
oped a training pipeline using Google Cloud’s Ver-
tex Pipelines.

Hyperparameter tuning was performed using
Vertex AI’s Hyperparameter Tuning Job. We uti-
lized 10% of the dataset to perform a grid search
for optimal hyperparameters, as outlined in Table 4.

3.5.4 Evaluation
We employed stratified sampling (Japkowicz and
Stephen, 2002) by dialect-domain pairs to split the
dataset proportionally. Specifically, 10% of the
corpus was allocated as the evaluation set, while
the remaining 90% was used for training.

Evaluation metrics were calculated using the
BLEU score (Papineni et al., 2002), with Sacre-
BLEU, a commonly used library in prior research,
employed for its computation. For Japanese-to-
Ainu translations, we used the default 13a tok-
enizer, and for Ainu-to-Japanese translations, we
used the ja-mecab tokenizer.

4 Results

In this section, we elaborate on the results of the
experiments.

4.1 Task Prefixes
Here, we examine how performance varies depend-
ing on different task prefixes. Table 5 shows the
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Name Type Description
book str Book title
title str Title of the text
domain enum of "first" and "fourth" Type of personal affix of the speaker
author Option[str] Author of the text (if known)
dialect Option[str] Dialect of the text (if known)
text str Sentence in Ainu
translation str Translation in Japanese

Table 1: Corpus format

Title Type Words Characters
The Ainu Language Archive Web 600,770 2,107,984
The Ainu Times Book 148,843 519,040
Collection of Ainu Oral Literature PDF 135,649 492,484
ILCAA Online Text of Ainu Collected by Suzuko Tamura Web 95,379 299,630
A Glossed Audio Corpus of Ainu Folklore Web 76,550 243,696
Dictionary of the Mukawa dialect of Ainu Web 66,386 247,637
Ainu textbooks by The Foundation for Ainu Culture PDF 25,067 84,905
Bulletin of the Hokkaido Ainu Culture Research Center PDF 14,724 48,092
A Topical Dictionary of Conversational Ainu Web 13,831 49,776
Ainu Shin’yōshū Book 10,364 38,153
New Express Plus Ainu-go Book 4,418 14,812
Learning Ainu Language by Listening to Kamuy Yukar Book 3,028 11,177
AKOR ITAK Book 2,005 5,903
Total 1,197,014 4,163,289

Table 2: The Ainu language resources. We treated personal affixes as separate words and excluded line breaks and
whitespace from the character count.

Label Language Name in Task Prefix
Pnone Ainu
Pdialect Ainu (dialect)
Pdomain Ainu (domain)
Pboth Ainu (dialect, domain)

Table 3: The list of strings we used as a language name
for the Ainu language.

BLEU scores for each task prefix.
With Pnone, we observed a BLEU score of 29.89

for Ainu-to-Japanese and 32.24 for Japanese-to-
Ainu, which does not significantly differ from the
results reported by Miyagawa (2023).

However, with Pdomain, we observed a subtle
performance improvement, with scores of 29.93
for Ainu-to-Japanese and 32.70 for Japanese-to-
Ainu.

With Pdialect, performance improved signifi-
cantly for Japanese-to-Ainu, with a BLEU score of
35.94. We also observed a slight improvement for
Ainu-to-Japanese, with a score of 30.40.

Finally, with Pboth, we achieved the highest per-
formance, with BLEU scores of 30.70 for Ainu-to-
Japanese and 36.25 for Japanese-to-Ainu.

4.2 Models

We also experimented with different sequence-to-
sequence models to determine which one performs
best. Given that Pboth was proven to be the most
effective task prefix, all models were trained using
this prefix. Table 6 shows the BLEU scores for
each model.

With mt5-base, performance improved for both
translation directions, achieving BLEU scores of
31.83 for Ainu-to-Japanese and 39.06 for Japanese-
to-Ainu, making it the best-performing model
among all the models tested.

In contrast, the t5-base model failed to produce
practical translation results, with BLEU scores of
0.00 for Ainu-to-Japanese and 0.01 for Japanese-to-
Ainu. As these scores indicate, the model generated
nothing but nonsensical text.
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Parameter Value
Framework Hugging Face Transformers (v4.40.1)
Infrastructure Google Cloud Vertex AI
Hardware a2-highgpu-1g instance with NVIDIA A100 GPU
Scheduler Linear scheduler with 6% warm-up steps
Learning rate Maximum of 5.0× 10−5

Optimizer AdamW with weight decay of 1.0× 10−3

Context size 128 tokens
Batch size 16 with gradient accumulation every 2 steps
Training duration Maximum of 20 epochs with early stopping (patience=3)

Table 4: Training settings

Task Prefix ain→ja ja→ain
Pnone 29.89 32.24
Pdomain 29.93 32.70
Pdialect 30.40 35.94
Pboth 30.70 36.25

Table 5: Ainu-Japanese translation performance for
each task prefix

Model ain→ja ja→ain
t5-base 0.00 0.01
mt5-small 30.70 36.25
mt5-base 31.83 39.06

Table 6: Ainu-Japanese translation performance for
each model

4.3 Performance for Each Domain and Dialect

We also evaluated the performance of the
mt5-base model across different domains and di-
alects. Table 7 compares the performance of the
mixed corpus model with that of a model trained
exclusively on specific domain-dialect pairs.

Across all classes, the model trained on the
mixed corpus consistently outperformed the model
trained on individual classes. Notably, we observed
significant improvements in classes with smaller
datasets, such as conversations in the Chitose or
Horobetsu dialects.

5 Discussion

This section discusses how multilingual pre-trained
models, domain, and dialectal variations impact
Ainu machine translation.

5.1 Effectiveness of Domain and Dialect

This study confirmed that incorporating dialectal
information significantly improves translation per-

formance. This improvement is likely due to the
linguistic variations that exist across different re-
gions. Notably, greater performance gains were
observed in the Japanese-to-Ainu translation. This
difference may be due to the ambiguity in deter-
mining which dialect to use as the target when
translating from Japanese. By specifying the tar-
get dialect, this ambiguity is resolved, allowing the
model to produce more accurate translations and
resulting in improved performance.

Here is an example of translating "I go to the
mountain to pick mushrooms" (Watashi wa kinoko
o tori ni yama e ikimasu.) to different dialects.
Note that the model correctly used the appropriate
wording for each dialect:

Saru: karus ku=kar kusu ekimne k=arpa.
Tokachi: karus ku=kar kusu ekimun ku=oman.

Our study also found that the inclusion of do-
main metadata led to performance improvements,
although these gains were less pronounced com-
pared to those achieved with dialectal information.
One possible reason for this difference could be
the complexity of the vocabulary and unique ex-
pressions found in folklore, which may have posed
challenges for the model.

Here is an example of translating "I want to eat
with my friend" (Tomodachi to issho ni shokuji
shitai.) in different domains. Note that the model
correctly adjusted the personal affixes according to
the domain:

Folklore: a=utari turano ipe=an rusuy.
Conversation: k=utari turano ku=ipe rusuy.

We believe this approach could also be appli-
cable to other languages that lack standardization,
especially endangered languages with context and
dialect variations. For instance, the Ryukyuan lan-
guages, characterized by an extensive politeness

418



Dialect Domain Words Exclusive Corpus Mixed Corpus
ain→ja ja→ain ain→ja ja→ain

Saru
Conversation 25,506 23.05 33.03 35.47 42.94
Folklore 527,728 24.48 32.14 28.86 33.31

Shizunai
Conversation 24,403 22.37 37.57 37.48 50.74
Folklore 233,134 36.35 44.16 38.81 47.31

Chitose
Conversation 6,487 13.51 13.92 70.97 70.96
Folklore 15,664 12.02 27.51 36.88 42.36

Horobetsu
Conversation 4,382 0.22 0.36 89.19 80.89
Folklore 10,364 1.23 2.19 30.56 38.21

Table 7: Ainu-Japanese translation performance metrics for each domain and dialect

system and numerous dialects influenced by the
archipelagic geography, present a similar challenge.
Embedding politeness levels and regional informa-
tion in the task prefix could improve MT perfor-
mance for these languages by providing more accu-
rate and contextually appropriate translations. The
model might better manage linguistic nuances and
variability by explicitly incorporating such meta-
data, enhancing translation accuracy.

5.2 Advantages of Multilingual Pre-Trained
Models

Building on previous studies, our research confirms
the applicability of multilingual pre-trained lan-
guage models for Ainu-Japanese translation. This
finding supports the use of these models for low-
resource languages and demonstrates the potential
of transfer learning, even for a language isolate
such as Ainu.

However, these models should not be considered
a universal solution, as they have several draw-
backs. One significant disadvantage is the large
number of parameters required by mT5, which has
a considerably larger vocabulary size to handle to-
kens from multiple languages. While this enables
them to provide strong baseline performance across
various language tasks, it also results in excessive
parameters for specific tasks, such as translation
between particular languages. This leads to inef-
ficiencies and requires substantial computational
resources for both training and inference.

Additionally, the Sentencepiece tokenizer (Kudo
and Richardson, 2018) used in mT5 was not specif-
ically trained on Ainu texts, leading to suboptimal
tokenization. For example, basic sentences such
as irankarapte. tanto sirpirka wa. are tokenized
into eleven separate tokens, with even fundamental
words including pirka being split unnecessarily:

[’_ir’, ’ankara’, ’pte’, ’.’, ’_’,
’tanto’, ’_sir’, ’pirk’, ’a’, ’_wa’, ’.’]

5.3 Impact of Mixing Multiple
Dialect-Domain Classes on Model
Performance

Our study found that training a model by mixing
multiple domain-dialect classes and using task pre-
fixes to distinguish them results in higher perfor-
mance compared to training on a single domain-
dialect class. This effect is particularly pronounced
in classes with limited resources. This finding sug-
gests that there is shared grammar or vocabulary
among different classes, which a language model
can leverage to enhance performance when needed.

This finding could also be valuable for other
endangered languages where collecting more ma-
terials for a specific dialect is impractical. Our
results demonstrate that MT performance can still
be enhanced by incorporating resources from other
dialects and distinguishing them using task pre-
fixes. This approach allows the model to make use
of shared linguistic features across dialects, effec-
tively broadening the usable data pool and compen-
sating for individual dialect resource limitations.

6 Conclusion

This study demonstrates the effectiveness of incor-
porating dialect and domain information in NMT
systems for low-resource languages with high lin-
guistic variation. By expanding the corpus and
leveraging task prefixes to provide contextual infor-
mation, we achieved significant improvements in
Ainu-Japanese translation performance.

Our research contributes to the broader field of
low-resource language NMT by:

1. Highlighting the importance of diverse, well-
annotated corpora.
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2. Demonstrating the potential of integrating lin-
guistic metadata into the translation process.

3. Providing insights into the challenges and
strategies for addressing languages that lack
standardization and exhibit high variation.

As we continue to refine and expand these meth-
ods, we move closer to achieving effective machine
translation for all languages, irrespective of their
resource status. This work not only advances NMT
research but also contributes to broader language
preservation and revitalization efforts, providing
new tools and methodologies for engaging with
endangered languages.

Limitations

While our research achieved the highest scores to
date in Ainu-Japanese machine translation, several
limitations affect the generalizability and perfor-
mance of our model.

Limited Corpus

The most significant limitation is the insufficient
amount of the Ainu language data. Despite our
efforts to digitize and format the most comprehen-
sive Ainu corpus currently available, the dataset
remains too limited for extensive machine transla-
tion training.

This scarcity of data is particularly noticeable in
the lack of folklore from regions other than Saru
and Shizunai, as well as a shortage of conversa-
tional resources across all dialects.

Additionally, some existing resources could not
be utilized due to inconsistencies in writing sys-
tems. Developing a model that can convert between
different writing systems may help address this is-
sue. While data augmentation methods, such as
back-translation, could be used to expand the cor-
pus, their effectiveness is likely limited, as most
existing Ainu resources come with Japanese trans-
lation.

Furthermore, we decided not to make our col-
lected corpus publicly available due to copyright re-
strictions. This limitation poses challenges for per-
formance comparisons in future research. A model
trained exclusively on specific domain-dialect pairs
could potentially achieve a higher BLEU score
than our model, but this would not necessarily
indicate superior performance across the broader
spectrum of the Ainu language. Establishing more

consensus on the digitization and use of copyright-
protected works, particularly for endangered lan-
guages, could help address this issue and facilitate
broader research efforts.

Fine-Grained Dialects and Domains

In this study, we employed a simplified approach
to classify domains and dialects. Consequently,
our model cannot perform translations that target
more specific regions or dialects. For example,
there are different types of folklore, such as yukar
and uwepeker, both of which are narrated using
the same fourth-person affix. Our current approach
does not differentiate between these types.

Future research would benefit from a more finely
annotated corpus, particularly with respect to cap-
turing subtle differences in dialects or domains.
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A Full List of Resources

In this section, we list the resources included in our
corpus.

1. A Glossed Audio Corpus of Ainu Folklore4:
A resource provided by NINJAL, compris-
ing 30 stories of Ainu oral literature from

4https://ainu.ninjal.ac.jp/folklore/

the Chitose and Saru regions. Each entry in-
cludes part-of-speech classification and En-
glish translations.

2. A Topical Dictionary of Conversational
Ainu5: A practical phrasebook of the Ainu
language, originally compiled by Shozaburo
Kanazawa in 1898. For this study, we utilized
a transcribed version hosted by NINJAL.

3. Ainu Shin’yōshū (revised by Tatsumine
Katayama): A collection featuring modern
Japanese translations of Yukie Chiri’s Ainu
Shin’yōshū, alongside texts transcribed in the
modern writing system. It comprises 13 yukar
tales. Although Hideo Kirikae also produced
a modern revision, we adopted Katayama’s
edition because it includes symbols indicat-
ing the boundaries of personal affixes, which
follows AKOR ITAK orthography.

4. Ainu Textbooks by The Foundation for
Ainu Culture6: A series of textbooks for
learning the Ainu language, published by The
Foundation for Ainu Culture. Available as
PDFs on their website, these materials cover
eight dialects across three proficiency levels.

5. AKOR ITAK: A textbook published by the
Hokkaido Utari Association in 1994. It fea-
tures the Ainu language in various dialects
and explains basic vocabulary, rituals, and
folklore. It is also known for proposing an
Ainu orthography for the Latin alphabet and
Katakana. For this study, we used only the
grammar lesson sections containing conversa-
tion examples.

6. Bulletin of the Hokkaido Ainu Culture Re-
search Center7: A research bulletin featuring
papers with transcriptions in both Ainu and
Japanese. For this study, we excerpted articles
from issues 9, 10, 11, 12, and 17.

7. Collection of Ainu Oral Literature8: A col-
lection of oral literature from Biratori Town,
compiled by Shigeru Kayano and transcribed

5https://ainu.ninjal.ac.jp/topic/dictionary/
en/

6https://www.ff-ainu.or.jp/web/potal_site/
details/post.html

7https://ainu-center.hm.pref.hokkaido.lg.jp/
05_001.htm

8https://nibutani-ainu-museum.com/culture/
language/story/
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by researchers at Chiba University as part
of a research project by the Agency for Cul-
tural Affairs. This collection is available on
the website of the Nibutani Ainu Culture Mu-
seum.

8. Dictionary of the Mukawa dialect of Ainu9:
A phrasebook of the Mukawa dialect of Ainu,
compiled by Tatsumine Katayama and avail-
able in CSV format on the website of the
Graduate School of Humanities and Social
Sciences at Chiba University.

9. ILCAA Online Text of Ainu Collected by
Suzuko Tamura10: A website featuring on-
line texts of the Ainu language with Japanese
translations, collected by Suzuko Tamura. Au-
dio recordings accompany each sentence.

10. Learning Ainu Language by Listening to
Kamuy Yukar: A textbook by Hiroshi Naka-
gawa, published by Hakusuisha, focusing on
Ainu grammar through Kamuy Yukar from
the Chitose region.

11. New Express Plus Ainu-go: Another text-
book by Hiroshi Nakagawa, published by
Hakusuisha, focusing on everyday conversa-
tions from the Saru region and explaining
Ainu grammar.

12. The Ainu Language Archive11: A website
maintained by the National Ainu Museum,
providing the largest corpus of Ainu language
texts alongside their Japanese translations.

13. The Ainu Times: A periodical published by
the Ainu Language Pen Club, consisting of es-
says, news articles, and various other writings.
Since its inception in 1997, it has released 80
issues. Articles are contributed by volunteers,
with each piece indicating the specific dialect
used at the conclusion of the text. In this study,
we utilized 71 issues from No. 3 to No. 80.

9http://itelmen.placo.net/Ainu-archives/
mukawa/

10https://online-resources.aa-ken.jp/resources/
detail/IOR000018

11https://ainugo.nam.go.jp/
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Abstract

This paper explores the potential of Large
Language Models (LLMs) to enhance qualita-
tive data analysis (QDA) workflows within the
open-source QDA platform developed at our
university. We identify several opportunities
within a typical QDA workflow where AI as-
sistance can boost researcher productivity and
translate these opportunities into corresponding
NLP tasks: document classification, informa-
tion extraction, span classification, and text gen-
eration. A benchmark tailored to these QDA
activities is constructed, utilizing English and
German datasets that align with relevant use
cases. Focusing on efficiency and accessibility,
we evaluate the performance of three promi-
nent open-source LLMs - Llama 3.1, Gemma
2, and Mistral NeMo - on this benchmark. Our
findings reveal the promise of LLM integration
for streamlining QDA workflows, particularly
for English-language projects. Consequently,
we have implemented the LLM Assistant as an
opt-in feature within our platform and report
the implementation details. With this, we hope
to further democratize access to AI capabilities
for qualitative data analysis.

1 Introduction

The Discourse Analysis Tool Suite (Schneider et al.,
2023) is a platform developed at our university to
empower Digital Humanities (DH) researchers in
conducting qualitative data analysis (QDA). De-
veloped collaboratively and tailored to the specific
needs of DH scholars, the platform democratizes
access to machine learning methods, enabling non-
experts to manage and analyze large-scale, unstruc-
tured, multi-modal data effectively.

While the platform’s overarching design is
rooted in Grounded Theory-based research (Strauss
and Corbin 1990, Strauss et al. 1996), its versatile
features support various disciplines. Within the
core QDA workflow on our platform, researchers
engage in a dynamic process of structuring their

data and conducting in-depth qualitative analysis.
This involves organizing and categorizing docu-
ments through metadata assignment and creating
a tag taxonomy, which is utilized for classifying
documents. Simultaneously, they dive into the nu-
ances of the material, developing hierarchical code
taxonomies to annotate relevant text passages and
capturing their insights through memos.

While tasks like metadata extraction and doc-
ument classification can be repetitive and time-
consuming, qualitative analysis tasks such as an-
notation, paraphrasing, and summarization are de-
manding. The potential for AI assistance to stream-
line and enhance these diverse workflows motivates
our exploration of Large Language Models (LLMs).
Hence, this work aims to assess how effectively
LLMs can support users in QDA tasks and ulti-
mately boost their efficiency and productivity. To
this end, we identify four core NLP tasks embed-
ded in our QDA platform’s core functionalities: 1)
document classification, 2) document information
extraction, 3) span classification, and 4) text genera-
tion. We then curate datasets that closely align with
real-world use cases regarding domain and tasks,
focusing on English and German. Subsequently,
we evaluate the performance of three state-of-the-
art open-source LLMs, Llama 3.1, Gemma 2, and
Mistral NeMo, on this benchmark.

Our findings show the promising potential of
LLM integration within the Discourse Analy-
sis Tool Suite (DATS), particularly for English
projects. Consequently, we implement the LLM
Assistant as an opt-in feature for English projects,
paving the way for further enhancements and ex-
pansions. Contributions of this paper are:

1. We articulate the envisioned AI-assisted work-
flow within our platform, highlighting user
needs and requirements.

2. We design a benchmark tailored specifically
to common QDA tasks within our platform.

3. We evaluate open-source LLMs on it.
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4. We report on their integration into our tool.

This work represents our first step towards au-
tomating and providing assistance for various com-
mon tasks in our QDA platform using LLMs. We
aim to facilitate more efficient, insightful qualita-
tive data analysis by augmenting researchers’ capa-
bilities with LLM assistance.

2 Related work

QDA Platforms and AI Integration Several
prominent platforms have emerged in the realm
of qualitative data analysis software, each offer-
ing distinct functionalities to researchers. Some
platforms have taken notable steps towards incor-
porating AI-powered features into their workflows.

CATMA (Gius et al., 2022) is a versatile QDA
tool focusing on text and image analysis. It cur-
rently lacks built-in AI capabilities.

Known for its comprehensive approach to qual-
itative and mixed-methods research, MAXQDA1

has introduced "MAXQDA AI Assist," offering AI-
driven features like summarization, paraphrasing,
and concept explanation.

A robust platform for qualitative data analysis,
NVivo’s2 latest beta version is actively integrat-
ing AI functionalities, including thematic coding,
sentiment analysis, and text summarization.

Atlas.ti3 is recognized for its visual and network-
based analysis tools. The platform incorporates AI
with existing features like code suggestions, senti-
ment analysis, summarization, and entity recogni-
tion powered by OpenAI’s GPT models.

Notably, AI-powered features within these QDA
platforms are currently only found in paid versions.
They are realized by sending data to third-party
providers, potentially leading to data protection
issues. In contrast, our open-source QDA platform
aims to democratize access to state-of-the-art AI
capabilities, making advanced functionalities freely
available to researchers across disciplines. It can
be run in-house if required.

LLM Benchmarks While several prominent
general LLM benchmarks like MMLU (Hendrycks
et al., 2021), SuperGLUE (Wang et al., 2019), BIG-
bench (Srivastava et al., 2023), HELM (Liang et al.,
2023), and MTEB (Muennighoff et al., 2023) ex-
ist, they often lack a direct connection to specific
real-world applications, including qualitative data
analysis. They may cover a broad range of tasks
1 https://maxqda.com 2 https://nvivo.de/
3 https://atlasti.com

but not necessarily those most relevant to QDA
workflows. In contrast, Ziems et al. (2024) ex-
plores the potential of LLMs to transform Compu-
tational Social Science (CSS) by evaluating their
zero-shot performance on a range of English CSS
tasks. Their extensive evaluation, focused on tax-
onomic labeling and free-form coding, highlights
LLMs’ potential to augment CSS research as zero-
shot data annotators, strongly motivating our work.
Still, many benchmarks prioritize English data.

Our benchmark is constructed to be relevant to
the tasks and data encountered in QDA, incorporat-
ing datasets that approximate real-world scenarios
within our platform. Focusing on document classi-
fication, information extraction, span classification,
and text generation in English and German, we
aim to gather insights that can directly inform the
effective integration and utilization of LLMs in
qualitative research.

LLMs and QDA Rasheed et al. (2024) explores
the potential of LLMs to serve as data analysts
in qualitative research within Software Engineer-
ing. Their approach employs a multi-agent model
where each LLM agent performs specific research-
related tasks, such as interpreting textual data and
interview transcripts, to automate common quali-
tative analysis processes. Their findings suggest
that LLMs can significantly accelerate data analy-
sis, allowing researchers to handle larger datasets
efficiently, which further motivates this work.

3 Envisioned workflow

This section presents an illustrative excerpt of
a qualitative data analysis workflow inspired by
project partners who actively utilize the Discourse
Analysis Tool Suite. This scenario highlights poten-
tial areas where AI-powered automation enhances
productivity.

Imagine Alice, a researcher aiming to analyze
local companies across various industries, focusing
on their societal impact and challenges. She initi-
ates semi-structured interviews with CEOs, stating
the current date, introducing herself, and then in-
quiring about company details (e.g., size, sales vol-
ume) and the interviewee’s background (e.g., name,
age, position) before asking her research questions.
She records these interviews with her smartphone.

After collecting data, Alice starts the qualitative
analysis process within our QDA platform. She
creates a new project, defines document tags for
industry categorization, and establishes metadata
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fields like "Interview Date," "Company Size," and
"Partner Name" to capture crucial interview de-
tails. Upon uploading her recorded interviews, our
platform currently utilizes Whisper (Radford et al.,
2022) to generate automatic transcripts.

After the automatic pre-processing, Alice is pre-
sented with interview transcripts, which are now
automatically tagged by industry and partially pop-
ulated with metadata. The AI-powered system sug-
gested tags and metadata values based on the inter-
view content, which Alice verifies and completes
with the help of an intuitive UI.

Having an organized document collection, Alice
starts the qualitative annotation. She constructs
a code system aligned with her research ques-
tions that incorporates codes like "Social Impact"
and fine-grained sub-codes for "Problems". Next,
she activates the auto-coding feature, and the AI-
powered system suggests relevant text annotations.
An interface allows her to review these suggestions.

While reviewing, Alice notices occasional dis-
fluencies like repetitions and filler words, typical
of verbatim transcriptions. She selects a disfluent
passage, activates the paraphrasing feature, and is
presented with an AI-generated suggestion. After
minor edits, she approves the improved version.
Similarly, she employs the automatic summariza-
tion feature to condense lengthy answers to her
interview questions for improved clarity.

Equipped with such AI-powered tools, Alice ef-
ficiently processes her remaining transcripts and
utilizes our platform’s analytical features to answer
her research questions.

4 Benchmark of QDA-related NLP Tasks

This benchmark evaluates LLMs on tasks mirror-
ing real-world QDA use cases, as outlined in the
previous section. We aim to identify the most suit-
able model for effective user support to be inte-
grated into DATS. To this end, we carefully select
datasets for document classification (assigning tags
to documents), document information extraction
(extraction of metadata from documents), span clas-
sification (annotation of relevant passages), and
text generation (correcting and summarizing text
passages). Our platform mainly caters to English
and German data, so we focus our evaluation and
dataset selection on these two languages.

4.1 Models

Our open-source Discourse Analysis Tool Suite ex-
clusively employs open-source and open-licensed
libraries, which extends to integrated models. Since
our primary users, universities and researchers, of-
ten handle sensitive data, local execution of the en-
tire platform, including models, is crucial for main-
taining data privacy. Given such environments’ typ-
ically limited computational resources, we focus
on small, efficient LLM variants for fast inference.

As a result, we evaluate three state-of-the-art
open-source decoder-only models: Llama 3.1
(Dubey et al. 2024, Touvron et al. 2023), Gemma 2
(Gemma Team, 2024), and Mistral NeMo (Mistral
AI Team 2024, Jiang et al. 2023) with 8B, 9B, and
12B parameters, respectively. This makes deploy-
ing them in environments with limited resources
possible. We only test instruct fine-tuned models
and use half-precision (FP16) variants. Llama 3.1
is an openly accessible, open-source model from
Meta AI published under the Llama 3 Community
License. It has a large context window of 128k
tokens and was trained on a corpus of about 15 tril-
lion multilingual tokens. Gemma 2 is a lightweight,
open model from Google, built from the same tech-
nology as their Gemini models. This variant was
trained on 8 trillion tokens from web documents,
code, and mathematics, primarily in English. Mis-
tral NeMo is a model from Mistral AI built in col-
laboration with NVIDIA and published under the
Apache 2.0 license. It also offers a large context
window of up to 128k tokens and was trained on
multi-lingual and code data.

4.2 Experiment construction

We conduct zero-shot experiments using a single,
clear prompt for each task, dataset, and language,
deliberately avoiding extensive prompt engineer-
ing (prompts are detailed in appendix A, dataset
taxonomies are listed in appendix B). Models are
instructed on the expected output format, and devi-
ations are counted as errors. We report formatting
adherence at the end of this chapter.

All experiments ran on a single A100 GPU, re-
peated three times per configuration. Reported re-
sults are averaged across runs to mitigate fluctua-
tions. We further aggregate results by model and
task because of space restrictions; full results are
listed in the appendix.
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4.3 Task 1: Document classification
Document classification is essential in QDA for
organizing data collections. Our platform supports
fine-grained tag sets that enable researchers to clas-
sify documents into one or more groups. Many
analysis features rely on these tags for comparison
and sub-corpora creation, highlighting the potential
of automatic tag suggestions to improve workflows.

We assess LLMs on two relevant document clas-
sification tasks. Multi-class involves assigning a
single class from pre-defined options, further dif-
ferentiated into coarse- and fine-grained settings
based on the number of classes. Multi-label allows
for multiple class associations.

4.3.1 Datasets
Tagesschau is an established German news web-
site known for its serious and objective reporting
covering news from Germany and the world. We
automatically extracted a taxonomy of 4 main cate-
gories (coarse) and 20 sub-categories (fine) from a
publicly available crawl4 spanning 2018 – 2023.

BBC is the public service broadcaster of the
United Kingdom that publishes English news from
UK and the world and is deemed a trusted source
of information. Similarly, we extracted a taxonomy
of 4 main categories (coarse) and 26 sub-categories
(fined) from the BBC dataset published by Li et al.
(2024) that covers 2017 – 2024.

IMDb, the Internet Movie Database, contains
information about movies, TV shows, etc. The
IMDb Genres dataset5 includes movie descriptions
and their classification into one of 16 major genres
(coarse) and 2-3 of 25 subgenres (multi-label). For
all datasets, we sampled 10.000 documents.

Since analyzing news articles is a common use
case within our Discourse Analysis Tool Suite, the
Tagesschau and BBC datasets, which are news
datasets, are a good fit for this benchmark. While
not directly related to our domain, the IMDb Gen-
res dataset was explicitly included for its multi-
label classification task.

4.3.2 Results
We evaluate document classification on three sub-
tasks: coarse-, fine-grained, and multi-label clas-
sification. The aggregated results are presented
in Table 1, and the complete evaluation is in the
appendix, Table 5. We report weighted Precision
(Prec), Recall, F1, and Accuracy (Acc).
4 https://github.com/bjoernpl/tagesschau
5 https://kaggle.com/datasets/rajugc/imdb-movies-dataset-based-on-genre

Model Task Prec Recall F1 Acc

gemma2 coarse 67.20 65.42 64.85 65.4
llama3.1 coarse 64.33 59.36 58.07 59.4
mistral coarse 64.39 62.00 61.28 62.0

gemma2 fine 70.50 62.00 63.00 62.4
llama3.1 fine 57.50 36.00 34.00 35.9
mistral fine 66.50 53.50 55.00 53.6

gemma2 multi 55.48 52.23 52.35 8.6
llama3.1 multi 52.12 42.38 43.95 6.9
mistral multi 57.51 49.62 51.05 8.6

Table 1: Evaluation of Task 1 - Document Classification

Gemma 2 consistently outperforms the other
models, maintaining high performance (64.85 F1
coarse, 63.00 fine) despite the significant increase
in classes for the fine-grained classification tasks.
In contrast, the other models struggle in the fine-
grained scenario, Llama 3.1 performing the worst
(34.00 F1). We refer to appendix Table 5 to com-
pare English and German performance. For coarse-
grained classification, all models exhibit superior
performance on the German Tagesschau dataset
compared to the English BBC dataset but experi-
ence a noticeable drop (over 22 points F1) on the
fine-grained German task. This suggests challenges
in German fine-grained classification.

4.4 Task 2: Document Information Extraction

Similar to document classification, assigning meta-
data to research materials aids data organization
in QDA. DATS enables users to define metadata
that is used for features like search, filtering, visu-
alization, and quantitative analysis. As automating
metadata extraction could boost researcher produc-
tivity, this is a relevant task.

We frame it as document-level information ex-
traction, exploring extractive question-answering
(EQA) and template-filling approaches. EQA in-
volves extracting answers from the context or label-
ing them as unanswerable. Template-filling (sim-
ilar to slot-filling, relation extraction, and event
extraction) focuses on extracting multiple related
information, e.g., arguments of a relation or infor-
mation about an event.

4.4.1 Datasets
The Stanford Question Answering Dataset
(SQuAD) by Rajpurkar et al. (2016) is a bench-
mark dataset for extractive question-answering. It
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consists of questions posed by crowd workers on
a set of Wikipedia articles, where the answer to
every question is a text segment from the context.

The SQuAD 2.0 dataset (Rajpurkar et al., 2018)
builds upon the original one and introduces unan-
swerable questions, making it more challenging.
Crowd workers carefully crafted the unanswerable
questions to be similar to answerable ones.

The GermanQuAD dataset (Möller et al., 2021)
is a German counterpart to SQuAD. This extrac-
tive question-answering dataset was carefully con-
structed by students and experts familiar with ma-
chine learning and QA on the German variants of
the English Wikipedia articles used in SQuAD.

These datasets, with multiple questions per
Wikipedia passage, align with our scenario of ex-
tracting various metadata from documents. While
some questions align with typical metadata fields
(e.g., "When," "How many," "Where"), others
target more complex information, making them
less suitable for metadata extraction. Nonetheless,
strong performance on these datasets indicates po-
tential for successful application in DATS.

The MUC-4 dataset (Sundheim, 1992), designed
for template-filling, contains 1700 news articles
about terrorist incidents. It requires systems to clas-
sify each incident and fill five slots of relevant infor-
mation. This dataset aligns well with our use case
of extracting multiple metadata from documents,
particularly within the news domain, making it an
ideal fit for our benchmark.

4.4.2 Results
We evaluate document-level information extrac-
tion on two sub-tasks: extractive QA and template-
filling. The aggregated results are shown in Table
2, the complete evaluation in the appendix, Table 6.
We report Exact Match (EM) and F1 scores, with
template-filling scores averaged across all slots.

While Gemma 2 exhibits a clear advantage in
extractive QA (79 F1), Llama 3.1 performs best
in template-filling (40 F1). Interestingly, template-
filling is a greater challenge overall, likely due to
the increased complexity of extracting multiple cor-
rect answers simultaneously, as reflected in the
lower scores across all models (at least 70 F1 for
extractive qa vs. at most 40 F1 for template filling).
In extractive QA, the models exhibit comparable
performance on the GermanQuAD and SQuAD
datasets (refer to appendix Table 6), indicating no
significant difference between English and German
language capabilities.

Model Task EM F1

gemma2 extractive-qa 66.53 79.41
llama3.1 extractive-qa 56.04 70.64
mistral-nemo extractive-qa 55.21 72.39

gemma2 template-filling 36.69 36.70
llama3.1 template-filling 40.62 40.63
mistral template-filling 23.86 23.87

Table 2: Evaluation of Task 2 - Information Extraction.

4.5 Task 3: Span classification

Annotation (often also called coding) of relevant
text passages (spans) is critical to many QDA
projects and especially important for research
projects following the Grounded Theory paradigm.
Here, the coding is done in the three phases of
"open," "selective," and "axial" coding. Our Dis-
course Analysis Tool Suite supports these coding
phases. Automating parts of the annotation pro-
cess could streamline their workflow, making this
a relevant benchmark task. As users can create
fine-grained code systems to annotate text passages
in our platform, we formulate the automatic anno-
tation of text passages as coarse- and fine-grained
span classification tasks.

4.5.1 Datasets
Few-NERD (Ding et al., 2021) is a fine-grained,
large-scale Named Entity Recognition dataset con-
sisting of 8 coarse-grained and 66 fine-grained cat-
egories. Over 180,000 sentences of Wikipedia ar-
ticles were carefully annotated by experienced an-
notators. German LER (Leitner et al., 2020), the
German Legal Entity Recognition dataset, consists
of German legal documents and a typology rele-
vant to court decisions with 7 coarse-grained and 19
fine-grained types. About 66,000 sentences were
annotated by two domain experts. This dataset is
challenging, as models need to be familiar with
German law terms. While categories like persons,
events, and organizations are relevant, we often
observe different annotations spanning multiple
sentences in QDA projects. Still, FewNERD and
German LER are included in our benchmark as
NER is a prominent span classification task, and
we argue that understanding the concepts of these
datasets is likely required for performing well on
more complex annotation tasks.

The dataset for quotation attribution in German
news articles (Petersen-Frey and Biemann, 2024)
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consists of 1000 annotated German news articles
from WIKINEWS. It includes information about
who said what to whom as well as how and in which
context. Quotations are categorized into direct, in-
direct, free, and reported speech. This task is part of
the benchmark, as the identification and annotation
of utterances were common to multiple projects
we conducted with colleagues from social sciences.
However, we simplify this task by considering only
"speaker" and "direct speech" annotations.

4.5.2 Results
We evaluate span classification on three sub-tasks:
coarse-, fine-grained NER (coarse, fine), and quo-
tations (quot). The aggregated results are listed
in Table 3. The full evaluation is reported in the
appendix, Table 7. We report weighted Precision
(P), Recall (R), F1 score, and Accuracy (Acc). Ac-
curacy includes the classification of outside tokens.

Gemma 2 consistently outperforms the other
models across all sub-tasks (30–38 F1). Llama
3.1’s performance is notably poor (7–15 F1), pri-
marily due to its frequent failure to adhere to output
formatting instructions. The model often switches
the positions of NER labels and corresponding text
spans, leading to significant parsing errors. To
maintain a fair comparison across all models, we
retain our original parsing algorithm and prompt
instead of fixing such errors. Consequently, our
experiments indirectly evaluate the instruction fol-
lowing capabilities of the models. Increasing the
number of classes from coarse to fine-grained NER
leads to a significant performance drop across all
models. Comparing English and German results
(refer to appendix Table 7) reveals significantly
lower scores for German. Even the best perform-
ing model, Gemma 2, achieves at most half the
F1 score in German compared to English. This
could suggest challenges in handling German text
or reflect the increased difficulty of German LER.

4.6 Task 4: Text Generation

Researchers must potentially correct fluency issues
or summarize long and wordy statements, espe-
cially when dealing with transcripts. Further, in the
qualitative content analysis approach of Mayring
(2019), popular in the Humanities in Germany,
summarization, explication, and structuring are de-
fined as the three main pillars of content analysis.
Here, summarization is employed to condense in-
formation, explication to clarify meaning by pro-
viding context, and structuring to filter the material

Model Task P R F1 Acc

gemma2 coarse 35.19 44.07 37.98 85.02
llama3.1 coarse 26.22 4.70 7.82 80.33
mistral coarse 39.28 15.38 21.22 81.76

gemma2 fine 40.25 31.64 31.84 83.86
llama3.1 fine 26.66 4.16 6.78 80.37
mistral fine 39.72 10.66 15.39 81.04

gemma2 quot 36.40 25.61 29.81 90.29
llama3.1 quot 33.16 10.88 15.18 88.17
mistral quot 23.03 10.69 13.71 86.24

Table 3: Evaluation of Task 3 - Span Classification

according to specific aspects systematically.
DATS allows users to attach notes to documents

or text passages. As hinted at in Section 3, we aim
to expand this functionality with fluency correc-
tion and text summarization capabilities. Assisting
users with this can streamline their workflow. Con-
sequently, we consider the two text generation tasks
in our benchmark.

Abstractive summarization involves generating
concise and fluent summaries similar to human-
written ones and is thus likely preferred by our
users. Disfluency correction aims to enhance read-
ability by identifying and removing issues such as
repetitions, filler words, and false starts.

4.6.1 Datasets
The Disfl-QA dataset (Gupta et al., 2021), initially
intended for evaluating question-answering robust-
ness against disfluencies, consists of about 12k
pairs of fluent and corresponding disfluent ques-
tions built upon SQuAD 2.0. We repurpose the
dataset to benchmark models’ ability to correct dis-
fluent texts, leveraging only the question pairs.

The DISCO dataset (Bhat et al., 2023), de-
signed to facilitate multilingual disfluency correc-
tion, comprises a human-annotated corpus of over
12k disfluent-fluent text utterance pairs in English,
Hindi, German, and French. We utilize only the
English and German parts. It is constructed upon a
publicly available dataset of human-AI agent inter-
actions. The dataset covers four disfluency types:
Filler, Repetition, Correction, and False Start.

While the specific domains of these datasets
(question-answering and human-AI interactions)
differ from our platform’s use case of correcting
transcriptions of interviews and other qualitative
data, we included them due to the scarcity of re-
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sources for disfluency correction.
The CNN/DM (Hermann et al., 2015) dataset, a

widely-used benchmark for summarization tasks,
consists of over 300,000 article-summary pairs
extracted from CNN and Daily Mail news arti-
cles written in English between 2007 and 2015.
The summaries are primarily based on human-
generated highlights or article descriptions.

MLSUM (Scialom et al., 2020), a large-scale
multilingual summarization dataset, comprises
over 1.5 million article-summary pairs collected
from online newspapers between 2010 and 2019.
It covers five languages (French, German, Span-
ish, Russian, and Turkish) and is a multilingual
extension to CNN/DM. We utilize the German part
of MLSUM for our benchmark, drawn from the
Süddeutsche Zeitung newspaper.

Both datasets, centered around news articles,
align well with the use of news articles as a data
source on our QDA platform, making them suitable
for evaluating LLM summarization performance.

4.6.2 Results

We evaluate disfluency correction (CORR) and ab-
stractive summarization (SUM). The aggregated
results are shown in Table 4. The full evaluation is
in appendix Table 8. We report Rouge (R), Exact
Match (EM), F1 and METEOR scores.

Gemma 2 demonstrates superior performance
in the disfluency correction task (84 R-1), with
the other two models performing slightly worse
(79 R-1). Llama 3.1 and Gemma 2 perform sim-
ilarly in abstractive summarization (28 vs. 29 R-
1). Both summarization and disfluency correction
tasks exhibit a performance drop of at least 12 per-
centage points when applied to German text (see
appendix Table 8), suggesting increased difficulty
for all models in handling German text generation
and instruction following.

4.7 Discussion

Across the four evaluated tasks, Gemma 2 consis-
tently emerges as the top-performing model. While
Llama 3.1 performs best in template-filling and ab-
stractive summarization, its struggles with NER,
instruction following and the consistent worst per-
formance in German tasks highlight potential limi-
tations. Mistral NeMo, while generally capable,
could never demonstrate superior performance,
even though it has the most parameters (12B)
among the benchmarked models.

Regarding language performance, our findings
reveal discrepancies. While all models exhibit
strong performance on German data for coarse-
grained document classification, a consistent de-
cline is observed across the board for fine-grained
document classification, span classification, and
text generation tasks in German. This suggests that
current open-source LLMs still face challenges in
handling the complexities of the German language,
particularly in nuanced and generative tasks.

Throughout all experiments, we tracked parsing
errors. Gemma 2 consistently adhered to the pro-
vided instructions (1% issues), followed by Mistral
NeMo (2% issues). Llama 3.1, on the other hand,
struggled notably (5% issues), most evident by the
span classification tasks.

Overall, our findings highlight the potential of
LLMs, especially Gemma 2, to significantly en-
hance QDA workflows regarding document clas-
sification, document information extraction, span
classification, and text generation.

5 Integrating LLMs in our QDA platform

User feedback during early testing led us to refine
our envisioned workflow outlined in Section 3. The
implementation of summarization and fluency cor-
rection aligned with our original plan. However,
users wanted to access document-based assistance
features (document tagging, metadata extraction,
annotation) at any point in their workflow, not just
during the initial document import. Consequently,
we redesign the LLM Assistant as a standalone fea-
ture independent of the pre-processing pipeline.

The feature is initiated by selecting the docu-
ments for analysis and clicking the LLM Assistant
button. This launches a five-step dialog. Step 5
is depicted in Figure 1, Step 1 - 4 are shown in
appendix Figure 2:

1. Task Selection: Users select document tag-
ging, metadata extraction, or annotation.

2. Focus: Users specify which tags, metadata
fields, or codes the LLM should consider.

3. Prompt Review: Users revise the system- and
user prompts that are automatically generated
based on the chosen task and selections

4. Job Execution: A progress bar indicates that
the LLM Assistant job runs in the background.
The dialog can be closed and reopened later.

5. Result Review: LLM-generated suggestions
and their reasoning alongside the documents’
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Model Task Rouge 1 Rouge 2 Rouge L Rouge Lsum EM F1 METEOR

gemma2 CORR 84.24 73.68 82.48 82.49 40.08 84.24 85.60
llama3.1 CORR 79.00 67.54 77.20 77.21 33.80 78.89 80.86
mistral CORR 78.97 63.51 77.07 77.07 25.91 78.88 79.67

gemma2 SUM 27.89 8.86 18.96 21.92 0.00 26.90 23.68
llama3.1 SUM 29.06 9.93 19.56 22.70 0.00 28.15 25.70
mistral SUM 24.81 7.86 17.04 19.54 0.00 24.35 21.82

Table 4: Evaluation of Task 4 - Text Generation

Figure 1: LLM Assistant - Step 5: Result View. Users
can review the suggestions.

existing tags/metadata/codes are presented.
Here, the user chooses to keep existing work,
overwrite it with the LLM suggestions, or
merge both per document or in batches.

User control and transparency are key require-
ments throughout the design of the LLM Assistant.
Our philosophy is to ensure that any form of au-
tomation is a supportive tool, offering suggestions
while the user retains decision-making. We firmly
believe that AI should augment human expertise,
not replace it. Thus, we’ve designed our platform
to require explicit user approval for automatically-
generated suggestions.

Our implementation achieves user control and
transparency in two ways. The prompt review step
allows users to inspect and modify the generated
prompts, fostering transparency. Further, it enables
advanced users to exert fine-grained control and
provide additional task-specific instructions. In the

result view, we prioritize transparency by display-
ing the LLM’s reasoning and suggestions. Addi-
tionally, it allows users to critically evaluate the
suggestions and decide how to incorporate them
with their existing work, ensuring that the final
output aligns with their intentions.

The LLM Assistant is built using React for the
frontend and Ollama, FastAPI, and Celery for the
backend. Celery handles background job process-
ing, ensuring that LLM tasks run without interrupt-
ing user workflow. Ollama hosts the Gemma 2
model, which performed best in our benchmark.
We reuse the benchmark prompts, as they were in-
tentionally designed with future implementation in
mind. We opt for the template-filling prompt style
instead of extractive question-answering for meta-
data extraction. Providing metadata descriptions
is more intuitive for users than formulating fitting
questions for each field.

6 Conclusion

In this paper, we investigated the potential of
LLMs to enhance qualitative data analysis work-
flows, focusing on common tasks within our open-
source Discourse Analysis Tool Suite. We de-
signed a benchmark reflecting real-world use cases
and evaluated the performance of three promi-
nent open-source LLMs. Our findings demonstrate
the promise of LLM integration, particularly for
English-language projects. Consequently, we im-
plemented the LLM Assistant within our platform,
a significant step towards empowering researchers
with transparent and user-controlled AI assistance
that augments, rather than replaces, human exper-
tise.

In future work, we plan to extend the LLM Assis-
tant to suggest new tags and codes, fostering a more
exploratory QDA process. Furthermore, we aim
to incorporate more domain-specific datasets that
closely align with DH researchers’ real-world use
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cases. Finally, we will explore few-shot learning ap-
proaches to enhance performance on nuanced tasks.
User activities within our platform (e.g., tagging
documents and annotating text passages) generate
valuable training data for model fine-tuning, poten-
tially leading to more efficient models tailored to
individual user preferences. Code for replicating
the benchmark6, the repository of DATS7 and a live
demo are available8.

7 Limitations

While our implemented LLM Assistant demon-
strates promising potential for enhancing QDA
workflows, it’s important to understand its limi-
tations.

Firstly, the current implementation utilizes on
zero-shot learning, which may not fully capture
the nuances of specific QDA projects. Fine-tuning
LLMs on user-specific data could lead to more
accurate and contextually relevant suggestions.

Secondly, we restricted the LLM Assistant to
English-language projects due to the observed per-
formance discrepancies between English and Ger-
man language tasks. Expanding language support
will require further research and development to
ensure similar performance across different lan-
guages.

Thirdly, the selection of suitable datasets for
benchmarking remains a challenge. While we
aimed to select datasets that closely resemble real-
world QDA use cases, certain discrepancies be-
tween the benchmark tasks and actual user work-
flows exist. We will continue to identify and incor-
porate more representative datasets to ensure the
evaluation’s validity and generalizability.

Finally, we consider the inherent limitations of
LLMs in general. They could struggle with tasks re-
quiring complex reasoning, nuanced understanding
of context, or common sense knowledge. Addition-
ally, potential biases embedded within the training
data can influence the LLM’s outputs, requiring
careful consideration and critical evaluation of the
generated suggestions. This is why we deem the
manual validation step integrated into our LLM As-
sistant, where users retain control over the accep-
tance and integration of AI-generated suggestions,
as very important.

6 https://github.com/uhh-lt/llm4qda
7 https://github.com/uhh-lt/dats
8 https://dats.ltdemos.informatik.uni-hamburg.de/
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A Prompts

Table 9 lists all user prompts used in our experi-
ments for English datasets and tasks. We translated
system- and user prompts into German for German
datasets. The system prompt is always the same:

You are a system that supports the analysis of
large amounts of text. You will always answer in
the required format and use no formatting other
than what the user expects!

All user prompts in this study adhere to a consis-
tent structure designed to provide clear instructions
and expectations. Each prompt begins with explicit
task instructions, informing the model about the
desired action, such as extracting an answer from
a given context. This is followed by a detailed
specification of the expected answer format, includ-
ing potential responses for unanswerable questions
(e.g., "Not answerable"). A concrete example is
provided to clarify the desired output further. It
is important to note that these examples are not
few-shot examples derived from the datasets them-
selves. Finally, key constraints or limitations of
the task are reiterated. We hope this ensures the
model operates within the defined boundaries (e.g.,
extracting answers verbatim from the text).

The placeholders ’{}’ within the prompt tem-
plates serve as dynamic variables populated with
task-specific information. Depending on the task,
these placeholders may contain a list of classes or
categories for classification tasks, a set of slots for
information extraction, or a specific question for
question-answering tasks. Additionally, the context
placeholder is filled with the relevant document or
text passage from which the model is expected to
derive its response.

B Additonal Dataset Information

Table 10 provides additional information (e.g., tax-
onomies, slots) about the datasets used in our
benchmark. All of this information was provided to
the models within the prompt templates; for exam-
ple, for the document classification task, the model
was provided with a list of categories and their de-
scriptions. For Task 1 - Text Classification, models
were additionally provided with short 1-2 sentence
descriptions of each class. Genre descriptions were
taken from the IMDb website, news category de-
scriptions were written by the authors

(a) Step 1: Method Selection

(b) Step 2: Tag Selection

(c) Step 3: Prompt Editing

(d) Step 4: Waiting

Figure 2: Steps 1-4 of the LLM Assistant Feature
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Table 5: Full evaluation results of Task 1 - Document Classification

Model Dataset Language Task Precision Recall F1 Accuracy

gemma2 Tagesschau de coarse 84.88 81.94 82.01 81.94
llama3.1 Tagesschau de coarse 83.13 74.79 76.01 74.79
mistral-nemo Tagesschau de coarse 83.55 77.62 78.92 77.62

gemma2 BBC en coarse 76.59 76.58 74.85 76.58
llama3.1 BBC en coarse 71.07 70.29 65.64 70.29
mistral-nemo BBC en coarse 69.97 71.69 68.89 71.69

gemma2 imdb en coarse 40.12 37.74 37.70 37.74
llama3.1 imdb en coarse 38.78 33.00 32.57 33.00
mistral-nemo imdb en coarse 39.66 36.70 36.04 36.70

gemma2 Tagesschau de fine 68.00 59.00 60.00 59.43
llama3.1 Tagesschau de fine 58.00 26.00 29.00 25.80
mistral-nemo Tagesschau de fine 65.00 43.00 47.00 42.86

gemma2 BBC en fine 73.00 65.00 66.00 65.47
llama3.1 BBC en fine 57.00 46.00 39.00 46.07
mistral-nemo BBC en fine 68.00 64.00 63.00 64.27

gemma2 imdb en multi-label 55.48 52.23 52.35 8.58
llama3.1 imdb en multi-label 52.12 42.38 43.95 6.88
mistral-nemo imdb en multi-label 57.51 49.62 51.05 8.58

Table 6: Full evaluation results of Task 2 - Document Information Extraction

Model Dataset Language Task Exact Match F1

gemma2 SQUAD1 en extractive-qa 75.73 87.19
llama3.1 SQUAD1 en extractive-qa 70.39 82.64
mistral SQUAD1 en extractive-qa 67.48 83.35

gemma2 SQUAD2 en extractive-qa 63.85 69.80
llama3.1 SQUAD2 en extractive-qa 48.82 56.25
mistral SQUAD2 en extractive-qa 50.81 60.64

gemma2 GermanQuAD de extractive-qa 60.01 81.25
llama3.1 GermanQuAD de extractive-qa 48.91 73.04
mistral GermanQuAD de extractive-qa 47.34 73.18

gemma2 MUC4 en template-filling 36.69 36.70
llama3.1 MUC4 en template-filling 40.62 40.63
mistral MUC4 en template-filling 23.86 23.87
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Table 7: Full evaluation results of Task 3 - Span Classification

Model Dataset Language Task Precision Recall F1 Accuracy

gemma2 fewnerd en coarse 48.53 55.72 51.15 83.73
llama3.1 fewnerd en coarse 40.6 7.72 12.87 79.46
mistral fewnerd en coarse 49.95 18.97 26.32 81.12

gemma2 germanler de coarse 21.85 32.42 24.82 86.32
llama3.1 germanler de coarse 11.84 1.67 2.78 81.21
mistral germanler de coarse 28.6 11.79 16.11 82.41

gemma2 fewnerd en fine 47.92 40.78 42.31 83.23
llama3.1 fewnerd en fine 38.97 6.53 10.54 79.2
mistral fewnerd en fine 39.53 12.68 17.64 79.86

gemma2 germanler de fine 32.58 22.49 21.37 84.48
llama3.1 germanler de fine 14.36 1.78 3.02 81.54
mistral germanler de fine 39.91 8.64 13.13 82.22

gemma2 quotations de quotations 36.4 25.61 29.81 90.29
llama3.1 quotations de quotations 33.16 10.88 15.18 88.17
mistral quotations de quotations 23.03 10.69 13.71 86.24

Table 8: Full evaluation results of Task 4 - Text Generation. We report Rouge (R), Exact Match (EM), F1 and
METEOR scores on two text generation tasks: disfluency correction (CORR) and summarization (SUM).

Model Dataset Lang Task R-1 R-2 R-L R-Lsum EM F1 METEOR

gemma2 DisflQA en CORR 83.28 71.99 80.66 80.67 21.77 83.10 89.08
llama3.1 DisflQA en CORR 78.94 65.33 75.80 75.80 11.45 78.46 85.69
mistral DisflQA en CORR 78.21 63.10 75.24 75.24 15.21 77.77 81.38

gemma2 DISCO en CORR 92.40 85.56 91.63 91.64 64.44 92.59 91.55
llama3.1 DISCO en CORR 91.20 84.57 90.58 90.58 64.01 91.43 91.07
mistral DISCO en CORR 85.44 73.14 84.39 84.36 41.87 85.52 85.02

gemma2 DISCO de CORR 77.03 63.48 75.15 75.16 34.04 77.02 76.18
llama3.1 DISCO de CORR 66.87 52.73 65.21 65.24 25.94 66.77 65.83
mistral DISCO de CORR 73.25 54.28 71.57 71.60 20.64 73.35 72.62

gemma2 CNNDM en SUM 34.98 11.21 22.51 28.43 0.00 33.30 29.73
llama3.1 CNNDM en SUM 36.44 12.44 23.09 29.38 0.00 34.88 31.97
mistral CNNDM en SUM 30.81 9.44 20.49 25.48 0.00 30.19 24.01

gemma2 MLSUM de SUM 20.81 6.52 15.40 15.41 0.00 20.50 17.63
llama3.1 MLSUM de SUM 21.68 7.43 16.04 16.03 0.00 21.41 19.42
mistral MLSUM de SUM 18.81 6.27 13.59 13.60 0.01 18.51 19.62
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Table 9: The prompts used in both Evaluation and Implementation. {} are placeholders for task-dependent input.

Task Prompt Template

Document
Classification

Please classify the document in one (all appropriate) of the following categories: {}
Please answer in this format. You are not required to provide any reasoning.
Category: <category>
Reason: <reason>
e.g. Category: News
Document:{}

Extractive
QA

Please extract the answer to the following question from the context below:
Context: {}
Question: {}
Please answer in this format.
If the question cannot be answered from the context, respond with ’Not answerable’.
You are not required to provide any reasoning.
Answer: <answer> or <not answerable>
Reasoning: <reasoning>
e.g. Answer: 42
Remember, the answer MUST be extracted verbatim from the text, do not generate it!

Template
Filling

I prepared a list of slots. The slots are: {}
Please extract the corresponding information (if any) from the following text: {}
Please answer in this format.
If the text does not include information about a specific slot, leave it empty.
<Slot>: <extracted information>
e.g. Incident: Arson, Perpetrator: John Doe, Weapon: Matches
Remember, you MUST extract the information verbatim from the text, do not generate it!

Summarization

Please summarize the text below concisely, highlighting the most important information.
Try to use about {} words only.
Text: {}
Respond in the following format:
Summary: <summarized text>
e.g. Summary: Theia was hit by a car ...
Remember, you MUST summarize the original text, do not generate new facts!

Disfluency
Correction

Please remove all disfluencies from the noisy, disfluent text below.
Keep the text close to the original, but ensure it is read fluently.
Text: {}
Respond in the following format:
Fluent text: <the corrected text>
e.g. Fluent text: This picture looks great.
Remember, you MUST keep to the original text; do not generate new content!

Span
Classification

I prepared a list of categories/information. The categories are: {}
Please extract fitting text spans from the following text: {}
Respond in the following format:
<category>: <extracted text>
e.g. Art: Mona Lisa, Building: Eiffel Tower
Remember, you MUST extract the information verbatim from the text, do not generate it!
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Table 10: Taxonomies of the datasets used in Task 1, 2, and 3.

Task 1 Document Classification
Dataset Classes (coarse - fine)

BBC

UK - england, scotland, wales, ireland, politics
World - africa, asia, australia, europe, latin, us, middle-east
Sport - boxing, cricket, footbal, formula1, rugby, tennis
Misc - business, education, elections, entertainment, arts, health, science, technology

Tagesschau

Inland - Deutschlandtrend, Gesellschaft, Innenpolitik, Mittendrin
Ausland - Afrika, Amerika, Asien, Europa, Ozeanien
Wirtschaft - Börse, Finanzen, Konjunktur, Technologie, Unternehmen, Verbraucher,

Weltwirtschaft
Wissen - Forschung, Gesundheit, Klima, Technologie

IMDB
Action, Adventure, Animation, Biography, Crime, Family, Fantasy, Film-Noir, History,
Horror, Mystery, Romance, SciFi, Sports, Thriller, War

Task 2 Document Information Extraction
Dataset Slots

MUC4

Incident: One of ’Arson’, ’Attack’, ’Bombing’, ’Kidnapping’, ’Robbery’
Perpetrator: An individual perpetrator
Group Perpetrator: A group or organizational perpetrator
Victim: Sentient victims of the incident
Target: Physical objects targeted by the incident
Weapon: Weapons employed by the perpetrators

Task 3 Span Classification
Dataset Classes (coarse - fine)

fewNERD

Art - broadcastprogram, film, music, other, painting, writtenart
Building - airport, hospital, hotel, library, other, restaurant, sportsfacility, theater
Event - attack, disaster, election, other, protest, sportsevent
Location - GPE, bodiesofwater, island, mountain, other, park, road
Organization - company, education, government, media, other, political party, religion,

show organization, sportsleague, sportsteam
Other - astronomy, award, biology, chemical, currency, disease, educational degree, god,

language, law, living thing, medical
Person - actor, artist, athlete, director, other, politician, scholar, soldier
Product - airplane, car, food, game, other, ship, software, train, weapon

German-LER

Person - Anwalt, Richter
Ort - Land, Stadt, Straße, Landschaft
Organisation - Unternehmen, Institution, Gericht, Marke
Norm - Gesetz, Verordnung, EU Norm
Regulierung - Vorschrift, Vertrag
Rechtsprechung
Literatur

Quotations
Sprecher
Direkte Rede
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Abstract

This paper evaluates lemmatization, POS-
tagging, and morphological analysis for four
Armenian varieties: Classical Armenian, Mod-
ern Eastern Armenian, Modern Western Ar-
menian, and the under-documented Getashen
dialect. It compares traditional RNN models,
multilingual models like mDeBERTa, and large
language models (ChatGPT) using supervised,
transfer learning, and zero/few-shot learning ap-
proaches. The study finds that RNN models are
particularly strong in POS-tagging, while large
language models demonstrate high adaptabil-
ity, especially in handling previously unseen
dialect variations. The research highlights the
value of cross-variational and in-context learn-
ing for enhancing NLP performance in low-
resource languages, offering crucial insights
into model transferability and supporting the
preservation of endangered dialects.

1 Introduction

This research is part of the DALiH project1. The
goal of the project is to create a robust digital plat-
form for the exploration of both historical and con-
temporary forms of the Armenian language. The
project intends to offer freely accessible and open-
source resources, which will include grammati-
cally annotated corpora and a variety of NLP tools
such as annotation models, datasets, ASR models,
among others.

This study focuses on four varieties of Armenian:
Classical Armenian (CA), Modern Eastern Arme-
nian (MEA), Modern Western Armenian (MWA),
and the Getashen dialect (G). While CA, MEA, and
MWA have annotated corpora and models included
in the Universal Dependencies (UD) project, the

1The DALiH project is funded by French National Re-
search Agency ANR-21-CE38-0006.: Digitizing Armenian
Linguistic Heritage: Armenian Multivariational Corpus and
Data Processing

Getashen dialect, which is an underdocumented va-
riety2

Linguistic resources like annotated corpora and
NLP models for tasks such as lemmatization, POS-
tagging, and morphological analysis are essential
for both linguists and digital humanities schol-
ars. These tools support tasks like corpus pre-
annotation and the study of historical texts, oral
traditions, and regional literature. In this study,
we aim to develop models for these tasks across
the four varieties, with a particular focus on the
under-resourced Getashen dialect.

Our contributions are threefold:

1. Comparative Evaluation of Models: We con-
duct a comprehensive comparative study of
traditional RNN models, state-of-the-art mul-
tilingual language models (e.g., mDeBERTa),
and large models (e.g., ChatGPT) in zero
and few-shot setups across the three UD-
supported dialects.

2. Pre-annotation of the Getashen Dialect: We
evaluate the feasibility of using existing NLP
models to pre-annotate the Getashen dialect,
assessing the adaptability and transferability
of models trained on other dialects.

3. Variational divergences / convergences: We
explore linguistic similarities between the di-
alects and how they affect model transfer-
ability, providing insights into cross-dialectal
model adaptation.

2 Linguistic Background

Armenian is an Indo-European language that con-
stitutes a distinct branch marked by both diachronic

2In our study, we employ two terms to characterize the sta-
tus of linguistic data and resources: an "underdocumented lan-
guage," which denotes a language or variety that lacks formal
linguistic records, and an "under-resourced language," which
signifies a language or variety that lacks digital resources.
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and synchronic variation. The historical evolution
of Armenian comprises: a) Classical Armenian
(5th-10th centuries A.D.), b) Middle Armenian
(11th-16th centuries), and c) Modern Armenian
(17th century to the present). Synchronically, Mod-
ern Armenian includes Modern Eastern Armenian
(MEA), Modern Western Armenian (MWA) and
numerous Armenian dialects. All the written forms
of the Armenian language utilize the unique Arme-
nian alphabet.

While the linguistic divergences in historical
variation are considerable, they vary in degree
among the two modern standards and dialectal va-
rieties, depending on the areal and genetic distance
of each within the Armenian linguistic continuum
(for more details, see Sayeed and Vaux (2017); for
linguistic variation, see Donabedian-Demopoulos
(2018) and Khurshudyan and Donabédian (2021)).

This study explores the morphological and mor-
phosyntactic annotation of the following Arme-
nian linguistic varieties: Classical Armenian, Mod-
ern Western Armenian, Modern Eastern Arme-
nian and the Getashen dialect. Classical Armenian
(CA) is typologically a right-branching language
with complex inflectional morphology and syntac-
tic constructions, featuring a tripartite nominative-
accusative-genitive alignment and flexible word
order. Beyond the Bible and other religious texts,
numerous original and translated works across var-
ious genres (such as historiography, mathematics,
medicine, etc.) have been preserved in Classical
Armenian. Currently, it is maintained exclusively
for liturgical purposes.

In contrast, MWA and MEA, and the dialect
of Getashen are typologically left-branching, with
nominative-accusative alignment and more agglu-
tinative morphology. They exhibit a richer system
of periphrastic constructions and maintain flexible
word order. MWA and MEA were standardized
in the mid-19th century, leading to a rich writ-
ten heritage. Both standards are currently in use,
with MWA primarily by the traditional Armenian
diaspora, and MEA used in Armenia, Armenian
community of Iran, and Armenian communities in
ex-Soviet countries.

The Getashen dialect belongs to the -um branch
of the Karabakh dialect family (for more details
on Armenian dialects, see Martirosyan (2019) and
Davtyan (1966)). This dialect is used in oral form.
The data utilized in this study were recorded and
transcribed as part of the project "Migration and
Complex Identities in the Republic of Armenia (an

interdisciplinary study in anthropology and linguis-
tics; Migrant Groups in Armenia (1940-2012): Pa-
rameters of Complex Identities)" during fieldworks
conducted in Armenia in 2014-2015 (Khurshudyan
and Shagoyan, 2016).

3 Related Work

Lemmatization, POS-tagging, and morphological
analysis are fundamental tasks in NLP, historically
tackled using RNN-based approaches (Manjava-
cas et al., 2019), or LSTM models often combined
with pre-trained word embeddings like GloVe or
FastText for contextual word representations. How-
ever, state-of-the-art transformer models like BERT
(Kondratyuk, 2019), RoBERTa, and XLM-R have
significantly outperformed these traditional meth-
ods by capturing long-range dependencies and con-
textual information more effectively through self-
attention mechanisms, which allow them to manage
complex linguistic patterns.

These transformer-based approaches, though
highly effective, generally require large amounts of
annotated data, making them less suitable for his-
torical and under-resourced languages due to data
scarcity. To address this challenge, recent trends
have focused on leveraging attention mechanisms
combined with transfer learning from models like
DeBERTa (Riemenschneider and Krahn, 2024) or
utilizing large language models (LLMs) in assisted
annotation frameworks for these languages (Zhao
et al., 2024; Bhat and Varma, 2023; Kholodna et al.,
2024). Despite these advancements, very under-
resourced languages like Coptic, Ancient Egyptian,
or Old French still predominantly rely on Seq2Seq
architectures, often using LSTM or GRU units with
attention mechanisms to handle sequences and gen-
erate lemmas or morphological patterns (Manjava-
cas et al., 2019; Camps et al., 2021; Sahala, 2024).

In the case of Armenian, most lemmatization,
POS-tagging, and morphological analysis experi-
ments have focused on Modern Eastern Armenian
(Khurshudyan et al., 2022a; Arkhangelskiy et al.,
2012) and Classical Armenian (Vidal-Gorène and
Kindt, 2020; Kindt and Van Elverdinghe, 2022;
Kindt and Vidal-Gorène, 2022; Kharatyan and
Kocharov, 2024), using LSTM, joint learning meth-
ods with RNNs or rule-based approaches (Khur-
shudyan et al., 2022b), achieving F1-scores ranging
from 0.63 to 0.87 depending on the task and text
genre (e.g., Gospel, colophon, HTR output or histo-
riography). These methods have also been applied

439



CA MWA MEA G
Tokens 82,557 124,230 52,950 568
Unique tokens 6,837 27,773 14,320 377
Unique lemma 2,472 11,952 7,087 248
Sentences 4,146 6,656 2,500 100
Sentence length (min/max/mean) 2 / 97 / 19.91 1 / 189 / 18.66 2 / 121 / 21.18 27 / 98 / 56.8
Word length (min/max/mean) 1 / 17 / 3.48 1 / 37 / 4.97 1 / 48 / 4.97 1 / 13 / 4.67

Table 1: Overview of the four datasets, including the total number of tokens, unique tokens, unique lemmas, number
of sentences, and distributions of sentence and word lengths in defined subsets.

to MEA with similar results (Vidal-Gorène et al.,
2020). Experiments in transferring MEA models to
Armenian dialects, including MWA, have reported
accuracies around 65% in lemmatization and 80%
in POS-tagging (Vidal-Gorène et al., 2020).

The application of transformer models or LLMs
to Armenian linguistic tasks remains in its early
stages, with current usage primarily in classifica-
tion tasks (Avetisyan et al., 2023).

4 Armenian Datasets

This study draws upon four datasets represent-
ing different Armenian dialects. Three of these
datasets are sourced from the Universal Dependen-
cies (UD) project (de Marneffe et al., 2021): Clas-
sical Armenian (CA)3, Modern Eastern Armenian
(MEA)4, and Modern Western Armenian (MWA)5.
The fourth dataset, representing the Getashen (G)
dialect, was compiled and transcribed as part of
the project "Migration and Complex Identities
in the Republic of Armenia" (Khurshudyan and
Shagoyan, 2016).

The UD datasets are designed to provide compre-
hensive morphological and syntactic annotations
following UD guidelines, covering a wide range
of Armenian language varieties. In contrast, the
Getashen dataset consists of raw transcribed text,
from which a small number of sentences have been
manually annotated specifically for this study.

Modern Eastern Armenian The MWA dataset,
also developed by the ArmTDP team, comprises
around 52,950 tokens in 2,500 sentences. It spans
a wide variety of genres, including blogs, fiction,
legal texts, and news. Each sentence is annotated
with lemmas, Universal POS-tags (UPOS), and var-
ious morphological features, making it the largest
manually verified corpus of Eastern Armenian,

3https://universaldependencies.org/treebanks/xcl_caval/
4https://universaldependencies.org/treebanks/hy_armtdp/
5https://universaldependencies.org/treebanks/hyw_armtdp/

complete with detailed dependency trees for ev-
ery sentence.

Modern Western Armenian The MWA dataset,
developed by the ArmTDP team, is the most exten-
sive among them, featuring approximately 124,230
tokens across 6,656 sentences, covering a broad
range of genres such as blogs, fiction, and nonfic-
tion. The annotation process mirrors that of the
MEA dataset, combining automatic glossary-based
scripting with manual revision. This dataset is the
only manually verified corpus of Western Arme-
nian, offering comprehensive morphological and
syntactic annotations.

Classical Armenian The CA dataset is a tree-
bank of the Classical Armenian translation of the
four Gospels, by the Classical Armenian-CAVaL
treebank project, containing 82,557 tokens in 4,146
sentences. Initially annotated in a non-UD style
as part of the PROIEL project, it was later con-
verted to UD format through a rule-based process,
followed by manual corrections to ensure accuracy.

Getashen Armenian The fourth dataset, repre-
senting the Getashen (G) dialect, consists of a
smaller collection of 100 manually annotated sen-
tences. It is used to investigate the transferabil-
ity of models trained on well-established language
variants with long-standing writing traditions and
consistent annotation schemas (such as the UD
datasets) to a less-documented dialect.

Dataset Statistics Table 1 provides a detailed
overview of the composition of these datasets, in-
cluding statistics on tokens, unique tokens, lemmas,
sentences, and the length distributions of both sen-
tences and words. The MEA and MWA datasets,
being the largest, show complete alignment in POS-
tags, indicating that all POS-tags present in one are
also found in the other. They also share the highest
overlap in tokens (7.90%) and lemmas (14.25%),
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Tokens Lemmas POS
MEA-MWA 7.90 14.25 100.00

MEA-CA 2.65 4.77 94.44
MWA-CA 3.31 6.21 94.44
G-MWA 32.36 43.54 36.36
G-MEA 21.22 33.06 36.36
G-CA 11.67 13.70 36.36

Table 2: Percentage overlap (intersection/union) of
unique tokens, lemmas, and POS-tags between the four
dialect datasets.

suggesting a relatively high degree of linguistic
similarity between these two dialects. Table 2 fur-
ther elaborates on these commonalities, showing
that while the MEA-MWA pair exhibits the great-
est overlap, the MEA-CA and MWA-CA compar-
isons have lower overlap in both tokens (2.65%
and 3.31%, respectively) and lemmas (4.77% and
6.21%, respectively). This suggests a more distinct
linguistic boundary between these datasets.

The Getashen (G) dataset, consisting of tran-
scriptions of spoken language, shows a relatively
low overlap with other datasets, ranging from
11.67% to 32.36% for tokens and 13.70% to
43.54% for lemmas. The low overlap in both to-
kens and lemmas likely reflects the differences in-
herent in transcriptions of spontaneous speech com-
pared to written text, where greater variability and
a broader vocabulary are common. Additionally,
the Getashen dataset has an unusually high mean
sentence length of 56.8 tokens, contrasting with the
shorter averages in the other datasets, which may
underscore the complexity and fluidity of spoken
language as compared to more structured written
forms.

5 Methodology

Our approach aims to understand how different
models perform on token-level annotation tasks
— lemmatization, POS-tagging, and morphologi-
cal feature tagging — across multiple Armenian
dialects with varying levels of resources and la-
bel sets. We explore a unified sequence labeling
framework to handle these tasks, leveraging dif-
ferent model architectures, including RNNs, pre-
trained transformers (mDeBERTa), and large lan-
guage models (LLMs). By comparing these models
in supervised, transfer learning, and zero/few-shot
learning settings, we study how well they gener-
alize across dialectal variations and whether com-

bining data from multiple dialects improves per-
formance, particularly for those with limited train-
ing data. Codes and raw results are available on
Github.6.

5.1 Task Modeling

The tasks considered in this study — lemmatiza-
tion, POS-tagging, and morphological feature tag-
ging — are all treated as sequence labeling prob-
lems. For each task, a sequence of words (tokens)
in a given sentence is mapped to a sequence of
labels. Lemmatization involves mapping each to-
ken to its dictionary form, POS-tagging assigns
each token its corresponding part-of-speech tag,
and morphological tagging annotates each token
with relevant morphological features (such as case,
person, and number).

5.2 Model Architectures

We compare three types of model architectures for
the sequence labeling tasks:

Recurrent Neural Network (RNN): An RNN
specialized for linguistic tasks (Vidal-Gorène and
Kindt, 2020), which builds on has already been
used for CA (Vidal-Gorène and Kindt, 2020) and
MEA (Vidal-Gorène et al., 2020). Our model relies
on the PIE architecture (Manjavacas et al., 2019).
This method improves annotation of non-standard
languages by using an encoder-decoder architec-
ture based on Recurrent Neural Networks (RNNs),
enriched with sentence context information through
a hierarchical bidirectional RNN and a joint learn-
ing approach with a bidirectional language mod-
eling loss. We slightly modify the architecture,
adding an attention layer. The RNN models for
lemmas, POS-tags and for each morphological fea-
ture are trained separately since our prelimenary
experiments showed that joint training did not help.

Pretrained Bi-Encoder Transformer: A pre-
trained mDeBERTa model (He et al., 2021), a mul-
tilingual variant of the DeBERTa model, finetuned
on the dataset of each dialect. This architecture
leverages the power of transformer-based contex-
tual embeddings. Each model consists of the mDe-
BERTa model, followed by a dropout layer and a
linear classifier. Using this setup, the hidden states
from the mDeBERTa transformer are mapped to
logits that correspond to the labels of each of the

6https://github.com/CVidalG/dalih-corpora/
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tasks. Models for all tasks share the same back-
bone transformer and differ only in the classifica-
tion heads.

Large Language Model (LLM): We employ
ChatGPT-4 (OpenAI, 2024) a pretrained large lan-
guage model in zero-shot and few-shot settings to
evaluate its ability to perform the sequence labeling
tasks across dialects.

5.3 Learning Paradigms

We explore multiple data setups and learning
paradigms to evaluate model performance across
different scenarios:

In-Domain Supervised Learning: Each model
(RNN and mDeBERTa) is trained in a supervised
manner on a specific dialect and evaluated on the
same dialect to establish baseline performance.

Cross-Dialect Transfer Learning: To assess the
transferability of knowledge, models trained on one
dialect are directly evaluated on other dialects with-
out any adaptation. This setup helps us understand
how well the models generalize across dialects with
different label sets and linguistic characteristics.

Multi-Dialect Supervised Learning: We train
the models on the combined datasets of all four va-
rieties to see if pooling data improves performance,
especially for dialects with limited training data.

Zero and Few-Shot Learning: We only used
ChatGPT-4 in this setup. We aim to evaluate the
ability of LLMs to generalize across dialects with-
out explicit training on each. In the few-shot setup,
ChatGPT was exposed to a small number of labeled
examples using In-Context Learning (ICL) (Brown
et al., 2020). We employed three sampling strate-
gies for generation: sequence sampling, random
sampling, and less frequent sampling, the latter
two strategies performing well in annotation tasks
(Bansal and Sharma, 2023). We used sample sizes
of 10, 50, 100, and 500 tokens. Experiments were
repeated three times, and results were averaged.

5.4 Evaluation Metrics

We use the macro-averaged F1-score instead of the
micro-average to give equal weight to all classes,
ensuring that the performance on less frequent
classes is fairly represented.

CA MWA MEA G
Lemma

RNN 0.66 0.91 0.79 -
mDeBERTa 0.70 0.44 0.36 -

LLM zero-shot 0.62 0.83 0.74 0.83
LLM in-context 0.74 0.83 0.83 -

POS
RNN 0.98 0.98 0.98 -

mDeBERTa 0.91 0.90 0.88 -
LLM zero-shot 0.87 0.86 0.91 0.86

LLM in-context 0.91 0.91 0.85 -

Features
RNN 0.88 0.70 0.66 -

mDeBERTa 0.88 0.78 0.77 -
LLM zero-shot 0.84 0.71 0.81 -

LLM in-context 0.86 0.75 0.88 -

Table 3: F1 macro average results for in-domain super-
vised learning. The G dialect does not make use of the
UD system for features and is not evaluated.

6 Results

6.1 Main Results: Overall Comparison

The results presented in Table 3 show that the RNN
consistently performs well across all tasks, par-
ticularly for POS-tagging, where it achieves near-
perfect scores across the dialects. However, the
LLM in-context method often matches or outper-
forms the RNN for lemmatization and morpholog-
ical feature tagging, especially in the MEA, indi-
cating its strong adaptability and context under-
standing. Interestingly, mDeBERTa lags behind
in several tasks, particularly for lemmatization in
the MEA dialect, suggesting that fine-tuning pre-
trained models may not always be advantageous
compared to both RNNs (specifically designed for
the task) and ChatGPT-4. ChatGPT’s performance
in zero-shot setups also shows its potential for gen-
eralization, especially for the G dialect where it
performs comparably to supervised methods.

6.2 In-Domain Supervised Learning

We further analyzed the performance of the RNN
model which demonstrates strong performance for
both lemmatization and POS-tagging on known
tokens, achieving high F1-scores across the dialects
(e.g., 0.94 for MWA in lemmatization and 0.99 for
MWA in POS-tagging). However, its performance
significantly drops on unknown tokens, with F1-
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Figure 1: Cross-dialect performance of mDeBERTa and RNN models: Each model was evaluated on datasets outside
of its training dialect to assess the generalization capability and immediate applicability without dialect-specific
adaptation or mapping. Note that no model is trained on the G dialect as we only have a test set. This G test set
contains only lemma and POS annotations.

scores decreasing to 0.43 for MEA and 0.53 for
CA in lemmatization, and to 0.50 for CA and 0.53
for MEA in POS-tagging. These results indicate
that while the RNN model is effective for known
tokens, it struggles with less frequent or unseen
classes, particularly in the lemmatization of MEA
and CA. In comparison, mDeBERTa does not seem
to suffer from this problem, which suggests that
combining both models would be beneficial.

While the RNN and mDeBERTa models achieve
similar overall performance when averaged across
all features, a closer examination reveals that both
models excel at handling certain morphological fea-
tures, such as deixis and tense in MEA, and polarity
and person in MWA, with F1-scores near or at 1.0.
However, they perform poorly on features related
to politeness, degree, and stylistic variations, sug-
gesting that the models are particularly challenged
by features that are less frequent or more nuanced
in their expression.

6.3 Cross-Variational Transfer Learning

Performance Across Armenian Variation The
comparison between mDeBERTa and RNN models
across the Armenian dialects (CA, MEA, MWA)
highlights the potential and challenges of cross-
dialectal modeling for low-resource languages (Fig-
ure 1). The RNN consistently outperforms mDe-

BERTa in lemmatization and POS-tagging, with
lemmatization scores ranging from 0.32 to 0.87 and
POS-tagging scores from 0.85 to 0.98, compared to
mDeBERTa’s lower range (0.10 to 0.29 for lemma-
tization and 0.60 to 0.80 for POS-tagging). How-
ever, mDeBERTa performs better on morphological
features, achieving scores from 0.36 to 0.73, im-
plying a capacity to handle more generalized tasks
despite not being specifically tailored for them.

Dialect Compatibility The results indicate
strong compatibility between MEA and MWA for
both lemmatization and POS-tagging, reflecting
their shared morphological and syntactic structures,
with the highest cross-dialect scores at 0.87 and
0.98, respectively. Conversely, the CA dialect
shows lower compatibility with modern dialects,
particularly in transferring morphological features,
where the best CA-to-MWA score is 0.44, pointing
to significant linguistic divergence.

Generalization to New Dialects For the new di-
alect G, although neither model has been specif-
ically trained on it, mDeBERTa and the RNN
demonstrate reasonable performance, particularly
in POS-tagging and lemmatization (best scores of
0.62 and 0.37, respectively). These findings sug-
gest that cross-lingual transfer and general-purpose
models can be valuable for handling linguistic tasks
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Figure 2: Performance comparison of lemmatization and POS-tagging in multi-dialect supervised learning versus
zero-shot transfer learning. Error-bars represent the range of F1-score depending of the used base model (e.g. MWA
+ CA and MEA + CA for the first subplot)

in under-resourced languages, providing a practical
alternative to task-specific models when extensive
training data is unavailable.

6.4 Multi-Dialect Supervised Learning

Figure 1 illustrates that adding data from a target di-
alect to a model trained on a different dialect (“non-
specialized model“) does not always improve per-
formance. For instance, a non-specialized RNN
trained on MEA and evaluated on CA initially
achieves a strong F1 score of around 0.68. How-
ever, as CA data is incrementally added, the per-
formance of this RNN decreases — dropping to
0.15 with just 1,000 CA tokens. Only after adding
25,000 tokens does the RNN’s performance recov-
ers to an F1 score of approximately 0.74, aligning
with its initial performance.

In contrast, mDeBERTa, which also starts as a
non-specialized model with an F1-score of 0.11
on CA without any CA data, benefits more from
adding targeted CA data. By incorporating 10,000
CA tokens, its F1 score rises to 0.43, and with
25,000 tokens, it reaches 0.67, nearly matching the
performance of the RNN.

Interestingly, across all evaluation sets (CA,
MEA, MWA), non-specialized models (those
trained on one dialect and tested on another) often
outperform specialized models (those pre-trained
and fine-tuned by adding data from the same di-
alect as the evaluation set). For example, the
non-specialized RNN evaluated on MEA without
any added MEA data outperforms the specialized
RNNs trained directly on MEA, until a significant
amount of MEA data is added. This finding high-
lights the effectiveness of a cross-dialect approach,
where training on data from different dialects can
lead to better generalization than focusing solely
on the target dialect.

6.5 LLM with Few and Zero-Shot Learning

Our goal was to assess how sampling strategy and
sample size affect model performance in lemmati-
zation, POS-tagging and full morphological anal-
ysis. Evaluations were conducted on a 200-token
subset from the test dataset of each language, rep-
resenting zero-shot performance and varying levels
of in-context learning. Results are summarized in
Figure 3.
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Figure 3: In-context learning using ChatGPT4 with three different sampling strategies: evolution of the mean
F1-macro across CA, MEA and MWA.

Overall, the results demonstrate that in-context
learning is particularly effective for lemmatization,
with sequence sampling consistently outperform-
ing other methods across all tasks and languages.
However, for POS-tagging and morphological anal-
ysis, the LLM already achieves good results in the
zero-shot setting, even for a very under-resourced
dialect like G, and further improvements through
in-context learning are less pronounced. Sequence
sampling works better because it preserves the nat-
ural context of tokens, allowing the model to bet-
ter understand and predict the linguistic patterns
within the data. In contrast, random and less fre-
quent sampling disrupts this context, leading to
more variability and instability in the results.

Lemmatization The zero-shot F1 score for CA
was 0.62, improving to 0.96 with just 10 samples
using sequence sampling. For MEA, the zero-shot
F1 score was 0.51, which improved significantly
with 500 samples, achieving an F1 of 1.0. MWA
started with a zero-shot F1 of 0.79, achieving 0.86
with sequence sampling, though additional samples
did not consistently lead to improvements. Zero-
shot and in-context F1 score on G is similar to
MWA.

POS-Tagging POS-tagging using ChatGPT-4 be-
gan with a zero-shot F1 score of 0.87 for CA, which
remained robust across all sampling strategies. For
MEA, the performance improved steadily with sam-
ple size, especially with sequence sampling. MWA
showed strong initial performance, but additional
samples did not yield substantial improvements.
Zero-shot and in-context F1 score on G is also sim-
ilar to MWA.

Morphological Analysis In morphological anal-
ysis, sequence sampling led to stable and high
F1 scores across all languages, though less fre-
quent sampling exhibited more variability. For
CA and MEA, sequence sampling consistently
outperformed other methods, while improvements
plateaued quickly for MWA.

7 Conclusion

The results from this study demonstrate the varying
strengths of different model architectures in han-
dling token-level annotation tasks across multiple
Armenian dialects. RNN models consistently per-
formed well, particularly in POS-tagging, where
they achieved near-perfect F1 scores of up to 0.98,
showcasing their robustness for tasks with known
tokens. However, they struggled with less fre-
quent or unseen tokens, where the adaptability
of large language models (LLMs), especially in
zero-shot and few-shot learning setups, became ev-
ident. For instance, ChatGPT-4 in zero-shot learn-
ing achieved an F1 score of 0.83 in lemmatization
for the Getashen dialect. Pretrained transformers
like mDeBERTa, while showing potential in han-
dling morphological features with F1 scores reach-
ing 0.73, often lagged behind RNNs and LLMs,
particularly in lemmatization tasks, where their per-
formance dropped to as low as 0.36 in the MEA
dialect. Cross-dialect transfer learning revealed
that non-specialized models can often generalize
better across dialects than specialized ones, sug-
gesting that a cross-dialect approach may be more
effective for low-resource languages. In-context
learning with LLMs further highlighted their ability
to rapidly adapt and improve performance, particu-
larly in lemmatization, where sequence sampling
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led to an increase in F1 scores from 0.62 to 0.96
with just 10 samples. In the future, we plan to
generalize our approach to include multiple other
dialects and to ensure normalization of annotations,
facilitating more consistent and comprehensive lin-
guistic analysis.

Perspectives on Interoperability
optimization

The annotations applied to the Armenian linguistic
data exhibit variability across several dimensions.
Firstly, the linguistic level encompasses various
types of annotation, including morphological anno-
tation, which involves part-of-speech tagging and
the specification of full morphological features, as
well as syntactic, semantic, and lexical annotations.
Additionally, different categories are utilized to
classify various linguistic phenomena, and distinct
tagging systems are employed for different features
within each annotation type. Moreover, there are
notable differences in how morpheme glossing is
split. The principles of tokenization are also sig-
nificant, encompassing considerations such as the
presence or absence of spaces and the treatment of
internal and external punctuation marks. Finally,
the diversity of target language varieties further
influences the annotation process.

A potential avenue for further advancement
could involve establishing tagging alignment and
normalization among the existing datasets. How-
ever, automatic mapping without prior analysis and
matching is not feasible, as the datasets employ dif-
ferent tagging principles, even though three of them
are annotated within the Universal Dependencies
framework. A significant systematic issue arises
with the MWA and MEA datasets, where formal
and functional criteria are mixed, whereas the Clas-
sical Armenian dataset employs exclusively formal
criteria for tagging.

Another possible approach for dialectal data, for
which no written tradition exists, is to process this
data through normalization with either the MWA
or MEA datasets (Arkhangelskiy and Georgieva,
2018; Waldenfels von R. and Dobrushina, 2014).
While this approach may be beneficial for dialectal
data, it also necessitates preliminary analysis and
specific mapping.

While the aforementioned approaches can lead
to significant improvements, establishing a fully
harmonized and interoperable annotation system
across all projects remains unattainable due to vari-

ations in project objectives, linguistic preferences,
and the contextual conditions under which these
systems were developed. Nevertheless, two par-
allel pathways can be explored: first, analyzing
the existing systems to propose conversion options
between them; and second, formulating common
principles and annotation solutions for Armenian
language data that could be embraced by the user
community, while also allowing for conversion into
various annotation systems as needed.
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Appendix

A Detailed Morphological Analysis
Results

In MEA, the best-performing features for the
RNN model are deixis[psor] and langid with
F1-scores of 1.0, tense at 0.968, definite at
0.966, and case at 0.952. However, the model
performs poorly on features like polite (0.333),
number[psor] (0.333), person[psor] (0.249),
degree (0.243), and style (0.124). In MWA,
the best features are polarity (0.994), person
(0.990), tense (0.988), definite (0.987), and
subcat (0.972). The worst tasks in MWA in-
clude numform (0.397), number[psor] (0.332),
person[psor] (0.249), degree (0.196), and
style (0.142). These results highlight the model’s
effectiveness in handling certain morphological
features while struggling with others, particularly
those involving politeness, degree, and stylistic
variations. Additionally, Table 4 presents detailed
results for the mDeBERTa model.

B Hyperparameters and Experimental
Setup

All hyperparameters, the detailed experimental
setup and prompts are released in the accompany-
ing GitHub repository to ensure full reproducibility
of the experiments.
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Feature CA MWA MEA CA > MEA CA > MWA MEA > MWA MEA > CA MWA > CA MWA > MEA
case 0.96 0.98 0.97 0.62 0.64 0.91 0.71 0.70 0.93
number 0.99 0.97 0.97 0.73 0.72 0.89 0.78 0.77 0.93
person 1.00 1.00 0.99 0.95 0.94 0.96 0.89 0.92 0.98
abbr - 1.00 1.00 0.99 1.00 1.00 1.00 1.00 1.00
adptype - 1.00 1.00 0.97 0.96 0.99 0.95 0.93 0.99
animacy 1.00 0.97 0.97 0.71 0.71 0.95 0.81 0.75 0.95
aspect 1.00 1.00 0.99 0.91 0.86 0.95 0.88 0.89 0.95
conjtype - 1.00 - 1.00 1.00 0.99 0.99 1.00 1.00
connegative - 1.00 1.00 1.00 1.00 1.00 - 1.00 1.00
definite 1.00 0.98 0.98 0.70 0.70 0.95 0.76 0.77 0.96
degree - 0.99 0.99 0.96 0.96 0.97 0.99 0.99 0.97
deixis 1.00 1.00 1.00 0.98 0.98 0.99 0.90 0.91 0.99
deixis[psor] - 1.00 - - 1.00 - - - -
echo - - 1.00 1.00 - - - - 1.00
foreign 1.00 1.00 1.00 1.00 0.98 0.99 1.00 0.96 0.99
hyph - 1.00 - - 1.00 1.00 - 0.99 1.00
langid - - - - - - - - -
mood 0.99 1.00 0.99 0.95 0.89 0.96 0.91 0.90 0.98
nametype - 0.98 0.99 0.96 0.96 0.98 0.98 0.98 0.99
number[psor] - 1.00 1.00 0.99 0.99 1.00 0.98 0.98 1.00
numform - 1.00 1.00 0.97 0.99 1.00 1.00 0.99 0.98
numtype 1.00 1.00 1.00 0.97 0.99 1.00 1.00 0.99 0.99
person[psor] - 1.00 1.00 0.99 0.99 1.00 0.98 0.98 0.99
polarity 1.00 0.99 0.99 0.86 0.84 0.96 0.87 0.85 0.96
polite - 1.00 1.00 1.00 1.00 1.00 0.98 1.00 1.00
poss 1.00 1.00 1.00 0.99 0.98 1.00 0.98 0.99 1.00
prontype 0.99 0.99 0.99 0.95 0.92 0.96 0.85 0.87 0.98
reflex 1.00 0.99 1.00 1.00 0.99 0.99 0.99 0.99 1.00
style - 0.99 0.98 0.98 0.99 0.99 1.00 0.99 0.98
subcat 0.99 1.00 0.99 0.92 0.90 0.96 0.91 0.91 0.97
tense - 1.00 - - 1.00 1.00 - - 0.99
typo 1.00 1.00 0.99 0.92 0.94 0.95 0.94 0.95 -
verbform 0.99 0.99 0.98 0.84 0.87 0.97 0.87 0.88 0.95

Table 4: Detailed mDeBERTa morphological analysis results for in-domain supervised learning and cross-dialect
transfer learning.
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Abstract

As the cultural heritage sector increasingly
adopts technologies like Retrieval-Augmented
Generation (RAG) to provide more person-
alised search experiences and enable conversa-
tions with collections data, the demand for spe-
cialised evaluation datasets has grown. While
end-to-end system testing is essential, it’s
equally important to assess individual com-
ponents. We target the final, answering task,
which is well-suited to Machine Reading Com-
prehension (MRC). Although existing MRC
datasets address general domains, they lack the
specificity needed for cultural heritage infor-
mation. Unfortunately, the manual creation
of such datasets is prohibitively expensive for
most heritage institutions. This paper presents a
cost-effective approach for generating domain-
specific MRC datasets with increased difficulty
using Reinforcement Learning from Human
Feedback (RLHF) from synthetic preference
data. Our method leverages the performance of
existing question-answering models on a sub-
set of SQuAD to create a difficulty metric, as-
suming that more challenging questions are an-
swered correctly less frequently. This research
contributes: (1) A methodology for increas-
ing question difficulty using PPO and synthetic
data; (2) Empirical evidence of the method’s
effectiveness, including human evaluation; (3)
An in-depth error analysis and study of emer-
gent phenomena; and (4) An open-source code-
base and set of three llama-2-chat adapters for
reproducibility and adaptation.

1 Introduction

The cultural heritage sector is increasingly lever-
aging advanced technologies like large language
models (LLMs) (OpenAI, 2024; Touvron et al.,
2023a) and AI assistants (Team Gemini, 2023; An-
thropic, 2024) to increase and improve access to
collections and their associated data. These tech-
nologies provide new opportunities for more dy-
namic and intuitive interactions with heritage con-

Figure 1: Example generated questions from supervised-
fine-tuned question generation model and one fine-tuned
with PPO from synthetic difficulty samples.

tent. One particularly promising technology is
Retrieval-Augmented Generation (RAG) (Lewis
et al., 2021), which retrieves relevant information
from a database of vectorized content to generate
accurate, fact-based responses to user queries. We
believe that RAG, and iterations on the approach,
will play a significant role in improving the search
capabilities of heritage institutions in the coming
years.

Heritage search systems are used by the public
and academics alike; however, the latter tend to
submit more complex and specific queries (Koolen
and Kamps, 2009). RAG has the capability to ful-
fil these needs but still requires robust evaluation.
This includes not only end-to-end system testing
but also the evaluation of individual components.
As the response is generally required to be written
based only on the retrieved documents to mitigate
language model hallucinations, we argue that the
task is one of Machine Reading Comprehension
(MRC). While MRC datasets are well-established
in the general domain, they are notably lacking in
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cultural heritage and the cost of their construction
is prohibitive for most institutions. We estimate
that the popular SQuAD dataset cost about $12,000
to just write the questions, based on their recom-
mended time per question and stated hourly rate of
$9 (Rajpurkar et al., 2016); the actual cost is likely
much higher.

To address these challenges, we propose using
Automatic Question Generation (AQG) systems to
generate MRC datasets. However, we argue that
many automatically generated questions, particu-
larly those from zero- or few-shot approaches, do
not provide an adequate challenge for modern lan-
guage models. Manipulating difficulty is challeng-
ing through traditional training approaches given its
abstract and subjective nature, and prompt based so-
lutions are intractable when considering the infinite
permutations and interactions between different
aspects of difficulty (Lin et al., 2015a; Rajpurkar
et al., 2016; Beinborn et al., 2015; Hsu et al., 2018;
Cheng et al., 2021; AlKhuzaey et al., 2023).

To control difficulty, we adapt the Reinforcement
Learning from Human Feedback protocol used in
AI assistant steering (Ouyang et al., 2022; Bai et al.,
2022). In this regime, samples are ranked based on
specific criteria and paired into chosen and rejected
samples for training a reward model. This reward
model learns to distinguish good samples from bad
and outputs a signal which steers a policy model.
Rather than relying on costly human annotations,
we generate synthetic preference data by evaluating
question-answering model performance on a subset
of SQuAD, assuming that questions answered cor-
rectly less frequently are inherently more difficult.
This approach leverages the language model’s in-
nate feature extraction capabilities, eliminating the
need to explicitly define difficulty components. Fig-
ure 1 demonstrates this feature extraction ability by
comparing questions generated with and without
reinforcement fine-tuning.

We selected SQuAD over an in-domain QA
dataset for two main reasons. First, it is a well-
studied, large, and diverse dataset. Second, com-
parable QA datasets at SQuAD’s scale are either
visual question-answering focused (Sheng et al.,
2016; Asprino et al., 2022) or have data reliability
concerns such as OCR text (Piryani et al., 2024).

This approach enables cultural heritage practi-
tioners to generate challenging evaluation datasets
more efficiently and cost-effectively than manual
curation. The primary expense is compute re-
sources, which can be accessed in the cloud for

only a few dollars per hour.1

We summarise this paper’s contributions as fol-
lows:

1. A methodology for increasing the difficulty of
automatically generated questions using PPO
and synthetic data.

2. Empirical evidence of the methodology’s effi-
cacy including human evaluation.

3. An in-depth error analysis and study of inter-
esting phenomena that emerge as part of this
approach.

4. An open-source code base and set of models
to recreate and adapt our work2.

2 Related Work

A similar question generation approach to ours
is employed by Zhang et al. (2022) who adopt a
pipeline structure. However, their primary objec-
tive is to generate suitable questions rather than
specifically focusing on difficulty. An important
distinction lies in their extensive pre-processing ap-
plied to identify candidate answers before feeding
them to the question generation model. We argue
that pre-identifying answers may limit diversity
and prevent the inclusion of potentially complex
answer types.
Analyzing and Controlling Question Diffi-
culty. Understanding and managing question dif-
ficulty holds significant importance, especially
in tasks involving the creation of exams and as-
sessments (Liu and Lin, 2014; AlKhuzaey et al.,
2023). One approach, as presented by Loginova
et al. (2021), involves modelling the difficulty of
multiple-choice questions through the use of soft-
max scores obtained from a pre-trained QA model.
The variance in these scores is then calculated, with
higher variance indicating greater difficulty.

Lin et al. (2015b) controls the difficulty of quiz
questions through the selection of distractor an-
swers based on semantic similarity between linked
data items. This involves collecting both structured
RDF data and unstructured text, computing simi-
larity scores through K-means clustering, and gen-
erating questions and answers via template-based
methods. Importantly, the semantic similarity plays
a role in determining the difficulty level, with more

1https://huggingface.co/pricing
2We release all code and a set of three LLaMa-2 adapters

on GitHub.
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challenging questions featuring distractors exhibit-
ing higher semantic similarity.
Reinforcement Learning with Human Feed-
back. RLHF is a machine learning paradigm
that combines reinforcement learning with human-
provided guidance to steer language models to meet
the needs of users, finding frequent use in chatbot
and AI assistant settings (Ouyang et al., 2022). The
basis for most modern methods is the Proximal
Policy Optimisation (PPO) algorithm (Schulman
et al., 2017), which iteratively enhances the lan-
guage model’s policy to maximize cumulative re-
wards through interactions with a dataset or lan-
guage simulation. It collects experiences, evaluates
advantages, and updates the policy with a clipped
surrogate objective to ensure stability, gradually
improving the model’s performance.
Automatic Question Generation. Chen et al.
(2019) introduce a cross-entropy loss with a rein-
forcement learning-based loss function when train-
ing a gated bi-directional neural network for ques-
tion generation. In this context, the reward model
is optimising the semantic and syntactic quality of
the question. BLEU-4, as a reward function, opti-
mises the model for the evaluation metrics and the
negative Word Movers Distance component is used
to ensure semantic quality by maximising the simi-
larity between a generated sequence and a ground
truth sequence. Although question quality is main-
tained, other factors such as question difficulty are
not considered.

Self-critic sequence training (SCST) (Rennie
et al., 2017) uses a classical policy gradient method,
REINFORCE, which is a Monte Carlo method.
SCST computes rewards with n-gram token over-
lap as sub-sentence level rewards. Since training
sets often have limited questions, these training
rewards are arguably sparse, hindering the ques-
tion generation model from extrapolating beyond
the training distribution. Liu et al. (2019) adopt
a two-component reward for refining ill-formed
questions. Question wording is used as a measure
of short-term reward, and alignment between the
question and answer represents a long-term com-
ponent.

3 Method

To challenge the high cost of manual annotation
while maintaining quality and increasing difficulty,
we design and implement a robust system capable
of generating contextually relevant, coherent, and

challenging question-answer pairs from textual in-
put. The process follows the core methodology
of RLHF, deviating only in the use of synthetic
preference data to train a reward model. Rather
than explicitly defining the characteristics of diffi-
culty and risking failure to capture certain aspects,
we exploit the ability of leading question-answer
models to derive which questions are challenging,
and allow a reward model to extract the component
features of the task.

We task three QA models with answering all
questions in our validation split of SQuAD. These
questions are assigned a score based on the num-
ber of times they were answered incorrectly, which
are in turn used to generate pairwise preference
data. These pairwise samples enable the training
of a reward model (RM) for use in fine-tuning
a supervised model (SFT) on the task of ques-
tion generation using Proximal Policy Optimisation
(PPO)(Schulman et al., 2017).

We embed this synthetic RLHF process into a
greater pipeline for generating samples, shown in
Figure 2. This ensures the quality of the final
dataset. The pipeline also contains a set of rule-
based critics which are used to exclude samples that
are malformed and those with non-unique answers
in the source text. Samples are then deduplicated
using exact string matching.

The remainder of this section discusses each of
the relevant components of the pipeline and the
RLHF process.

3.1 Supervised Fine-Tuning
In our training process for question generation and
response formatting, we begin by employing a re-
formatted version of the SQuAD v1 training split
(see Table 1). The reformatting converts SQuAD
to the task of question-answer pair generation, as
shown in Figure 3. We select the "correct" answer
as the one that appears most frequently in the list
of answers for each question in the dataset, select-
ing randomly among the most common if there
is no victor. To ensure model robustness without
overfitting, the model undergoes a single epoch
of training, enabling it to effectively capture the
nuances of the task.

3.2 Reward Modelling
To control the difficulty of our generated questions,
we leverage the intrinsic properties present in chal-
lenging questions from SQuAD. To extract these
attributes, we employ three question answering
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Figure 2: Depiction of our dataset generation pipeline. Question-Answering models are first used to create pairwise
comparison data to train a reward model. An SFT model is trained on the train split of SQuAD and then fine-tuned
using the reward model, producing the RL model. When generating question-answer pairs for the final dataset,
generations are passed through the format critics to ensure data quality.

Instruction Write 1 answerable span extraction
question and provide the correct answer based on
the text.

Input ... Upon its arrival in Canberra, the
Olympic flame was presented by Chinese officials
to local Aboriginal elder Agnes Shea, of the Ngun-
nawal people. She, in turn, offered them a message
stick ...

Response Who received the flame from Chinese
officials in Canberra? (answer: Agnes Shea)

Figure 3: Example training sample from the reformatted
SQuAD dataset for use in supervised fine-tuning.

models that almost match or exceed human perfor-
mance on SQuAD v2 to evaluate our development
split: a RoBERTa-large model3, a DeBERTa-large
model4 and RetroReader (Zhang et al., 2020). Each
question is assigned a score based on the number
of models that failed to correctly answer the ques-
tion. These scores are used to place questions into
a pairwise ranking setup against other questions
for the same input context. Where a question’s
scores are equal, they are considered ties, and no
pairwise sample is created. We also record the mar-
gin, defined as the difference in score between the
chosen and rejected samples, to experiment with
the marginal ranking loss, as defined in Touvron
et al. (2023b).

3.2.1 Format Critics
To ensure the quality of the final dataset, we utilise
a collection of rule-based critics which we call For-
mat Critics. These critics have two main functions:
they remove questions that don’t adhere to the de-
sired format of Q? (answer: A); they ensure the

3deepset/roberta-large-squad2
4deepset/deberta-v3-large-squad2

provided answer is unique in the text, minimising
the number of ambiguous or impossible questions.
Samples that pass these critics are then dedupli-
cated using exact matching.

3.3 Reinforcement Training
We use Proximal Policy Optimisation (Schulman
et al., 2017) with multiple sets of adapters to reduce
the memory overhead during training, implemented
using the Transformers Reinforcement Learning
library (von Werra et al., 2020). A single base
model is used with separate LoRA adapters for the
policy, reference, and reward model components;
each is switched to perform the relevant aspect of
the reinforcement training process.

During early experiments, we found that train-
ing was often very unstable or resulted in low pass
rates at the format critic. To combat this, we added
a rule-based reward component to penalise gen-
erations that did not pass the format critic. This
simple function converts the reward to be the neg-
ative absolute reward in the case that samples are
malformed. Using a rule-based reward that manip-
ulates the original reward prevents the instability
caused by hard coding a fixed penalty and saves
the computational complexity and imperfection of
a second adapter-based reward model:

Ri =

{
−|Ri| if malformed
Ri otherwise

(1)

4 Experimental Setup

4.1 Models
We conduct our experiments with LLaMa2-7B-chat
and apply LoRA adapters to all linear layers for all
models. This drastically lowers the number of tun-
able parameters over full-finetuning, enabling train-
ing on a single A100 80GB GPU. We also make
use of Flash Attention 2 (Dao, 2023) to improve
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computational and memory efficiency. All LoRA
adapters share the same hyperparameters: a LoRA
rank of 16, as Dettmers et al. (2023) found rank to
have minimal impact on task performance while
enabling larger batches through reduced memory
usage. This memory efficiency further allowed us
to implement sample packing, particularly benefi-
cial with Flash Attention 2’s preference for minimal
padding. We set alpha to twice the rank 5, use a
dropout of 0.05 - shown optimal for 7B models by
Dettmers et al. (2023), and maintain LLaMa-2’s
BF16. As a baseline, we compare to LLaMa-2-7B-
chat in a zero-shot setting (see Appendix B).

We experiment with marginal ranking loss to
help distinguish between slight and significant dif-
ferences in question difficulty while training the
reward model. Under the hypothesis that the dif-
ficulty of a question is not independent of the as-
sociated passage of text, we also experiment with
training a reward model with and without the input
text attached. Results of these experiments can be
found in Appendix A.

4.2 Generation Settings

During generation, the model is tasked with produc-
ing a single output for each question in the training
set using nucleus sampling (Holtzman et al., 2020).
We maintain the original configuration for LLaMa-
2 with a repetition penalty of 1.1, top P of 0.7, and
top K of 0 but increase the temperature from 0.6 to
0.9 to increase the diversity of generations.

4.3 Data Splits

We base our splits off the original SQuAD to min-
imise the risk of data leakage. We maintain the
full train split unchanged as any model previously
trained on SQuAD will have seen the full train split.
We extract a test split of 500 contexts from the dev
split, ensuring no contexts appear in both the dev
and test splits. We extract 50 unique contexts from
the test split for a human evaluation of question
quality and answerability. In all cases, context-
question pairs were only kept if they fit into the
context length of LLaMa-2 when formatted in the
correct prompt format. All samples were formatted
into the three instruction components: instruction,
input, response as shown in Figure 3.

Only the dev set of our SQuAD dataset was used
to derive difficulty comparison data, to ensure the
reward model never sees the samples used for eval-

5https://lightning.ai/pages/community/lora-insights/#toc9

Split # Contexts # Questions
Train 18,891 87,599
Dev 1,567 8,038
Test 500 2,532

Human Test 50 50
Train comp. 1,107 8,394
Dev comp. 123 950

Table 1: Split of contexts and questions from SQuAD.
The comp. splits are derived from the dev split, used to
evaluate the performance of the reward model during
training.

uation. To evaluate the reward model, we extract
10% of the comparison contexts. Full dataset statis-
tics can be found in Table 1.

4.4 Evaluation Metrics
As our goal is to evaluate the difficulty of answer-
able questions, we provide the input passage, ques-
tion and answer to GPT-4o6 and Gemini-1.5-pro7

and ask whether the sample meets our specification
of validity. We take samples to be answerable if
they were unanimously labelled as such, and re-
ject all other samples. GPT-based evaluations have
demonstrated a robust alignment with human pref-
erences across various complex tasks in reference-
free settings (Fu et al., 2023; Liu et al., 2023). The
results of this analysis can be found in Appendix C.

To assess the quality of generated questions rel-
ative to our SQuAD test split, we intentionally
avoid n-gram based metrics such as BLEU (Pa-
pineni et al., 2002), ROUGE (Lin, 2004), and more
modern alternatives such as Q-Metrics (Nema and
Khapra, 2018), as we believe they restrict diversity
of generation, constraining the model to reference
questions and answers. We instead adopt the fol-
lowing reference-free metrics:

Syntactic Divergence provides a distance mea-
sure between two dependency paths which acts as
a measure of difficulty. Word-lemma anchors, com-
mon to both the question and answer sentence, are
first detected. A dependency path from the anchor
to the interrogative word (who, what, etc.) in the
question is compared to the dependency path be-
tween the anchor and the answer span in the answer
sentence using Levenshtein distance (Levenshtein
et al., 1966).

RQUGE calculates an acceptability-score by
generating an answer for the candidate question
and predicting the semantic similarity between the

6gpt-4o as of 1st June 2024
7gemini-1.5-pro as of 1st June 2024
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Model Total Valid (↑) DeBERTa (↓) RoBERTa (↓) RetroReader (↓)
SQuAD 2,532 (-) 0.68 0.68 0.65
ZeroShot 357 ± 14 (0.14) 0.644± 0.007 0.650± 0.007 0.629± 0.009
SFT 1252 ± 2 (0.49) 0.654± 0.012 0.653± 0.005 0.616± 0.015
PPO-input 1375 ± 18 (0.54) 0.601 ± 0.004 0.606 ± 0.003 0.582 ± 0.007
PPO-input-margin 1373 ± 4 (0.54) 0.612± 0.001 0.608± 0.005 0.587± 0.002

Table 2: Question-Answering model performance on each set of samples. Models were only supplied samples
which passed the format critics and were unanimously deemed answerable by GPT-4o and Gemini-1.5-pro. The
Total Valid column indicates this number of valid samples used during question answering. Accuracy is based on
exact match and results are mean and standard deviation across three sets of generated samples. Lower accuracy
indicates harder questions.

predicted answer and the gold answer provided
by the user. In our setup, this metric acts as an
assessment of both the question and answer quality
(Mohammadshahi et al., 2023).

QAScore attempts to align AQG evaluation to
human judgements. Question-answer pairs are eval-
uated by summing log-probabilities of RoBERTa
correct token predictions for all words in the an-
swer when masked individually. QAScore claims
to show strong correlation with human judgement
(Spearman r = 0.864) (Ji et al., 2022).

Self-BLEU assesses how similar questions are
to other questions generated for a given context.
Each question is taken as a hypothesis and the oth-
ers as a reference for the BLEU calculation. The
self-BLEU is taken as the average BLEU for the
question collection (Zhu et al., 2018).

5 Results and Discussion

Model Accuracy. To measure performance, we
observe the difference in prediction accuracy for
QA models on each dataset. Table 2 shows that in
all cases of PPO training, we observe a decrease in
average model prediction accuracy and an increase
in the total number of valid generations. The con-
sistent decrease in absolute prediction accuracy for
all models when using the PPO trained models over
both zero-shot and SFT signifies an increase in av-
erage question difficulty. The SFT process vastly
improves the model’s ability to generate valid ques-
tions. The PPO process further bolsters this capa-
bility which illustrates that the model is learning
the intrinsic properties of high-quality questions.
The performance of the reward models, shown in
Appendix A, is reflected here, showing lesser de-
grees of improvement for those models fine-tuned
without access to the input passage.
External Metrics. Figure 4 shows results for the
reference-free metrics. RQUGE is clearly effective

at discriminating between human-written SQuAD
samples, those generated by the fine-tuned mod-
els and the zero-shot examples, but it is unable to
separate out the SFT and PPO results. The par-
ticularly high score for SQuAD could in part be
due to data leakage as the answer generation model
for the metric was trained on SQuAD (Khashabi
et al., 2022). This would indicate why our newly
generated questions might score lower as it cannot
have memorised the answer. Syntactic divergence
results for the SQuAD test split and all trained
model generations follow a consistent distribution
but the zero-shot results appear much better, de-
spite having a higher average prediction accuracy
than the SFT and PPO models. Zero-shot obtaining
higher syntactic divergence could stem from the
general purpose language generation objective of
LLaMa-2-chat. This could cause the model to gen-
erate boilerplate text which distances the structure
of the question from that of the answer sentence
but doesn’t necessarily result in a more difficult
question. QAScore proves uninformative, only be-
ing able to subtly identify SQuAD samples from
model generated samples. Self-BLEU indicates
that SQuAD samples are the most diverse, which is
to be expected, but that zero-shot samples exhibit a
distinct lack of diversity when compared with fine-
tuned models. This result is, in part, misleading as
Self-BLEU was only calculable for input passages
with at least two valid questions. As the number
of valid generations was so low for the zero-shot
model, the cases where multiple valid questions
were generated for a context was disproportion-
ately in favour of identical generations.

In general we find the reference-free metrics to
show limited correlation with model prediction ac-
curacy and an ability to differentiate human written
samples from model generations. We believe this
is evidence for the continued need for more reli-
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Figure 4: Distribution of reference free metrics results for each model’s generations based on our SQuAD test set.

able, reference-free evaluation tools for question
generation.
Human Evaluation. To evaluate question quality,
we conduct a human evaluation on a subset of 50
passages from the test split. Each input passage
and question is filtered through the format critic
then provided to two annotators who select either
the correct answer span or indicate that the ques-
tion cannot be answered. In the case of annotator
disagreement or the annotated answers differing
from the model generated answer, the annotator re-
sponses and the model answer are provided to two
new annotators who both select which responses
are appropriate. We allow annotators to select mul-
tiple responses as correct but only include those
that were selected unanimously by both annotators
as valid. We observe an agreement of κ = 0.7975
between annotators. The results of this evalua-
tion, shown in Table 3, displays an equivalent or
improved rate of answerability when fine-tuning
with PPO; the answerability proportions for each
dataset are roughly equivalent to those presented in
Table 2. This further corroborates the efficacy of
our approach.

The results demonstrate that reinforcement learn-
ing can effectively manipulate question difficulty,
while highlighting important avenues for future
work. While SQuAD’s synchronic nature served
our experimental needs, cultural heritage datasets
typically present diachronic challenges that add
complexity to question generation. Although spe-
cialised diachronic models exist Drinkall et al.
(2024), they lack the extensive training of general-
domain LLMs. However, these larger models’ ex-
posure to historical corpora, combined with their
advanced instruction-following capabilities, sug-

Model Full Partial
ZeroShot 0.10 0.14
SFT 0.52 0.60
PPO-input 0.52 0.64
PPO-input-margin 0.56 0.64

Table 3: Results of human evaluation for question qual-
ity. Full indicates that the model generated answer was
a valid answer according to the format critics and iden-
tified by human annotators and Partial indicates that
the sample passed format critics and a valid answer was
identified for the question but the model generated an-
swer did not match.

gests potential for manipulating temporal complex-
ity as an additional dimension of question difficulty.

5.1 Error Analysis

Failure Modes. At a high level, we can observe
the reasons for sample rejection for each model.
As shown in Figure 5, the zero-shot model is gener-
ally unable to generate samples that have a single
answer span in the text, despite exactly specifying
this in the prompt. The high number of incorrectly
formatted samples was a result of only a question
being generated or neither a question nor answer
being generated. For all the trained model vari-
ants, the dominant failure mode was unanswerable
questions. As shown in Appendix C, each of the
fine-tuned models show a similar proportion of
otherwise valid samples being unanswerable. The
answerability rate could potentially be improved by
generating candidate answers, as in (Zhang et al.,
2022), and passing an input passage and answer to
the question generation model.
Positional Bias. One interesting phenomenon is
the positional bias in where the model chooses to
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Figure 5: Error distribution of questions for SFT, ZeroShot, and the two best performing PPO variants.

Figure 6: Position of answer span, merged to be a sin-
gle word, as a proportion of the way through the input
passage when split into words. SQuAD positions are
selected from our test split and answers are chosen to
be the most common from the list of suitable answers.
Neither invalid nor exact duplicate questions are consid-
ered.

generate answers. To calculate positional bias, we
treat the full answer span as a single "word" and cal-
culate the proportion through the input paragraph
in which the answer word appears. As seen in Fig-
ure 6, the zero-shot positional bias is less severe
than in the other datasets. The positional bias of
SQuAD is clearly seen as, after training on the
dataset, all models exhibit this same preference for
the beginning of input passages. The clear bias
observed in the zero-shot model, despite not being
fine-tuned, is documented in other tasks such as
LLM ranking (Wang et al., 2023; Li et al., 2023)
and in summarisation where introductory content is
favoured (Ravaut et al., 2023). A potential remedy
is to supply the model with a sliding window of
sentences across the context paragraph to force the
model to generate questions throughout the text.

While this would improve the diversity of a final
dataset, it may have the adverse effect of limiting
the range of dependencies, restricting potentially
challenging questions across the whole text.

Hallucinated External Knowledge. Where am-
biguous references to specific entities exist in the
input passage such as the museum collection, the
models frequently attempt to fill in which entity
is being referred to. From a context containing
ambiguous references to an unnamed museum, the
questions What year did the Tate acquire the statue
of St John the Baptist?, How many works does
Rodin have in the British Museum’s collection?
were generated across both the SFT and PPO mod-
els; the examples consistently passed LLM evalua-
tions of answerability. This suggests the solution
to this problem is more holistic and requires im-
provements at a foundational model level to resolve.
We could resolve this at a critic level through more
careful prompting, however, this returns to our orig-
inal and intractable task of textually describing a
complex task. A more holistic solution could be to
adapt PPO with functional grounding (Carta et al.,
2023) to be a pure text task. However, this may
lower the quality of questions as it could discourage
the use of implicit or complementary knowledge.

Unidirectional Relationships. A strategy to in-
crease the difficulty of questions is to invert re-
lationships found in the text. The models some-
times misappropriate this tool, resulting in invalid
questions such as the question What did the Ming
dynasty represent? from a passage containing ...ex-
plorer Zheng He representing the Ming Dynasty....
Knowledge graph assisted generation could help
to resolve these logical inconsistencies (Lin et al.,
2015a). However, expecting our target demograph-
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ics, emerging domains, to possess high-quality
knowledge graphs is an unreasonable assumption.

6 Conclusion

In this paper, we introduce a low-cost methodology
for generating challenging MRC datasets to meet
the growing need for evaluation datasets in the cul-
tural heritage sector. By using high-performing
question-answering models to identify the most dif-
ficult questions, we were able to create synthetic
pairwise data for training a reward model. Rather
than manually defining question difficulty, our ap-
proach allows the model to learn and extract these
features autonomously, leading to a significant im-
provement in the difficulty of questions generated
for evaluation.

With this said, we trained on a general domain
dataset in order to single out the training behaviour,
in doing so losing many of the characteristic fea-
tures of heritage datasets. In future work we will
examine how the training paradigm fares under
the unique challenges presented by such a varied
industry.

Although this work was produced to meet the
evaluation demands of our ongoing work in RAG at
our institution, we also highlight that the approach
can work in any domain and that with some modi-
fication, it could be used to augment other dataset
formats. We believe this approach can be extended
further, allowing for the manipulation of multiple
abstract properties simultaneously through multi-
reward model setups (Wu et al., 2023).

Limitations

This project only shows the suitability of the
method on a single model. In future work, we
seek to address this by performing a more compre-
hensive review of the approach across a range of
model sizes and architectures. We also acknowl-
edge that this method currently only addresses an-
swerable questions while most contemporary QA
datasets utilise both answerable and unanswerable
questions. Finally, despite using LoRA and multi-
adapter training, we still required approximately 15
GPU hours on an A100 80GB which restricts the
potential audience for this approach. Evaluating
smaller models or quantisation will enable greater
access to this project’s benefits.
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A Reward Model Performance

To understand the relative contributions of marginal
ranking loss and the use of the input when training
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Model Accuracy (%)
RM 63.66
RM-input 70.69
RM-margin 62.39
RM-input-margin 70.38

Table 4: Accuracy of reward model variants based on the
test split of the comparisons dataset. input indicates that
the model was trained with the question and associated
text passage as input and margin indicates that marginal
ranking loss was used.

reward models to discriminate based on difficulty,
we trained all four permutations of settings on the
whole training split of the comparisons dataset and
evaluated on the test split. As shown in Table 4,
the inclusion of the input text had a very significant
impact on performance. This was expected as the
difficulty of a question is not independent of the
related passage. Surprisingly, marginal ranking
loss had a very slight negative impact on reward
model performance. We believe this could be due
to the fact that features of difficulty are very subtle
and the marginal component may have caused too
significant adjustments due to higher loss values.

B Obtaining Zero-Shot Model
Generations

To obtain zero-shot generations, we adopt a slightly
different approach. To avoid overconstaining the
output of the model, we adopted a two-stage pro-
cess. LLaMa-2-7b-chat was first tasked with gen-
erating a question-answer pair based on the text,
unconstrained. We then passed this output back
into the model with the task of extracting the ques-
tion and answer components and placed them into
a JSON file with the keys question and answer. We
used the same, high temperature of 0.9 for generat-
ing the samples and a much lower temperature of
0.2 for extracting into a JSON to reduce the chance
of models altering the generated sequences while
structuring them.

C API-Based LLM Answerability
Annotation

To ensure that we evaluate performance on as high-
quality questions as possible, we extract only those
questions deemed answerable, by our definition, by
both GPT-4o and Gemini-1.5-pro. Table 5 shows
that the zero-shot samples had the highest rate of
predicted answerability; each other variant shows

Following is a text, a question and an answer. You
must determine whether the provided answer is a
correct span-extraction response to the question.
If there are multiple plausible answers in the
text, the answer should be the most relevant
or accurate one. If there are multiple equally
plausible answers in the text, respond "NO". If the
provided answer is incomplete or contains excess
information, respond "NO". If the answer does
not correctly answer the question, respond "NO".
Only if the answer is correct and does not breach
the aforementioned requirements, respond with
"YES".
Text: ... Upon its arrival in Canberra, the Olympic
flame was presented by Chinese officials to local
Aboriginal elder Agnes Shea, of the Ngunnawal
people. She, in turn, offered them a message stick
...
Question: Who received the flame from Chinese
officials in Canberra?
Answer: Agnes Shea

Respond with only "YES" or "NO" in response
to this task. Do NOT provide any other text or
reasoning.

Figure 7: Example prompt and response to GPT-4o (gpt-
4o as of 1st June 2024) and Gemini-1.5-pro (gemini-1.5-
pro as of 1st June 2024).
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Model Answerable (↑) Unanswerable (↓) Undetermined (↓) Cohen’s κ (↑)
ZeroShot 0.73 0.14 0.13 0.61
SFT 0.64 0.20 0.16 0.62
PPO 0.64 0.20 0.16 0.62
PPO-input 0.62 0.20 0.18 0.58
PPO-margin 0.62 0.19 0.19 0.56
PPO-input-margin 0.63 0.21 0.16 0.62

Table 5: Results of answerability task posed to GPT-4o and Gemini-1.5-pro. Results represent the proportion of
samples that are answerable, unanswerable and undecided, taken from those samples which passed the format critic.

very consistent rates of answerability. This out-
come should be tempered by the results in Figure 5
which indicates that the zero-shot model had an
extremely high failure rate in many other regards.
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Abstract

The advent of Large Language Models (LLMs)
substantially raised the quality and lowered the
cost of Machine Translation (MT). Can schol-
ars working with ancient languages draw ben-
efits from this new technology? More specif-
ically, can current MT facilitate multilingual
digital papyrology? To answer this question,
we evaluate 9 LLMs in the task of MT with 4
Coptic and 4 Ancient Greek ostraca into En-
glish using 6 NLP metrics. We argue that some
models have already reached a performance
that is apt to assist human experts. As can be
expected from the difference in training corpus
size, all models seem to perform better with
Ancient Greek than with Coptic, where hallu-
cinations are markedly more common. In the
Coptic texts, the specialised Coptic Translator
(CT) competes closely with Claude 3 Opus for
the rank of most promising tool, while Claude
3 Opus and GPT-4o compete for the same posi-
tion in the Ancient Greek texts. We argue that
MT now substantially increases the incentive to
work on multilingual corpora. This could have
a positive and long-lasting effect on Classics
and Egyptology and help reduce the histori-
cal bias in translation availability. In closing,
we reflect upon the need to meet AI-generated
translations with an adequate critical stance.

1 Introduction

Translations have been the cornerstone of schol-
arly activity in the fields of Classics and Egyptol-
ogy since their inception, serving both academic
and public dissemination purposes (Balmer, 2009;
Westerfeld, 2016). The initial preference for Latin
as the target language for translations reflects its
status as the scholarly lingua franca during the
early phase of these disciplines (Lockwood, 1918;
Burke, 2017) . Over the centuries, there has been a
steady transition to vernacular languages in order
to make scientific content more accessible for an at-
tempt to partly reverse this transition; See Merisalo

2015 for the example of the Italian language). In
contemporary practice, English has emerged as
the preferred lingua franca, broadening the acces-
sibility and scope of translated texts (Nørgaard,
1958). This article focuses specifically on English
translations in a field tangent to both Classics and
Egyptology, namely digital documentary Papyrol-
ogy1. In this specific area of study, interdisciplinary
communication between Classics and Egyptology
have improved slightly in last decades (van Min-
nen, 1993, 14). However, English translations of
primary sources are not yet widely available on the
Web, as the next section shows.

Currently, virtually all available translations of
ancient Greek and Coptic texts have been made by
human experts. The coverage of those translations
reveals major disparities. On Papyri.info2 as of 5
May 2024, 59,955 Greek texts with transliteration
are available, but only 5,678 are accompanied by
translations in English, and 628 in other languages,
i.e. around one tenth of the total corpus. The sit-
uation is even more critical for Coptic, where out
of 2,099 texts, 2,049 are untranslated, and only 50
texts are available in English, French or German,
that is less than one per cent of the total corpus.
If other translations exist, they are mainly printed
and are not easily accessible online, making them
unsuitable for research in digital papyrology.

Meanwhile, the landscape of AI-generated trans-
lations has evolved considerably, from simple rule-

1“Digital Papyrology can be defined as the whole set of
electronic resources and methodologies aimed at creating,
storing, accessing, processing, and publishing information
pertaining to research and study in the various fields of interest
of the papyrological discipline.” (Reggiani, 2017, 8).

2“Papyri.info has two primary components. The Papy-
rological Navigator (PN) supports searching, browsing, and
aggregation of ancient papyrological documents and related
materials; the Papyrological Editor (PE) enables multiauthor,
version controlled, peer reviewed scholarly curation of pa-
pyrological texts, translations, commentary, scholarly meta-
data, institutional catalog records, bibliography, and images.”
https://papyri.info/ [Accessed: 24/05/2024].

463



based systems to sophisticated machine learning
models. Early efforts in computer-aided translation
were fundamental, but limited in terms of accuracy
and scope. In recent years, the adoption of ma-
chine learning models has significantly improved
the quality of translations. Since its launch in 2006,
Google Translate (Wu et al., 2016) has long been
the benchmark for machine translation tools, de-
spite the initial lack of support for languages such
as Coptic or ancient Greek.3 More recently, DeepL,
introduced in 2017, has set new standards for the
accuracy of machine translations (although it does
not include the languages in question). The most
advanced development in this area concerns large
generative multimodal language models (LLMs),
which are serious contenders for complex transla-
tion tasks (Yang et al., 2024; Gaspari, 2024).

1.1 Research Question

1.1.1 General Research Problem
Given the obvious gaps in translation in the fields
of Classics and Egyptology, especially with respect
to Digital Papyrology, this study will investigate
whether MT can effectively fill these gaps today.
The central question concerns the ability of mod-
ern AI-driven tools to provide accurate and reli-
able translations for ancient documents that remain
largely untranslated or not digitised.

1.1.2 Specific Research Objectives
The objective of this study is to evaluate the effec-
tiveness of MT systems in facilitating multilingual
digital papyrology. This includes a comprehensive
examination of the performance of these technolo-
gies in translating Coptic and Ancient Greek, two
common languages in this field (Vierros and Hen-
riksson, 2017; Dahlgren, 2018). To this end, our
methodology is structured as follows:

Evaluation of the MT of Coptic texts (Section
2): We first introduce four Coptic texts (2.1). Then,
we introduce 6 NLP metrics to evaluate the perfor-
mance of 9 LLMs: the Coptic Translator, a LLM
specialised on the task of Coptic-English as well
as 8 generic LLMs (2.2). Evaluation of Ancient
Greek texts (Section 3): Similarly, four Ancient
Greek texts are presented as close equivalents to
the four Coptic texts in form and content (3.1). In a
second step, we describe how the same LLMs used
to translate Coptic texts fare in the same task in this

3Generally, the production of textual corpora, which can
be training data for machine translation, has been much less
in Coptic than in Greek; cf. Clackson (2004).

other ancient language (3.2). Comparative analysis
(Section 4): on the basis of all produced results
of MT for Coptic and Ancient Greek, we discuss
the overall impact of AI-generated translations on
the field of digital papyrology. Future directions
(Section 5): The study closes with a discussion of
the potential future implications of integrating MT
into academic research and public dissemination.

In sum, the aim of this pilot study is to provide
some empirical information on the current practical
capabilities of AI in translating ancient texts and to
stimulate debate on its strategic integration in the
fields of Classics and Egyptology.

2 Evaluating Coptic-English MT

2.1 Four Coptic Texts

To evaluate the performance of Machine Transla-
tion (MT) on Coptic texts, we selected four rel-
atively well-preserved documentary letters writ-
ten on ostraca from the IFAO (Institut français
d’archéologie orientale) collection: TM 874362,
874363, 874364, and 874365, which are unlikely
to be used in the training of the existing LLMs.4

• TM 874362/ IFAO OC 252 (C 1906): 11 x 11
cm. VII CE, Western Thebes. Late Roman
Amphora 7, Letter from Petros concerning a
church vessel of Apa Menas in Ape (Luxor).

• TM 874363/ IFAO Inv. OC 275 (C 1917): 16
x 10 x 1.2 cm. VII-VIII CE, Theban region.
Late Roman Amphora 7, Letter from the sick
Antonios to Petros, asking for money, possibly
to buy medicine.

• TM 874364/ IFAO Inv. OC 104 (C 1916): 10
x 9.5 cm. VII CE, Theban region. Letter from
Psmoei to a deacon announcing the repayment
of a tremissis and requesting lentils. Fragment
of a red Pseudo-Aswanese Late Roman Am-
phora.

• TM 874365/ IFAO Inv. OC 270 (C 1879): 17
x 11 cm. VII-VIII CE, Thebes(?). Pseudo-
Aswanese pottery. Letter concerning ex-
change of crops, vegetables, dates, arax
(legume), and oil between several individu-
als.

4Later, more comprehensive studies will benefit from using
a larger sample size. This preliminary study chooses to limit
its scope to a few short texts that are rather homogeneous in
content.
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These texts were chosen to cover a range of
preservation states (TM 874362 and TM 874365
are well-preserved, TM 874364 is sufficiently well-
preserved, TM 874363 is partially preserved) and
standardized character lengths (averaging about
225 characters). Ground truth reference trans-
lations were produced by Coptic scholars under
the supervision of two eminent experts (Anne
Boud’hors and Esther Garel; see Boud’hors and
Garel, 2019).

2.2 Assessing Coptic-English MT

2.2.1 LLMs
We compared the output of 9 LLMs on the MT
task: The dedicated Coptic Translator model.
GPT model family:5 GPT-4o, GPT-4, GPT-3.5.
Claude model family: Claude Opus, Claude Son-
net, Claude Haiku. Gemini model family: Gemini
Advanced, Gemini.6

The Coptic Translator (Enis and Megalaa, 2024),
developed by Maxim Enis and Andrew Megalaa
from Williams College Computer Science Depart-
ment, is the first contextual machine translation
system for the Coptic language. The authors cre-
ated the system by fine-tuning pretrained multilin-
gual transformer models on limited Coptic-English
parallel data and employing techniques such as ro-
manization, back-translation, and transfer learning,
resulting in strong translation performance on re-
ligious Coptic texts. The translator provided the
first-ever English translations for over 5,700 pre-
viously untranslated Coptic sentences and will be
open-sourced and made freely available online to
assist Coptic language learners, scholars, and those
working to revive the language.

2.2.2 Metrics
To quantitatively assess translation quality, we em-
ployed 6 metrics from the field of natural language
processing (NLP):

• “school”: a custom metric designed to mimic a
human approach to the task of MT evaluation
(see Figure 1).7

5Models within a family are listed in decreasing recency.
Model size and performance are generally correlated.

6Since the conception of this paper, several significant
LLMs have been released, including OpenAI’s o1-mini and o1-
preview. These newer models will be incorporated into future
studies, with the goal of generating more robust quantitative
results compared to the preliminary findings presented in this
proof-of-concept study.

7Similar to a teacher correcting a test at school, this metric
counts “mistakes” (words absent either from the base or tar-

• Levenshtein distance: character-level edit dis-
tance.

• BLEU (BiLingual Evaluation Understudy; Pa-
pineni et al. 2002): n-gram precision with a
brevity penalty. To add reliability, we used
the standardised version, SacreBLEU (Post,
2018).

• TER (Translation Error Rate; Snover et al.,
2006): word-level edit distance.

• METEOR (Metric for Evaluation of Trans-
lation with Explicit ORdering; Banerjee and
Lavie, 2005): alignment-based metric.

• ROUGE (Recall-Oriented Understudy for
Gisting Evaluation; Lin, 2004): n-gram recall.

import difflib

def school_metric(base_text, text,
↪→ weights={'reused_diff': 0.5, '
↪→ not_reused_or_present': 1}):
words1, words2 = set(base_text.split

↪→ ()), set(text.split())
#SequenceMatcher algorithm
reused_diff = sum(1 for w1 in words1

↪→ if difflib.get_close_matches
↪→ (w1, words2, n=1, cutoff=0.8)
↪→ and w1 not in words2)

not_reused_or_present = len(words1.
↪→ symmetric_difference(words2))

score = (weights['reused_diff'] *
↪→ reused_diff +

weights['
↪→ not_reused_or_present
↪→ '] *
↪→ not_reused_or_present
↪→ )

return score

Figure 1: Python code of “school” scoring

These metrics capture different aspects of simi-
larity between the MT and human reference transla-
tions. Levenshtein and TER measure the amount of
editing required to transform one text into the other.
BLEU, METEOR (optimised to evaluate MT) and

get text) and “half-mistakes” (words reused in target text but
slightly modified).
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4 Coptic Texts 4 Greek Texts
metric top3models meanscore top3models meanscore

gemini (71.75) gpt_3.5 (45.38)
school gemini_advanced (67.00) 58.14 gemini (40.88) 37.03

gpt_4o (61.25) gpt_4 (38.50)

gemini_advanced (312.50) gpt_3.5 (188.25)
levenshtein gpt_4 (237.25) 223.78 gpt_4 (157.25) 148.16

gemini (236.75) gemini (156.75)

gemini_advanced (1.27) gpt_3.5 (0.63)
ter gpt_4 (0.99) 0.92 gemini (0.55) 0.50

gemini (0.95) gpt_4 (0.53)

claude_opus (20.02) gpt_4o (39.63)
sacrebleu claude_haiku (11.52) 5.98 claude_opus (37.18) 30.89

coptic_translator (8.43) claude_sonnet (33.89)

claude_opus (0.46) claude_opus (0.67)
meteor claude_haiku (0.35) 0.23 gemini_advanced (0.65) 0.60

coptic_translator (0.30) claude_haiku (0.65)

claude_opus (0.44) claude_opus (0.65)
rouge claude_haiku (0.37) 0.25 gpt_4o (0.64) 0.59

coptic_translator (0.34) claude_haiku (0.61)

Table 1: Raw metric results

ROUGE (optimised to evaluate machine summa-
rization) evaluate the degree of word and phrase
overlap. Together, they provide a multifaceted view
of translation quality. While more recent and so-
phisticated metrics like METEOR and ROUGE
may be better markers, metrics on the other side of
the spectrum behave in a more straightforward way
and thus represent a bridge from human qualitative
evaluation to more complex metrics.

2.2.3 Results (Coptic Texts)8

The results of comparing nine preprocessed9 trans-
lations made by different LLMs across four Coptic
texts are illustrated in Table 1 and Figure 2. Each
graph represents one of the Coptic texts, with the
x-axis showing different evaluation metrics and the

8The code used to obtain these results can be found at
https://github.com/somiyagawa/GreekCopticMTEval.

9Given the low number of texts involved in this pilot study,
we opted for a semi-manual normalisation and preprocessing
of the strings involved to make the metrics more meaning-
ful. In addition to common steps like lowercase punctuation
removal, we also made more case specific choices. For exam-
ple, some archaic expressions were modernised (“thou art”→
“you are”) and the spelling of names was uniformized (-os/-us
ending). The complete steps involved will be made avail-
able together with all other results in a jupyter notebook upon
acceptance of this paper.

y-axis displaying scaled, directionally normalised
values of these metrics.

For texts TM 874362 and TM 874363, the spe-
cialized Coptic Translator model and the general-
purpose Claude Opus performed consistently well,
achieving scores near the top across most metrics.
Claude Haiku also showed relatively high perfor-
mance but lagged slightly behind the top perform-
ers. The Gemini and Gemini Advanced models
exhibited lower performance, with scores dropping
significantly in certain metrics, particularly TER
and ROUGE. Other models, such as GPT variants
and Claude Sonnet, displayed mixed results, per-
forming well in some metrics and poorly in oth-
ers. A similar trend was observed for TM 874364,
where Claude Opus, Claude Haiku and the Coptic
Translator emerged as strong performers. How-
ever, TM 874365, which is in a poor preservation
state, posed challenges for all models, leading to
generally lower scores and greater variability. The
Gemini models and some GPT variants, in partic-
ular, struggled significantly with this text, indicat-
ing difficulty in handling degraded source material.
The specialized Coptic Translator model and the
general-purpose Claude Opus and Haiku achieved
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Figure 2: Scaled metrics evaluating LLMs’ MT (Coptic texts)

the strongest results across the four texts. Claude
Opus performed best, obtaining the highest scores
on two out of four texts. In contrast, the GPT
and Gemini model families struggled to produce
viable translations, often generating largely irrel-
evant or incoherent text. When comparing across
the four texts, all models found TM 874365 the
most difficult, likely due to its poor preservation
state. The texts in good condition, TM 874362 and
TM 874363, yielded the best translation quality
overall. This highlights the significant impact that
the physical deterioration of source material can
have on the MT process.

Examining the different metrics, we observe
reasonable agreement in model rankings between
“school”, Levenshtein, TER, and METEOR. How-
ever, ROUGE scores exhibit more variability, sug-
gesting that n-gram recall may be less reliable for
ancient languages. In summary, the Coptic Trans-
lator, Claude Haiku, and Claude Opus demonstrate
the potential for usable MT of Coptic texts, al-
though challenges remain with heavily damaged
ostraca. The GPT and Gemini models appear un-
suitable for this domain based on their inability to
generate meaningful translations. GPT and Gemini
tend to output Biblical quotations triggered by a
proper name in the text. In the next section, we turn
our attention to Ancient Greek to explore whether
these findings generalize to another historically sig-

nificant language.

3 Assessing Ancient Greek-English MT

3.1 Four Greek Texts

To compare the MT metrics obtained with the four
coptic letters on ostraca, we selected four Greek
texts of similar length that are also letters on os-
traca: TM 817896, 89219, 89224 and 42504. For
each of them, an openly available English trans-
lation made by human experts is provided on Pa-
pyri.info.

• TM 817897/ Pap.Lugd.Bat. 23 S. 7: 9 x 11.3
cm. II CE, Thebes. It is clearly a business
letter, but since it is broken away at the right,
the exact transaction between sender and ad-
dressee is not completely clear.

• TM 89219/ O.Ber. II 193: 9.3 x 8.7 cm. I CE,
Berenike. is also a fragmentary business letter.
Its end is missing, the opening and the first
requests are preserved.

• TM 89224/ O.Ber. II 198: 11.5 x 9.5 cm. I CE,
Berenike. From the same historical context as
TM 89219, it seems to be complete. It also
discusses one business-like matter together
with more social elements.
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• TM 42504/ O.Mich. I 91: 12.9 x 12.7 cm.
III CE, Arsinoites. It is arguably in the best
preservation state. This letter seems to have
been sent mainly in order to obtain the favor of
using borrowed oxen for an extended period
of time.

3.2 Results (Ancient Greek Texts)

Notably, there seem to exist no equivalent of the CT
for Ancient Greek-English translation yet. Table 1
and Figure 3 shows the metrics of the translations
by the other eight LLMs. Looking at the scaled
metrics across the four chosen texts, we note the
following: Claude Opus, the best generic LLM in
Coptic-English translation, seems to remain com-
petitive in Greek-English translation too. Notably,
the two other Claude models, Sonnet and Haiku,
also perform well here. The latest model GPT-
4o makes the most visible relative improvement
and distances itself visibly from its predecessors
GPT-3.5 (the worst performing model) and GPT-4,
except in TM 817896. Upon inspection of the raw
values, this text has been translated comparatively
similarly across all models. We suspect this is due
to its rather basic vocabulary and syntax. While
Gemini Advanced scores better overall than its base
model, the difference is not as pronounced, similar
to the three Claude models but with slightly worse
results.

From a Qualitative point of view, all models
have performed better than expected, the amount
of hallucinations differed radically from the one ob-
served in translations of Coptic. In the next section,
we explore whether unscaled quantitative metrics
confirm this impression.

4 Comparing Results (Coptic and Greek)

Figure 4 shows the mean performance all surveyed
LLMs achieved on one given metric at text level.
It reveals that all MTs of Ancient Greek texts ob-
tained better scores than their Coptic equivalents on
those metrics. We note that the gap is even bigger
in more complex, possibly more meanigful metrics
like SacreBLEU and METEOR.

We explain this perceived difficulty of current
LLMs to translate Coptic texts at the level of An-
cient Greek texts with the likely very large gap
in available training corpus for each corpus. This
cannot be said in certainty for LLMs that are not
open source, but a recent digital contribution esti-
mated the overall size of Coptic digital papyrology

to 102,080 words across 1,973 texts. This repre-
sents about two percent of the Greek equivalent,
4,926,263 words across 58,975 texts (Riaño Ru-
filanchas, 2024). Otherwise, no likely secondary
factors have been found that contribute to the dif-
ference in MT performance. The length or com-
pleteness of the text appears unlikely to play a role
in the eight chosen texts. (Cf. Riaño Rufilanchas,
2024)

5 Future Directions

This study examines Coptic/Greek-English MT by
LLMs in only eight texts and could be scaled and
improved in multiple directions.

• Latin and other ancient languages could be
included in the evaluation process. Doing
so could reveal nuances in translation perfor-
mance beyond mere training corpus size.

• While human translations were used as ground
truth, we acknowledge that experts vary in
their translaring styles and preferences. Future
studies might benefit from gathering transla-
tions from the same human expert en masse.

• The MTs were retrieved by accessing the Chat
UIs respective to each model family and in-
putting a basic prompt (for example: “trans-
late this text” + target string). Developing a
more complex prompting pipeline might im-
prove performance.

• Similarly, accessing the LLMs via API rather
than via a Chat UI would allow to fine-tune
the models and could alter the overall perfor-
mance. This would also allow to collect large
samples of translations for one individual an-
cient text and to better study variance within
a given model.

• Experiments conducted during research for
this paper suggest that the directionality of
the translation greatly affects performance.
English-Ancient Greek translation beared
comparatively worse results than its counter-
part. Many LLMs refused to perform English-
Coptic translation altogether, or produced
strong hallucinations with close to no ground-
ing in the original prompt. This anecdotical
experience suggests that back translation is a
promising task to evaluate in the future, albeit
current models will liekly yield poor results
in this task.

468



0

0.5

1

school
levenshtein

ter sacrebleu

meteor
rouge

0

0.5

1

school
levenshtein

ter sacrebleu

meteor
rouge

gpt_3.5

gpt_4

gpt_4o

gemini

gemini_advanced

claude_haiku

claude_sonnet

claude_opus

Comparing nine MTs for four Ancient Greek texts
Metrics

S
ca

le
d 

V
al

ue
s

tm_817896 tm_89219

tm_89224 tm_42504

Figure 3: Scaled metrics evaluating LLMs’ MT (Ancient Greek texts)

In sum, many steps could be taken to improve ei-
ther the MTs themselves or their critical evaluation.
However, we note that performance related consid-
erations are not the sole concern of the scholarly
assessment of MT.

• In this pilot study, paid models did not over-
whelmingly outperform their free equivalents.
However, this may be specific to the task as
we defined it. In the face of the rapid changes
in the AI industry, it can not be excluded that
this will change.

• We advocate for a rethinking of translations in
digital datasets of ancient texts in the LLMs
era. Despite their high quality, translations by
human experts are limited by the availability
of specialists and not systematically added to
open source databases due to a lag in publish-
ing practices.

• There is a need for a deeper reflection upon the
shared and distinct goals in MT between the
industry and academia. For example, output
speed is a metric current models are compet-
ing over while it bears close to no significance
in the context of academic MT, where transla-
tion quality is preferred over all other aspects.
Altered behaviour in translating sensitive con-
tents is another aspect where academia and
industry might have unaligned wants.

6 Conclusion

The results presented in this paper serve as rec-
ommendations for leveraging currently available
Large Language Models for the Machine Trans-
lation of Ancient Greek and Coptic texts. Egyp-
tologists and Classicists seeking to focus on just
one of the nine models evaluated will find the spe-
cialised Coptic Translator or the Claude model fam-
ily most beneficial. Although the best-performing
version, Claude Opus, requires a paid subscrip-
tion, the lighter Haiku and Sonnet models produced
nearly equivalent results for Ancient Greek. The
success of the Coptic Translator, a smaller spe-
cialised tool fine-tuned from a larger model, stands
out in the context of increasingly capable general-
purpose models. GPT-4o, the newest model in-
cluded in this pilot study, did not show significant
improvement for Coptic but did for Ancient Greek.
Aside from GPT-3.5, which consistently underper-
formed, the other three models form a middle tier
in performance. However, scholars are not limited
to selecting only one model, especially given the
rapid development and deployment of new models,
alongside related ethical considerations. We advo-
cate for the joint use of multiple models to provide
the best support for human experts.

Clearly, more work is needed to fully understand
how scholars can benefit from LLM-powered trans-
lations. Nevertheless, it is evident that multilin-
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Figure 4: Distribution of mean raw metrics

gual Digital Papyrology will benefit from the semi-
automatic generation of metadata (e.g., translations,
summaries) enabled by these technologies. The po-
tential to link and integrate previously monolingual
datasets seems to outweigh the risks of hallucina-
tion, which can be formally addressed using NLP
metrics like those employed in this study.

Limitations

One of the main limitations to scaling up the use of
large language models (LLMs) or their fine-tuning
for specific tasks is the considerable cost associ-
ated with these processes. The financial burden in-
cludes the expense of the high-performance GPUs
required for learning and inference, as well as the
cost of access to state-of-the-art models, often hid-
den behind paywalls. In addition, access to the user
interfaces of several advanced LLMs usually en-
tails additional costs, making comprehensive evalu-
ations across multiple models a financial challenge.
These barriers can prevent researchers and smaller
institutions from fully exploiting the possibilities
offered by LLMs, potentially limiting the diversity
and breadth of research in this field.

Ethics Statement

While our discussion focuses on improvements in
Machine Translation (MT), we emphasize the im-
portance of supporting human-human collaboration

in scientific undertakings. The development of MT
should not overshadow the important role of human
translators and experts in the translation process.
We advocate not only a “human-in-the-loop” ap-
proach, where human oversight and collaboration
are essential to ensure the accuracy and reliability
of translation. We also stress that a responsible and
ethical MT technology must be human-centered.
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Abstract

Characters and their interactions are central
to the fabric of narratives, playing a crucial
role in developing readers’ social cognition.
In this paper, we introduce a novel annota-
tion framework that distinguishes between five
types of character interactions, including bi-
lateral and unilateral classifications. Leverag-
ing the crowd-sourcing framework of citizen
science, we collect a large dataset of manual
annotations (N=13,395). Using this data, we
explore how genre and audience factors influ-
ence social network structures in a sample of
contemporary books. Our findings demonstrate
that fictional narratives tend to favor more em-
bodied interactions and exhibit denser and less
modular social networks. Our work not only
enhances the understanding of narrative social
networks but also showcases the potential of
integrating citizen science with NLP method-
ologies for large-scale narrative analysis.

1 Introduction

Characters and their interactions are a fundamental
feature of storytelling. As a prominent dimension
of cognitive literary theory has argued, fictional
characters provide readers with the opportunity to
identify with other imaginary human beings and
model social relationships (Zunshine, 2006; Mar
et al., 2006, 2009, 2010; Palmer, 2004). According
to this theory, the interactions among characters
and the resulting social networks provide an impor-
tant training ground for the development of social
cognition (a.k.a. Theory of Mind) (Kidd et al.,
2016).

Well over a decade ago, a robust body of work
began to emerge in NLP to address the extraction
of social networks from narrative texts (Elson et al.,
2010; Lee and Yeung, 2012; Agarwal et al., 2013,
2014). That work established important method-
ological foundations for the study of literary so-
cial networks, which were understood to be a key

component of research in the Digital Humanities
(Moretti, 2011).

Nevertheless, this work was faced with two sig-
nificant challenges: 1) automated methods never
exhibited robust levels of accuracy to be applicable
to real-world cases; 2) the costliness of deriving
high-quality training data made it difficult to build
more accurate models.

In this paper, we aim to address these challenges
to further the study of narrative social networks by
focusing on the following methodological contri-
butions:

1. Establishing a novel annotation framework
that includes five distinct interaction types, includ-
ing a second level classification of bilateral versus
unilateral types (i.e. whether one of the characters
involved is aware of the interaction).

2. Illustrating the value citizen science can have
for research in NLP by releasing and validating a
large-scale dataset of manual annotations of char-
acter interactions (N=13,395).

3. Training, validating, and publicly sharing a
performant, open-weight small language model or
SLM (Phi3-7B) for the task of interaction labeling
(F1 = 0.70).

4. Testing the effects that different genres and
audience types have on social network structure
within a sample of contemporary books (N=390).
Here we demonstrate a proof-of-concept analysis
of the ways in which social networks in stories
are shaped by genre and audience factors such as
fictionality, cultural context, prestige, and expected
reader age.

We conclude with a discussion of areas for future
work.

2 Prior Work

Some of the earliest theoretical work concerning
the value of social networks for literature was un-
dertaken by Moretti (2011) and Woloch (2009).
Woloch (2009)’s theory of character-space has
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been particularly influential. This theory high-
lights the skewed distribution of attention around a
primary character, referred to as ‘the one and the
many’ structure by Woloch. This work established
an important theoretical framework for studying
character relations in addition to individual charac-
ters (Propp, 1968; Frow, 2014).

Early methodological work on the extraction of
character networks was undertaken by several re-
searchers (Sudhahar and Cristianini, 2013; Agar-
wal et al., 2014; Trovati and Brady, 2014; Nijila
and Kala, 2018). Much of this work focused on
the use of sentence-level co-occurrence or subject-
verb-object triplets as the foundation of building
character interactions. Labatut and Bost (2019)
provide an extensive survey of methods of social
network extraction applied to cultural texts (i.e.
stories and screenplays), ranging from interaction
identification to network analysis methods.

In terms of applications, Mac Carron and Kenna
(2012) analyzed character networks within three
European epics (The Iliad, Beowulf, Tain Bo Cuil-
lange) to understand their relation to contemporary
real-world social networks. Volker and Smeets
(2020) compared fictional networks in Dutch lit-
erature with real-world networks with respect to
racial groups. And Ardanuy and Sporleder (2014)
and Agarwal et al. (2021) used social networks as
a mechanism to detect book genres.

Dialogue networks have also been studied as
a subset of literary social networks (Elson et al.,
2010; Waumans et al., 2015), with a similar prin-
cipal applied to the study of drama (Algee-Hewitt,
2017; Lee and Lee, 2017; Fischer and Skorinkin).
Finally, substantial work has focused on the de-
tection of relationship types (instead of individ-
ual interactions), such as kinship ties (Iyyer et al.,
2016; Chaturvedi et al., 2016; Massey et al., 2015;
Makazhanov et al., 2014) and conflict groups
(Smeets et al., 2021).

3 Methods

3.1 Defining Character Interactions

We define a character interaction as occurring when
a character / group of characters engage in an
action that involves another character / group of
characters within the story world of a narrative.
This definition allows for the inclusion of a single
character or group at the level of the agent or pa-
tient (object). And following the work of Agarwal
and Rambow (2010), it also supports a base-level

distinction between “bilateral” and “unilateral” in-
teractions, i.e. when both characters are aware
of the interaction or only one of the characters is
aware. While an interaction requires two charac-
ters / groups to be an interaction, it does not require
cognizance of the action by the patient.

Accordingly, we identify five possible types of
interactions: communicating, thinking about, ob-
serving, touching (physical contact), and associat-
ing (which we use as a catch-all). Only observing
and thinking about can be unilateral. Table 1 pro-
vides example sentences of the different interaction
types.

3.2 Using Citizen Science for Manual
Annotation

“Citizen science” is a term used to describe the
general public engagement in scientific research ac-
tivities (Consortium et al., 2013). Citizen science
projects have annotated over 250 million pieces of
data over the past two decades, ranging from the
identification of galaxies, bird species, to the loca-
tion of marine-based trash. Research shows that
data produced by citizen science projects can be
of high quality and correlate strongly with expert
opinion when best-practices are employed (Kos-
mala et al., 2016; Wiggins and He, 2016). It also
provides a cost-efficient means of data collection
(Sauermann and Franzoni, 2015).

Several citizen science projects have emerged in
the humanities in recent years (Ridge, 2016; Terras,
2015; Dobreva and Azzopardi, 2014), although the
quantity of projects is still small compared to the
natural sciences which represent an estimated 80%
of all projects (Hecker et al., 2018). To date, most
citizen science initiatives in the humanities have
focused on document transcription. Our project,
called Citizen Readers, uses the popular platform
Zooniverse.org and focuses on text annotation com-
mon to the NLP community, which has traditionally
been undertaken through fee-based crowd-sourcing
platforms. Our project thus seeks to illustrate the
opportunities that await both the humanities and
NLP through the use of volunteer citizen scientists.

Figure 1 provides an illustration of our task
structure. Participants were presented with two-
sentence passages, where the first sentence serves
as the context and the second sentence includes
two highlighted characters for interaction classi-
fication. Passages were randomly sampled from
the CONLIT dataset of contemporary books (Piper,
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Type Sentence
Associating When Admiral Bloch left the Dauntless, he placed me in command of the fleet.
Communicating Then I saw them waving at me from the far end of the restaurant.
Observing-Uni She peers out at the sniper, but the angle is enough to hide her from his sight.
Observing-Bi Ange looked over at me, then sprung up and headed my way.
Thinking She thinks about Ned in his brown Doc Martens.
Touching Dr. Fell gently brought Ethel Pusster to her feet.

Table 1: Example sentences of our various interaction types. Boldface represents the highlighted characters.

2022), which contains twelve different genres of
fiction and non-fiction books, and characters were
automatically detected using bookNLP (Bamman,
2021).

Participants were then asked a series of condi-
tional questions: 1. Are the highlighted characters
interacting in the story? If yes: 2. Is the interaction
unilateral or bilateral? Given their answer: 3. What
kind of interaction is it? for which the relevant
classes were presented.

In addition to the task itself, Zooniverse pro-
vides an area for a custom tutorial, a field-guide
with more in-depth descriptions, an about page to
inform participants about the goals and intentions
of the project, and a talk area where moderators can
respond to participant questions. For this project
we employed four student moderators who were
indispensable in responding to the volume of ques-
tions.

A total of 1,915 citizen scientists participated in
our project completing 73,648 unique annotations.
The project took three months to complete. Out of
the initial 19,006 passages posted to the platform,
15,641 were annotated by three or more annotators.
The total number of passages where we observed
a majority consensus on the label was 13,395. We
found that 1,189 participants (or 62%) annotated
five or more passages, and only 249 annotated a sin-
gle passage. We also observe the Pareto principle
at work, with 20% of our participants completing
72% of our annotations.

In order to assess the quality of annotations by
citizen scientists, we hired three trained students to
annotate a small subset of passages (N=261). We
then compared agreement scores for three cases:
inter-student annotations, inter-citizen scientist an-
notations, and student-citizen scientist annotations.
We calculate Fleiss’s Kappa scores for two condi-
tions: all annotations and only those with majority
votes. As we can see in Table 2, student annotators
exhibit slightly higher agreement for all annota-

tions but when conditioning on those with major-
ity agreement the scores converge. We also show
very high levels of agreement between student and
citizen-scientist majority annotations, suggesting
the high quality of our final annotations.

Condition student citizen scientist student-citizen
All annotations 0.48 0.41 0.49
Majority votes 0.50 0.51 0.79

Table 2: Comparison of agreement scores using Fleiss’s
Kappa between students and citizen scientists.

We present the distribution of interaction types
in our 13,395 majority-labeled passages in Fig.
2. The most common label is “no interaction,”
followed by “communicating” and “associating.”
While the other three types are far rarer, we will see
in later sections their significance. We release our
data set, known as the “Citizen Readers for Char-
acter Interactions” dataset (CR4Interact), which is
available in our project’s long-term repository.1

3.3 Finetuning an SLM for Interaction
Detection

3.3.1 Training and Test Data

We then use our labeled data to fine-tune and test
the performance of a small-language model (SLM)
for the task of interaction type detection. For train-
ing and testing purposes, we extracted an equal
amount of data from each class and a confidence
score to partition the data, understood as the av-
erage agreement percentage per passage. We use
passages with the highest confidence to build the
test dataset, moderate confidence for the valida-
tion dataset, and the remaining data for the training
dataset, as shown in Table 3. This approach guaran-
tees the most accurate evaluation results possible,
although it introduces some difficulties for the SLM
because it will be trained on the lowest quality data.

1https://doi.org/10.5683/SP3/QMIARS
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Figure 1: Image of our annotation task on Zooniverse.

Figure 2: Label distribution in the annotated data.

3.3.2 Model Selection

To select the optimal combination of models and
prompting strategies, we compare Phi-3-Mini-
4K-Instruct, Phi-3-Small-8K-Instruct, Mistral-7B-
Instruct-v0.3, Llama-3-8B-Instruct with GPT-4o
(version 2024-05-13). We use the different prompt-
ing strategies listed in Table 4 and fully described
in the appendix A and use a small balanced sub-
set of our test data consisting of 10 passages per
category for initial testing.

Among the open-source models, the detailed
prompt on the Phi-3 (7B) achieves the highest ac-
curacy of 0.73, as shown in Table 4. Phi-3 (7B) and
GPT-4 are the only models that surpass 0.70 accu-

Class Training Validation Test
Associating 2032 225 225

No 4085 225 225
Thinking 443 225 225

Communicating 3223 225 225
Observing 721 225 225
Touching 437 225 225

Total Amount 10941 1350 1350

Table 3: Class distribution and total amounts for the
training, validation, and test datasets.

racy, and we anticipate an additional performance
improvement after the finetuning stage. Note these
performance numbers are based on only a small
subsample of our test data.

Model Base Detailed One-shot Many-shot
Phi-3 (3.8B) 0.30 0.62 0.48 0.30 (8-shot)

Phi-3 (7B) 0.55 0.73 0.56 0.55 (8-shot)

Mistral (7B) 0.43 0.58 0.22 0.17 (8-shot)

Llama-3 (8B) 0.52 0.47 0.58 0.45 (5-shot)

GPT-4 0.65 0.70 0.73 0.72 (10-shot)

Tuned Phi-3 0.68 0.80 0.78 0.77 (8-shot)

Table 4: Performance comparison across different mod-
els and prompt strategies using the initial small, down-
sampled test dataset. Tuned Phi-3 (7B)’s performance
is included for reference.

3.3.3 Our model: Phi-3-interact
We use a single A100 PCIE 80GB to finetune the
Phi-3 (7B) on the training dataset and monitor the
loss on the validation dataset. We set the learning
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rate to 2.5e-5 and utilize the paged_adamw_8bit
optimizer to reduce memory usage and accelerate
tuning speed.2

After finetuning on the 10K training data, the
model’s accuracy increases from 0.58 to 0.71 on the
validation dataset. Subsequently, tuning the model
on the smaller, but higher-quality 1K validation
dataset further improves accuracy to 0.80 on the
small test dataset (as shown in Table 4) and from
0.727 to 0.735 using the full test dataset, surpassing
GPT-4’s 0.70 accuracy on the same data.

Table 5 indicates that both models struggle to dis-
tinguish the “No interaction” class, which is most
often confused with the “Associating” class. Other-
wise, categories range from a low of 0.70 accuracy
(Thinking) to a high of 0.96 (Touching). A closer
examination of the classification errors reveals that
both models tend to assign positive interactions
for hypothetical scenarios such as “If I could talk
with her,” which annotators were instructed not to
consider as interactions because they do not actu-
ally take place in the storyworld. Our finetuned
model, Phi-3-interact, demonstrates significantly
higher precision in the “No interaction” category
compared to GPT-4, indicating that Phi-3-interact
is more reliable for predicting the absence of inter-
action.

Class Precision Recall F1 Acc

Associating
0.75
0.59

0.56
0.75

0.64
0.66

0.56
0.75

Communication
0.75
0.64

0.89
0.85

0.81
0.73

0.89
0.85

No
0.89
0.54

0.21
0.20

0.34
0.29

0.21
0.20

Observing
0.82
0.89

0.94
0.79

0.88
0.84

0.94
0.79

Thinking
0.60
0.61

0.85
0.71

0.70
0.65

0.85
0.71

Touching
0.76
0.92

0.96
0.90

0.85
0.91

0.96
0.90

Mean
0.76
0.70

0.74
0.70

0.70
0.68

0.74
0.70

Table 5: Performance metrics using our fine-tuned
model (Phi-3-interact, upper row) and GPT-4 (lower
row) on the full test dataset.

3.4 Constructing social networks from our
data

In order to analyze social networks at the book
level, we first sub-sample the CONLIT dataset

2https://huggingface.co/ChunB1/Phi-3-interact

down to 390 books to represent the genre and au-
dience categories described more fully in Section
4 and shown in Table 6. We use bookNLP (Bam-
man, 2021) to perform sentence tokenization, entity
recognition (NER tag “PER”), and co-reference
resolution on the book level data. From there we
extract all possible candidate pairs of characters for
every sentence in each book for a total of 3,928,602
possible interactions. We then use our fine-tuned
Phi-3 model to label all interactions.

To construct the nodes of our networks, we use
the master character IDs provided by bookNLP
that are derived from the co-reference resolution
step. This gives us a list of unique characters per
book. We then construct weighted edge lists for
each book, where an edge represents the sum of
all interactions between two characters. We then
construct network graphs for each book for all inter-
action types and one aggregate network per book.

Finally, given our edge lists we then extract the
following set of network statistics for each book
according to two conditions: all characters and
only characters whose degree (number of relation-
ships) is five or greater, in order to focus on more
significant characters.

Protagonist Centrality. The degree of the most
connected character, normalized by dividing by the
total number of edges. Equivalent to the percentage
of all relationships consumed by the most central
character.

Density. The ratio of the number of actual edges
in a graph to the potential number of edges. Ranges
from 0 to 1.

Transitivity. The global transitivity of the graph
also known as the clustering coefficient. This mea-
sures the ratio of the number of closed triplets (or
triangles) to the total number of triplets (both open
and closed) in the network.

Average Shortest Path. The average length of
the shortest path between all pairs of nodes in the
network.

Modularity. Measures the strength of division
of a network into communities, quantifying the
degree to which nodes within the same community
are more densely connected to each other than to
nodes in different communities. Higher modularity
values indicate stronger sub-community structure.
Here we use the Fast and Greedy algorithm.
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4 Analysis

In this section, we aim to illustrate the potential
utility of our data for the large-scale study of cul-
tures of storytelling. We measure the effects of the
following four stylistic and audience categories on
the distribution of character interaction types and
the resulting book-level social networks:

Fictionality. Here we test for the effects that
fiction has on social interactions. For interactions
we look at all adult genres. For social networks,
we sample books from the Prizewinners and Best-
sellers categories for fiction and Biography for non-
fiction.

World. We test for the effects that books pub-
lished in non-Western cultures have on social inter-
actions. Specifically we look at books published
in English in India, South Africa, and Nigeria that
were reviewed in major literary reviews in their re-
spective regions and compare them to our Western
Prizewinner category.

Prestige. Prior work has identified strong stylis-
tic differences between best-selling fiction and fic-
tion written to appeal to literary elites on prize com-
mittees (Piper and Portelance, 2016). Here we test
whether these findings extend to social interactions
and their resulting networks.

Youth. For this category we compare middle-
school fiction with adult fiction as represented by
Prizewinners and Bestsellers. We expect to observe
strong effects that are designed to make narratives
more accessible to younger readers.

4.1 Book type effects on character
interactions

In order to study the effects of our book categories
on interaction types, we utilize count data to com-
pute the log odds ratios through Fisher’s Exact Test,
focusing on the rate of each interaction type rela-
tive to the overall interaction rate for each category.
Our findings indicate that fiction uniquely exhibits
statistically significant effects (Fig. 3).

Specifically, non-fiction surpasses expectations
in rates of communication and association, whereas
fiction emphasizes observation and physical con-
tact. These results corroborate existing theories
that highlight the importance of embodied behavior
in fictional narratives (Caracciolo and Kukkonen,
2021; Piper, 2024). Interestingly, there is no mean-
ingful difference in the rate of unilateral versus
bilateral actions in either corpus. Fiction does not
indicate a preference for unilateral interactions as

might be hypothesized by the strong emphasis on
social cognition theories of reading fiction (Zun-
shine, 2006).

Associating

Communicating

None

Observing

Thinking

Touching

−0.5 0.0 0.5

Figure 3: Log odds of interaction type appearing in
fiction compared to non-fiction.

4.2 Book type effects on social networks
The first notable fact about our book-level social
networks is the long tail of degree distribution (i.e.
the number of relationships per character). For both
fiction and non-fiction more than 86% of characters
per book have fewer than five relationships in their
respective social networks, suggesting a long tail of
minor characters and a small, central core of main
characters (Woloch, 2009).

Table 6 shows the results of our regression anal-
ysis for the aggregate social network structures in
our sampled books by category. For our analysis,
we require five or greater connections for inclusion
in the network given the long tail of very minor
characters (though we note that the overall results
do not change in any meaningful way if we include
all characters).

Our analysis reveals that fictional narratives ex-
hibit significantly increased density and transitivity,
coupled with lower modularity, average shortest
path, and time to completion. To quantify the ef-
fect sizes, we converted these findings into Cohen’s
d values. This translation demonstrates substantial
effects, with values ranging from d=1.3 for den-
sity to d=-2.2 for modularity, indicating large to
very large effects. We also find that non-fictional
narratives take 50% longer to complete their social
networks when compared to fictional narratives.

These results indicate how strongly fictional nar-
ratives tend to create denser, more connected net-
works than biographical narratives. Although bi-
ographies condition explicitly on a single life, they
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exhibit on average more modular narrative struc-
tures (strongly connected components that are less
connected overall). Fiction by contrast maintains a
denser overall relational network, one in which the
introduction of significant new characters is com-
pleted much earlier than in biographical narratives.

Category Fictionality World Prestige Youth
Density + (***) . . + (***)
Centrality . . . + (*)
Transitivity + (***) . . + (***)
Completion - (***) . . .
Modularity - (***) . . - (***)
Shortest Path - (***) . . - (***)

Table 6: Results of the regression analysis. +/- refer to
positive or negative effects and the number of asterisks
refer to p-value magnitude (* < 0.01, ** < 0.001, *** <
0.0001). A period denotes no meaningful effect.

These results lend further support to prior
work suggesting a “small world effect” of fic-
tional narratives. Prior work has shown that fic-
tional characters cover smaller geographic dis-
tances (Matthew Wilkens, forthcoming) and that
fictional narratives exhibit considerably lower over-
all informational surprise, favoring narrative ‘ex-
ploitation’ (covering familiar characters and sit-
uations) over narrative ‘exploration’ (introducing
new characters, themes, and situations) (Piper et al.,
2023). Here we can add the denser social network
structures as a further index of this small world
effect of fictional narratives.

Within fiction, we observe no meaningful effects
for either social prestige (books receiving literary
prizes) or books published in non-Western cultures.
Youth books on the other hand exhibit very clear
signals of simplified social networks with lower
modularity, shorter paths, more centralized pro-
tagonists and greater relationship density. Youth
books in other words tend to amplify the effects of
fictionality.

Our results suggest two important points: the
first is that the expected values we are observing
with respect to major distinctions like fiction/non-
fiction and adult/youth indicate that our social net-
works are capturing important information about
the underlying social structures of the sampled
books. While we do not yet have a way to val-
idate the accuracy of the constructed social net-
works from local character interactions these re-
sults give us confidence that broadly speaking we
are capturing meaningful differences in narrative
construction. That said, the more subtle differences

we observe between different cultural contexts or
levels of social prestige may yet be due to measure-
ment error. Future work will want to investigate
this more fully.

One further question we investigated was
whether interaction-type sub-networks differ sig-
nificantly from the larger networks in which they
are imbedded. Do observational or communicative
or other types of interactions lead to structurally
different properties that might initiate new theories
about the relationship between social interactions
and social networks within narratives?

To measure structural equivalence between so-
cial networks, we utilized cosine similarity as our
primary metric. Structural equivalence tradition-
ally involves assessing the commonality of neigh-
bors between pairs of vertices; however, a simple
count of common neighbors does not account for
variations in vertex degrees or the broader distri-
bution of common neighbors among other vertex
pairs. Cosine similarity addresses these limitations
by considering the degree of the vertices and their
neighbors.

In our method, we treat the rows/columns of the
adjacency matrix as vectors. The cosine similarity
between two vertices i and j is calculated as the
cosine of the angle between their corresponding
vectors. Mathematically, the cosine similarity of
vertices i and j is defined as the number of common
neighbors divided by the geometric mean of their
degrees. This measure produces a value ranging
from 0 to 1, where 1 indicates that the two vertices
share exactly the same neighbors, and 0 indicates
no common neighbors. For vertices with a zero de-
gree, we conventionally set their cosine similarity
to 0.

When doing so, interestingly we find no mean-
ingful distinctions between the structural similarity
of different types of sub-graphs when compared
to the main graphs to which they belonged (Fig.
4). While the rate of different interaction types dif-
fered strongly between fictional and non-fictional
narratives, for example, the underlying network
structures to which they contribute do not.

5 Conclusion

Understanding narratives at large scale is a core
concern of the Digital Humanities (Underwood,
2019; Piper, 2018). The social interactions of char-
acters (Zunshine, 2006) and the resulting social
networks (Moretti, 2011; Woloch, 2009) have long
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Figure 4: Comparison of structural similarity of sub-
graphs to main graphs by type. The dotted line repre-
sents the global mean.

been theorized as important dimensions of human
storytelling. In this paper we have endeavored to
illustrate the potential that citizen science has as a
means of generating data for training and testing
language models towards the goal of understanding
the social lives of characters.

With respect to Citizen Science as a mechanism
of crowd-sourced text annotation, we find anno-
tation quality on par with trained student annota-
tors. As prior work has suggested, Citizen Science
projects achieve the same quality standards as other
approaches and bring with them the affordances of
a volunteer, community-based approach to scien-
tific discovery (Kosmala et al., 2016; Wiggins and
He, 2016). We hope more projects in NLP and DH
will utilize this significant resource.

With respect to narrative understanding, we have
identified two notable findings in our work. First,
fictional narratives strongly favor embodied forms
of interactions such as physical contact and sensory
perception in support of prior work (Piper, 2024).
Second, fictional narratives also strongly favor far
denser and less modular social networks. The phys-
icality of relations between characters is amplified
by the overall connectedness of characters (Mar
and Oatley, 2008).

We could add here one additional negative find-
ing: social networks built around individual inter-
action types do not appear to differ from the overall
narrative social networks to which they belong. So-
cial networks built around contact, communication,
observation, etc. follow the same patterns as the
full network. So while it appears interaction types
are useful for distinguishing fictional narratives,

they do not contribute much to our understanding
of the larger social network structures.

We also highlight a number of areas for future
work: both our SLM and GPT indicate significant
limitations with respect to the detection of non-
interactions, which has also been demonstrated
with respect to grammatical models (Agarwal et al.,
2013). Much of this can be attributed to the fuzzy
boundary around the concept of “interaction” –
when two characters are grammatically proximate
the rejection of their interaction depends on a num-
ber of subtle factors (hypotheticality, co-presence
versus interaction, etc.). Future work will want to
further explore this boundary in particular.

A second key area is the validation of the social
networks themselves. Book-level data on narrative
social networks remains a costly endeavor. To date,
the field still lacks reasonably sized ground truth
when it comes to validating book-level social net-
works. While we show that our constructed social
networks from local interactions align well with
theoretical expectations, further validation of their
accuracy awaits.

Finally, while we introduce a novel interaction
framework in our work, future work will want to
think about further nuance with respect to labeling
interactions. Our work does not address the valence
of interactions, an important property of narrative
relations (Smeets et al., 2021), nor does it address
overall relationship types (such as kinship or narra-
tive properties such as antagonist, etc.). These too
can be valuable frameworks for understanding the
structural properties of narratives.

We hope that our publicly shared training data
and SLM can be useful tools for researchers to fur-
ther study the nature of narrative social networks.

Limitations

As we mention above, our work is subject to a num-
ber of limitations. First, we note that despite the
relatively large size of our training data particular
interaction types are significantly less well repre-
sented (e.g. observing, thinking, touching). Future
work will want to concentrate on expanding our un-
derstanding and coverage of those categories. As
we also note, while our ability to identify specific
types of interactions is high, our ability to distin-
guish between non-interactions and associations
is weak. Future work will want to explore this
boundary more fully.

We also highlight that future work will want to
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provide book-level annotations of social networks
to validate the accuracy of moving from local inter-
action prediction to global social network model-
ing.

Another important limitation is the cultural speci-
ficity of our data. While our data is drawn from
a broad array of genres and a few world cultures,
they are limited to the English language. Future
work will want to assess cultural differences more
deeply with respect to interaction types and social
networks.

Ethics Statement

Relying on crowd-sourced labor brings with it im-
portant ethical considerations, specifically around
fair labor practices and the representativeness of
the participating community (Harmon and Silber-
man, 2019). Citizen Science makes two important
contributions to these issues: first, it relies on vol-
unteer rather than paid labor and thus depends on
the project-specific interest of participants. Plat-
forms like Zooniverse further contribute to this
through the use of About pages, team descriptions,
and talk pages where participants can interact with
researchers. Participants are far more aware of re-
search goals of a project when it comes to Citizen
Science.

In addition to promoting greater project trans-
parency, Citizen Science projects also promote
greater researcher-citizen connections, which can
help support the democratization of scientific
knowledge and facilitate participant learning (Bon-
ney et al., 2016) without sacrificing quality.

We note that while Citizen Science projects can
lower the cost of large-scale annotations they do re-
quire far more planning and design investment. The
initial adaptation of tasks to a particular platform
can take time, but we have found that after initial
learning projects can take about 2-3 months to pre-
pare for launch. Additionally, because Talk pages
are actively used by participants it is essential to
have moderators available to handle the volume of
queries from users. Nonetheless, all of this can con-
tribute to more transparency and involvement by
citizens which is a decidedly positive contribution.
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A Appendix: LLM Prompts

A.1 Base Prompt

What kind of interaction between char1 and
char2? Choose one of six options: No, Associating,
Thinking, Touching, Observing, Communicating.

A.2 Detailed Prompt

Task Description: Classify the type of interaction
between char1 and char2 in a given passage. There
are six categories of interaction:

No interaction: Direct or indirect interaction does
not occur between char1 and char2. Any imagination
or assumption of interaction also counts as No.
Communicating: char1 and char2 are engaged in
some form of communication, such as speaking, writ-
ing, or signaling.
Associating: char1 and char2 are linked by a social
or relational context, such as friendship, teamwork,
or other associative bonds.
Observing: at least one character is observing or
watching another one, without direct interaction.
Thinking: at least one character is thinking about
or recalling memories of another one, without direct
interaction.
Touching: char1 and char2 are engaged in physical
touch or contact.

What kind of interaction between char1 and
char2? Choose one of six options: No, Associating,
Thinking, Touching, Observing, Communicating.

A.3 One-shot and Many-shot Prompt
Append examples with passage, char1, char2, and
label before the detailed prompt. In the many-shot
setting, any shot contains one example from each
class.
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Abstract

This study analyzes the use of multi-word ex-
pressions (MWEs), prefabricated sequences of
words (e.g. in this case, this means that, health-
care service, follow up) in biomedical abstracts
and their plain language adaptations. While
English academic writing became highly spe-
cialized and complex from the late 19th cen-
tury onwards, recent decades have seen a rising
demand for a lay-friendly language in scien-
tific content, especially in the health domain, to
bridge a communication gap between experts
and laypersons. Based on previous research
showing that MWEs are easier to process than
non-formulaic word sequences of comparable
length, we hypothesize that they can potentially
be used to create a more reader-friendly lan-
guage. Our preliminary results suggest some
significant differences between complex and
plain abstracts when it comes to the usage pat-
terns and informational load of MWEs.

1 Introduction

Previous diachronic research has shown that En-
glish scientific writing developed a compressed
code of communication that is efficient for its
primary users (i.e. scientists) (Halliday, 1988;
Biber and Gray, 2016; Degaetano-Ortlieb and Te-
ich, 2016, 2022). However, the consequence of this
process was that academic papers became almost
incomprehensible for a general audience, which
poses a considerable problem as the need to draw
knowledge directly from scientific publications
is growing among laypersons, particularly in the
health domain.

To address this issue, many scholars and jour-
nals encourage scientists to use plain language in
their papers or at least include plain language sum-
maries of their work (Hauck, 2019; Sedgwick et al.,
2021). While writing recommendations on plain
language abound, they seem to pay little attention
to multi-word expressions (MWEs), i.e. prefabri-
cated sequences of several words that are argued to

foster the fluency of language use (Sinclair, 1991;
Pawley and Syder, 1983).

Our goal is to investigate whether, and if so to
what extent MWEs can ease the processing of plain
language texts. To this end, we analyze the use of
MWEs in abstracts from biomedical papers ("com-
plex abstracts") and their plain language adapta-
tions ("plain abstracts"). We pose the following
questions: (i) Does the use of MWEs differ in com-
plex and plain abstracts and, more specifically, do
plain abstracts use more MWEs? (ii) Are MWEs
in plain abstracts easier to process?

In general, we expect to see more MWEs in plain
abstracts. In terms of MWE types, we anticipate
that nominal MWEs (e.g. compound nouns used
as terms), typically associated with technical sci-
entific writing, will be less characteristic of plain
abstracts. Moreover, we expect MWEs in plain ab-
stracts to be less informationally loaded on average
(and therefore easier to process).

The remainder of the paper is structured as fol-
lows. Section 2 is dedicated to MWE processing.
Section 3 describes our data and methodology. In
Section 4, we present our analysis results. In Sec-
tion 5, we provide a summary and prospects of
future work.

2 Background and Related Work

Linguistic studies in recent decades have revealed
that MWEs make up a large proportion of lan-
guage use and that they are less costly in processing
than other sequences of words (Erman and War-
ren, 2000; Foster, 2001). For instance, Conklin
and Schmitt (2008) prove that MWEs have shorter
reading times in comparison to non-formulaic ex-
pressions. Li et al. (2021) and Siyanova-Chanturia
et al. (2011) arrive at similar conclusions using
eye-tracking. The assumption about a processing
advantage of MWEs has also been corroborated by
EEG studies (cf. Tremblay et al. (2011); Siyanova-
Chanturia et al. (2017)). Further evidence is pro-
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vided from speech processing: formulaic expres-
sions are produced faster and more fluently than
comparable, non-formulaic expressions and rec-
ognized better (e.g. under acoustic degradation;
(Rammell et al., 2017)).

While it now seems increasingly clear that
MWEs are faster and easier to process than non-
formulaic language, what still remains open is
whether the use of MWEs is influenced by other
factors. In register theory, it is widely assumed that
speakers adjust their language according to the par-
ticular communicative situation (Biber, 2012; Biber
and Conrad, 2019; Conrad and Biber, 2005). One
of the parameters describing the communicative
situation is the relationship between the speaker
and the recipient. For instance, in case of complex
abstracts both speaker and recipient have profes-
sional knowledge of the subject. In contrast, plain
abstracts are written by well-versed speakers for
lay recipients. Hence, it is plausible to suppose
that this shift in the level of expertise should be
reflected in the use of MWEs, i.e. MWEs should
be employed in plain abstracts in such a way that
reduces the processing cost for the recipient.

3 Methodology

3.1 Data

We use the Plain Language Adaptation of Biomedi-
cal Abstracts dataset (PLABA) (Attal et al., 2023).
The biomedical abstracts come from PubMed and
were transformed into plain language by human
writers on a sentence basis, with sometimes mul-
tiple plain language adaptations being written for
one complex abstract. Some relevant corpus statis-
tics is summarized in Table 1.1

#Abstracts #Tokens #Types
Complex 749 199,851 17,425

Plain 919 249,301 13,117

Table 1: PLABA corpus data

We performed tokenization and sentence seg-
mentation with TreeTagger (Schmid, 1994, 1995).
The pretokenized abstracts were then parsed with
the state-of-the-art Stanza parser (Qi et al., 2020).

1The number of abstracts available in PLABA at the time
of our study differs from the number of abstracts stated in the
original publication by Attal et al. (2023). Table 1 contains
statistics on the actual data employed in our study.

3.2 MWE Identification

Following Alves et al. (2024a,b), we use Universal
Dependencies (UD) and the Academic Formulas
List (AFL) to identify MWEs in our corpus.

The UD framework (de Marneffe et al., 2021)
contains five MWE-related labels: 1. compound
— combinations of tokens that morphosyntacti-
cally behave as single words; in English this label
refers mostly to nominal compounds (e.g. muscle
cramps), 2. compound:prt — phrasal verbs (e.g
follow up), 3. fixed — certain grammaticized ex-
pressions normally acting as function words (e.g.
according to), 4. flat — sequences where none
of the words can be identified as the head, in our
case these are mostly proper names (e.g. Moderna
mRNA-1273), 5. flat:foreign — sequences of for-
eign words2.

The identification of MWEs according to the UD
method was performed using a Python script that
extracted all words labelled with the above men-
tioned tags and their corresponding heads (if any).
For instance, some occurrences of the word muscle
were labelled with the compound tag during pars-
ing, with the word cramps being identified as their
head. So, the resulting MWE is muscle cramps.

The AFL (Simpson-Vlach and Ellis, 2010) in-
cludes 207 core formulaic expressions common for
both written and spoken academic English, 200
expressions common for written academic English
and 200 expressions common for spoken academic
English. The authors selected the MWEs based
on a measure called "formula teaching worth",
which combines frequency and mutual information.
For this study, we relied only on core and written
MWEs. Using a Python script, we iterated through
both lists and extracted all MWEs that appear at
least once in our data.

After applying the UD and AFL methods, we
merged all extracted MWEs into one final list. No
frequency thresholds were used since the UD labels
are grammatically motivated and the AFL MWEs
had already been predefined based on specific mea-
sures.

3.3 Relative Entropy

We use the asymmetric variant of relative entropy,
known as Kullback-Leibler Divergence (KLD)
(Kullback and Leibler, 1951), to investigate the
use of MWEs in complex and plain abstracts. KLD
allows us to compare two probability distributions

2This category is not attested in our data.
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A and B (here, MWEs in complex and plain ab-
stracts) by showing the number of additional bits
of information needed to encode one distribution
using the other one. The formal representation of
KLD is shown in equation 1:

D(A||B) =
∑

i

p(featurei|A) log2
p(featurei|A)

p(featurei|B)
(1)

A KLD value of 0 would mean that the usage
patterns of MWEs are exactly the same in com-
plex and plain abstracts, while a value greater than
0 would indicate a divergence. Moreover, KLD
shows the contributions of individual features to
the overall divergence, allowing us to generate a
list of the most relevant features (i.e. MWEs).

3.4 Surprisal
To quantify the informativity of MWEs, we use sur-
prisal, a measure that shows how much information
(in bits) a word carries in a given context (Shannon,
1948):

S(word) = − log2 p(word|context) (2)

As shown by reading time or specific EEG sig-
nals, surprisal is proportional to cognitive effort.
Hence, a high surprisal of a MWE would be indica-
tive of its high processing cost and vice versa.

In this study, we estimated surprisal of a given
word n based on the four-gram model where words
n-1, n-2 and n-3 are taken as context (cf. Genzel
and Charniak (2002)). Additionally, we computed
average surprisal for each MWE. For this, we first
estimated average surprisal of each individual in-
stance of a MWE, then summed all values and
divided them by the number of occurrences of a
MWE in the corpus.

4 Results

Contrary to what we expected, plain abstracts em-
ploy fewer MWEs, both in terms of unique oc-
currences (6,155 vs 6,700) and total frequency
(62,976.08 vs 63,802.53 occurrences per million
words). Compounds are the most common MWE
type in both abstract categories as reflected in Ta-
ble 2 and Figure 1. The most notorious differences
in frequencies were observed for the proper nouns
(flat) and phrasal verbs (compound:prt).

However, going beyond mere frequency estima-
tions, our KLD analysis revealed a considerable
difference in the use of MWEs in both directions

Type Description Complex Plain
compound compounds 6,309 5,702

compound:prt phrasal verbs 26 114
fixed fixed expressions 30 35
flat proper names 67 29
afl academic formulas 268 275

Table 2: Unique MWEs identified in complex and plain
abstracts

Figure 1: MWE frequency in complex and plain ab-
stracts.

of comparison: 3.35 bits and 3.18 bits for complex
VS plain and plain VS complex, respectively. A
look at the most distinctive features (see Figures 2
and 3) also offers interesting insights. While both
types of abstracts are characterized by compound
MWEs to a great extent, we see, for instance, that
complex abstracts have more statistical terminol-
ogy (e.g. confidence interval, mean age, odds ratio
etc.) and different research design terms (e.g. co-
hort study, crossover study, control group etc.).

In contrast, such MWEs are not encountered
among the features distinctive of plain abstracts.
This is probably due to the fact that such statisti-
cal and methodological information is not relevant
for a lay person and, therefore, can be left out to
enhance readability.

Moreover, we see numerous examples of spe-
cialized terminology denoting biological and med-
ical phenomena (e.g. dopamine receptor, plasma
concentration etc.). Since it is impossible to just
delete such terms without loosing information rel-
evant to the reader, plain abstracts try to use more
common equivalents (e.g. blood sugar levels in-
stead of blood glucose levels). Sometimes such
transformations lead to the creation of MWEs in
cases where no MWE is used in complex abstracts.
For instance, a one-word term placebo turns into a
compound dummy treatment. Or an adjective-noun
term neurodegenerative disease is replaced with a
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Figure 2: 70 most distinctive MWEs in complex
abstracts.

Figure 3: 70 most distinctive MWEs in plain ab-
stracts.

noun compound brain disorder.
Other MWE types are also attested among the

most characteristic features, albeit marginally. For
instance, phrasal verbs seem to be more distinctive
of plain abstracts (e.g. find out, make up). Fixed
and AFL MWEs are present in both lists, however
complex abstracts seem to employ more sophisti-
cated expressions typical of elaborated writing (e.g.
as well as, in terms of, according to the etc.). Flat
MWEs are not attested among the most distinctive
features.

In terms of informativity, as measured by sur-
prisal, we observed significant differences between
complex and plain abstracts for compound and
AFL categories, while phrasal verbs showed a
marginally significant difference.3 All of these
three MWE types have lower surprisal for plain
abstracts (see Figure 4), which is, in principle, in
line with our expectations although we anticipated
a more pronounced trend.

Lower surprisal values in plain compound
MWEs might be indicative of MWEs being used
to effectively reduce processing effort. Consider,
for instance, the MWE blood glucose levels which
is typically used in complex abstracts and has a
surprisal of 4.73 bits. Its plain language equiva-
lent blood sugar levels, however, transmits 3.24
bits of information on average, thus being easier to
process.

The same seems to hold for cases where plain
abstracts use an MWE instead of a noun with an
adjective premodifier, which is a very common
terminology formation pattern in scientific texts.
Compare, for example, the following terms from
complex abstracts and their plain language equiv-

3For determining statistical significance we used the
Wilcoxon rank sum test available in R (R Development Core
Team).

Figure 4: Comparison of average MWE surprisal in
complex and plain abstracts across different MWE
types.

alents: renal cancer (7.41 bits) vs kidney cancer
(5.91 bits) and neurodegenerative disease (12.20
bits) vs brain disorder (3.65 bits).

A similar mechanism seems to apply to phrasal
verb MWEs that can be used as an alternative to
more complex verbs. Consider, for instance, Ex-
ample (1) extracted from a complex abstract and
its plain language adaptation shown in Example (2)
(values in parenthesis indicate surprisal in the cor-
responding sentence)

(1) ... as the risk of detrimental outcomes in-
creases (12.46) with delayed surgical inter-
vention.

(2) ...since the risk of harmful effects goes up
(8.69) with delayed surgery.

While in general our findings do suggest that
some types of MWEs per se seem to be easier
to process in plain language abstracts, a more in-
depth analysis is needed to investigate how rewrit-
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ing strategies like those described above affect pro-
cessing complexity on the sentence and text level.

5 Conclusion and Future Work

In this study, we investigated MWEs in biomedical
abstracts and their plain language adaptations. We
were able to establish some differences in the use of
MWEs (e.g. more prominent use of statistical and
methodological terms in complex abstracts, greater
reliance on phrasal verbs in plain abstracts).

Furthermore, we found that the informational
load of compound, phrasal verb and AFL MWEs
is lower in plain abstracts, suggesting that the use
of MWEs might play a role in decreasing process-
ing cost in the transition from complex to plain
language.

In future studies, we will focus on the MWE
types individually to investigate why plain MWEs
have lower surprisal. Additionally, we are planning
to expand our methodology to account for factors
that might be correlated with the MWE processing
cost (e.g. association strength among the compo-
nent parts of an MWE).

Limitations

Our study is based on a relatively small corpus:
roughly 200,000 words for complex abstracts and
250,000 words for plain abstracts. Moreover, we
are not aware which journals the abstracts come
from and whether the authors of abstracts are na-
tive speakers of English. These factors might also
influence the use of MWEs. The creation of a
larger dataset with detailed meta-information may
be addressed in future research.

Ethics Statement

This does not apply to our research since we did
not perform any experiments nor collected personal
data.
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Abstract

Large Language Models (LLMs) have demon-
strated impressive capabilities in various nat-
ural language processing tasks across differ-
ent languages. However, their performance in
low-resource languages and dialects, such as
Moroccan Arabic (MA), requires further inves-
tigation. This study evaluates the performance
of ChatGPT-4, different fine-tuned BERT mod-
els, FastText as text representation, and tradi-
tional machine learning models on MA sen-
timent analysis. Experiments were done on
two open source MA datasets: an X(Twitter)
Moroccan Arabic corpus (MAC) and a Moroc-
can Arabic YouTube corpus (MYC) datasets to
assess their capabilities on sentiment text classi-
fication. We compare the performance of fully
fine-tuned and pre-trained Arabic BERT-based
models with ChatGPT-4 in zero-shot settings.

Keywords: Sentiment Analysis, Bert, GPT,
Moroccan Arabic, LangChain

1 Introduction

The field of sentiment analysis (SA) has made re-
markable advances, enabling the extraction and
analysis of human sentiments from textual data for
a variety of purposes. This technology has diverse
applications, ranging from social media monitoring
and market research to political discourse analysis.

However, SA faces several challenges, such as
the phenomena of data and concept drift (Zhao
et al., 2022), particularly pronounced in the ever-
evolving landscape of social media. Data drift
refers to changes in the statistical properties of the
input data over time, while concept drift indicates
a deeper shift in the underlying meaning or inter-
pretation of the data that the model aims to predict.
These drifts can lead to a decrease in the accuracy
of SA models if not addressed. For instance, the
way people express sentiments online can evolve
rapidly, making previously trained models less ef-
fective. This necessitates ongoing monitoring and

adaptation of SA methodologies, including updat-
ing rule-based systems and dictionaries, as well
as retraining machine learning models to ensure
they remain aligned with the shifting linguistic and
cultural contexts of web-based communication.

While SA has seen substantial progress in major
languages, its application to dialectal languages,
such as MA, a regional variant of Modern Stan-
dard Arabic (MSA), has not received much atten-
tion. MA is the main medium of communication
among Moroccans. The unique linguistic features
of MA, including regional variations, colloquial-
ism, borrowed words from other languages, cou-
pled with the use of multiple scripts (Arabic and
Latin), present significant challenges for SA. Pre-
vious SA research (Elmadany et al., 2022) has pre-
dominantly focused on corpora written in Arabic
script despite the increasing prevalence of Latin
script usage in online communication, particularly
on social media platforms.

Recent advancements in AI, particularly the
emergence of LLMs, such as GPT-4 (OpenAI,
2023), PaLM 2 (Anil et al., 2023) and Falcon
(Penedo et al., 2023) offer potential solutions to the
challenges posed by data and concept drift in SA.
These models, trained on vast and diverse datasets
and fine-tuned for various tasks, have demonstrated
promising capabilities in SA (Wang et al., 2023;
Inoue et al., 2021; Amin et al., 2023). While some
research has explored the potential of LLMs for
Standard Arabic sentiment analysis (Al-Thubaity
et al., 2023), no study has so far evaluated the per-
formance of LLMs on MA. This work conducts the
first-ever evaluation of ChatGPT’s performance on
MA SA, offering valuable insights into the appli-
cability of LLMs in analyzing sentiment in Arabic
dialects.
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2 Related Work

The availability of sentiment data from social me-
dia platforms has greatly increased interest in Ara-
bic sentiment analysis (SA) research over the last
ten years. Speakers of Arabic dialects were his-
torically limited to using their dialects only when
speaking. However, the emergence of social me-
dia has given Arabic speakers the ability and space
to express themselves in writing as well (Darwish
et al., 2021). This has resulted in an abundance
of informal, dialectal textual material, as opposed
to MSA formality. A multitude of datasets span-
ning multiple genres—mostly tweets—have been
created for Arabic SA, including Egyptian (Nabil
et al., 2015; Refaee and Rieser, 2014), Levantine
(Baly et al., 2019), Maghrebi (Mdhaffar et al.,
2017), as well as the Saudi dialect (Assiri et al.,
2016). Other datasets (Al-Obaidi and Samawi,
2016; Abdul-Mageed et al., 2014) include several
Arabic dialects in addition to MSA.

Arabic Sentiment Analysis has traditionally con-
centrated on rule-based techniques, much like
other languages (ElSahar and El-Beltagy, 2014; Al-
Twairesh et al., 2016). The main goal of these tech-
niques was to create sentiment lexicons. Arabic
Sentiment Analysis has seen a rise in interest in ap-
plying machine learning techniques in recent years.
These techniques are less vulnerable to the draw-
backs of lexicon-based techniques and are capable
of identifying sentiment patterns from a big corpus
of text. To implement morphological and syntac-
tic features, popular machine learning techniques
have been employed, such as Naïve Bayes (NB),
Support Vector Machines (SVMs), and K-Nearest
Neighbor (kNN) classifiers (Abdul-Mageed et al.,
2014; Duwairi and Qarqaz, 2014; Abdulla et al.,
2013).

Transformer-based models, such as BERT (De-
vlin et al., 2018), ALBERT (Lan et al., 2019), XL-
Net (Yang et al., 2019), and RoBERTa (Liu et al.,
2019), have been introduced and proved successful
in several natural language processing (NLP) ap-
plications. BERT and BERT-like models achieved
state-of-the-art performance on many NLP tasks,
including sentiment analysis in many languages
(Sun et al., 2019).

Abdul-Mageed et al. (2020); Antoun et al. devel-
oped two models, ARBERT and MARBERT, pre-
trained on a large collection of datasets in MSA and
several Arabic dialects (Levantine, Moroccan Ara-
bic, etc.). They reported new state-of-the-art results

on the majority of the datasets in their fine-tuning
benchmark.

In addition to discriminative models, such as
BERT, generative models have recently gained
prominence in NLP research. These models, such
as GPT (Radford et al., 2018; Brown et al., 2020),
T5 (Raffel et al., 2020), and BLOOM (Scao et al.,
2022), are designed to create new text samples.
Multilingual and language-specific versions of
these models have been developed. For exam-
ple, AraT5 (Elmadany et al., 2022) and AraGPT-2
(Antoun et al.) are tailored for Arabic. Genera-
tive models have demonstrated potential in tasks,
such as text completion, translation, summariza-
tion, and even sentiment analysis, where they can
generate text that aligns with specific sentiments
(Al-Thubaity et al., 2023).

In this work, we evaluate the performance of
ChatGPT-4 and transformer-based models on SA of
MA using the aforementioned open source datasets,
namely MAC (Garouani and Kharroubi, 2021) and
MYC (Jbel et al., 2023). To our knowledge, this is
the first-ever attempt to compare the performance
of these models on the MA SA task.

The structure of the rest of the paper is as follows:
Section 3 presents the experimental setup and the
various experiments we conducted, datasets, and
model architectures. Section 4 presents the exper-
iments’ results and analysis. Section 5 provides
concluding remarks and future work.

3 Experimental Setup

Our research objective is to evaluate the capability
of the ChatGPT model, some existing pre-trained
BERT models, and FastText (Joulin et al., 2017)
as sentiment analyzers for MA. To assess this, we
utilize the two datasets, MAC and MYC, designed
for sentiment analysis. On each dataset, we evalu-
ate ChatGPT, fine-tuned BERT-based, and FastText
models. Furthermore, we compared the fine-tuned
and pre-trained BERT-based models with the Chat-
GPT results. The results of our experiments are
compared with other related work.

We use gpt-4-turbo model by OpenAI 1 for
both MAC and MYC datasets as a sentiment ana-
lyzer for MA. We asked the model to predict the
class of the given input tokens. Table 1 summarizes
the parameters and the prompt used when calling
the model.

The primary objective of our experiments is to
1https://openai.com/
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Parameters temperature top_p
Values 0.3 1

Table 1: GPT-4-turbo parameters with OpenAI API

assess the capabilities of generative models and
BERT-based models, as well as FastText for MA
sentiment analysis. We evaluate the following mod-
els:

• GPT-4, accessed via ChatGPT by OpenAI,

• Pre-trained/fine-tuned BERT-based models,

• FastText as text representation.

• Traditional machine learning classifiers

For GPT-4, we utilize the ChatOpenAI wrap-
per provided by LangChain framework 2 to send
prompts and receive responses. For BERT-based
models, we fine-tune (full network or freezing the
model’s backbone) various existing models pre-
trained on a large corpus in a variety of languages.
Table 2 provides information on the BERT-based
models we used for our experiments.

3.1 Prompt Composition
The system prompts used for calling the GPT
model for the MAC and MYC datasets are pre-
sented below.

MAC Dataset Prompt

<Predict the class of this Arabic
review (e.g ternary
classification), whether it’s
positive (return 2), neutral
(return 1) or negative (return 0)
review. Please do not return
anything other than that.>

MYC Dataset Prompt

<Predict the class of this Arabic
review (e.g binary classification),
whether it’s positive (return 2) or
negative (return 0) review. Please
do not return anything other than
that.>

To facilitate prompt composition and enhance
sentiment detection, we integrated LangChain into
our system. LangChain serves as a framework de-
signed for the development of applications lever-
aging LLMs. Its primary objective is to empower

2https://www.langchain.com/

developers with the seamless integration of diverse
data sources and the facilitation of interactions with
other applications. To achieve this goal, LangChain
framework offers modular components, serving as
abstractions, and customizable use of case-specific
pipelines, referred to as chains. We also used a json
parser as part of the Chain-of-Thoughts to ensure
getting exactly and only the class label when invok-
ing the model API. The prompt template is shown
in Figure 1.

Prompt Model Output Parser Class Label

Figure 1: Chain-of-Thoughts used for Sentiment Analy-
sis in Moroccan Arabic Dialect

The Prompt is the SystemMessage component
followed by HumanMessage from Langchain frame-
work. The Prompt is then used to request the
API, and the API response is then sent to the
JsonOutputToolsParser provided by the same
framework to parse the response for consistency.

3.2 Sentiment Datasets

For the aforementioned experiments, we use two
datasets: the MAC dataset, an MA corpus consist-
ing of 18000 manually labeled tweets, resulting in
a lexicon-dictionary of 30000 words labeled as pos-
itive, negative, and neutral. Table 3 below shows
information about the pre-processed MAC dataset.
We had to remove tweets that have the class mixed
(MSA and MA) and missing values of the type
column (when not labeled).

The complexity of Moroccan web content fea-
tures a blend of Arabic and Latin script. This dual-
script usage in MA adds a layer of complexity that
traditional sentiment analysis approaches might
overlook. To evaluate our models on that type of
MA, we used the MYC dataset (Jbel et al., 2023),
which contains 20k (raw data) comments scrapped
from 50 Moroccan famous YouTube channels on
different topics. Table 3 below showcases statistics
about the pre-processed MYC dataset.

It is worth mentioning that the pre-processed
MYC shared by Jbel et al. (2023) is not really pre-
processed as they claimed in their paper. We tried
to follow their pre-processing steps in their paper,
namely, remove empty comments, remove user-
names, remove links (https and http links), and
remove unlabeled samples.
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Model Name Pre-training Language Vocabulary Size
bert-base-multilingual-cased Multilingual 119547

bert-base-arabic Arabic 32000
darijabert-arabizi Arabic 110000

DarijaBERT Moroccan Arabic Dialect (Darija) 80000
bert-base-arabertv2 Arabic 64000

Table 2: BERT-Based Models and Pre-training Languages

Dataset Size Tweet Class Arabic Type
Positive Negative Neutral Modern Standard Arabic Moroccan Arabic

MAC 18k 9888 3505 4039 12145 5287
MYC 16k 7427 8621 - - -

Table 3: The pre-processed MAC and MYC Dataset statistics

3.3 Models Architecture And Setup
For our experiments with BERT-based and FastText
models, we employed a custom classifier head, as
illustrated in Figure 2 which consists of a sequen-
tial architecture incorporating linear transforma-
tions, ReLU activation, Dropout for regularization,
and a final Softmax layer for classification. This
classifier head was integrated with powerful pre-
trained language models like BERT, known for its
contextual understanding capabilities. Specifically,
the BERT model’s output from the pooler was fed
into our classifier, allowing us to leverage BERT’s
deep semantic representations. Additionally, we
incorporated fastText embeddings, renowned for
their efficiency in handling morphologically rich
languages like Arabic.

nn.Linear(input_dim, hidden_dim)

nn.ReLU()

nn.Dropout(0.1)

nn.Linear(hidden_dim, num_classes)

nn.Softmax()

Figure 2: Classifier head used for BERT-based models
and FastText for text representation for SA.

For the BERT-based models shown in Table 2,
we used the BERT backbone (freezed or trained
from scratch), the pooler output is fed to the classi-
fier shown in Figure 2, and the Table 4 shows the

parameter values of the classifier head when used
with BERT-based models.

input_dim hidden_dim num_classes
768 512 3(MAC), 2(MYC)

Table 4: classifier head’s parameters with BERT-based
models

For the FastText model, we used
facebook/fasttext-ar-vectors (Joulin
et al., 2016). FastText is a library for efficient
learning of word representations and sentence
classification. Table 5 shows the parameter values
of the classifier head when used with FastText
model.

input_dim hidden_dim num_classes
300 128 3(MAC), 2(MYC)

Table 5: classifier head’s parameters with FastText
model

For the ChatGPT model, we evaluated the GPT-
4-Turbo model on the pre-processed MACfull and
MYCfull with the parameters shown previously in
Table 1 and prompt as discussed in Section 3.1 for
both datasets to see their performance on different
datasets with different types and sources (Twitter
and YouTube).

For BERT-based models, we trained all the men-
tioned pre-trained BERT models shown in Table 2,
We used stratified sampling to ensure a balanced
class distribution across test and train sets. We
used MAC80% for training and MAC20% for evalu-
ation. The same approach was applied to the MYC
dataset (ie., MYC80% for training and MYC20%

for testing).
492



For the FastText model, we used MAC80%,
MYC80% for training, and MAC20%, MYC20% for
testing.

In the following section 4, we present the re-
sults of the experiments, compare, and discuss the
evaluation results for each model and dataset.

4 Results And Analysis

4.1 GPT-4 model via OpenAI

As discussed previously in Section 3.1 and 3.3,
we evaluated the gpt-4-turbo model on MACfull

and MYCfull datasets, as well as on test subsets,
MAC20% and MYC20% for comparison purposes
with other models.

Since the MAC dataset contains tweets in MSA
and MA, we also aimed to evaluate the perfor-
mance of the model in each class. The following
Table 6 summarizes the results of the evaluation in
MACfull and MACtest with 20% of the dataset.

Accuracy Precision Recall F1-score
MACfull

Modern Standard Arabic
0.710 0.741 0.710 0.713

Moroccan Arabic
0.690 0.714 0.690 0.688

MAC20%

Modern Standard Arabic
0.635 0.720 0.635 0.654

Moroccan Arabic
0.607 0.673 0.607 0.620

Table 6: GPT-4 model performance in MACfull and
MAC20% across the type of class (MSA or MA).

As can be seen in Table 6, for both full and
test sets, we notice that the GPT-4 model performs
well in tweets written in MSA, compared to those
written in (MA). This difference in performance
can be attributed to several factors. Firstly, lan-
guage uniformity plays a significant role. MSA is
a standardized and formal version of Arabic used
in official communication, media, literature, and
formal speeches. It has consistent grammar, vo-
cabulary, and syntax, which makes it easier for
NLP models to learn and predict accurately. In con-
trast, MA varies significantly across regions and
often incorporates local slang, colloquialisms, and
foreign words. This linguistic diversity and lack
of standardization make it challenging for models
to perform consistently. Secondly, the availability

and quality of training data influence model perfor-
mance. Models, such as GPT-4 are often trained
on large corpora that include a substantial amount
of MSA texts, given its prevalence in written and
formal contexts. This extensive training on MSA
helps the model learn its patterns more effectively.
On the other hand, there is generally less training
data available for dialectical variants due to their
informal use and the vast regional differences. This
scarcity of training data can lead to poorer model
performance on dialectical texts.

In the MAC20% subset, the metrics for the Stan-
dard Arabic classifier show an accuracy of 0.6356,
precision of 0.7205, recall of 0.6356, and F1 score
of 0.6545.

To understand the challenges the model faces in
classifying tweets, we examined the performance
across different sentiment classes: positive, neutral,
and negative. Table 7 shows the scores across each
class (positive, negative, and neutral) on MAC20%

set.

Class Precision Recall F1 Score
Modern Standard Arabic

Negative 0.80 0.85 0.82
Neutral 0.35 0.61 0.44
Positive 0.84 0.57 0.68

Moroccan Arabic
Negative 0.55 0.81 0.66
Neutral 0.38 0.50 0.43
Positive 0.85 0.58 0.69

Table 7: Performance metrics for Modern Standard Ara-
bic and Moroccan Arabic tweets on MAC20% set.

The classification reports 7 offer detailed in-
sights into the performance of the model, providing
metrics such as precision, recall, and F1-score for
each sentiment class. With respect to MSA, the
model demonstrates strong performance in iden-
tifying negative tweets, achieving high precision
(0.80) and recall (0.85). However, it struggles with
neutral tweets, as evidenced by the lower precision
(0.35) and recall (0.61), indicating difficulty in dis-
tinguishing neutral sentiment. Similarly, while the
model exhibits high precision (0.84) in classifying
positive tweets, the lower recall (0.57) suggests that
some positive tweets are misclassified as neutral or
negative.

In the case of MA, the model achieves moder-
ate precision (0.55) and recall (0.81) for negative
tweets, indicating reasonable performance in this
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class. However, the precision (0.38) and recall
(0.50) for neutral tweets are significantly lower,
highlighting challenges in accurately predicting
neutral sentiment. Despite maintaining high pre-
cision (0.85) for positive tweets, similar to MSA,
the model struggles with recall (0.58), indicating
misclassification issues.

A key observation from these reports is the con-
sistent difficulty the model encounters with neutral
tweets across both MSA and MA. Lower preci-
sion and recall scores suggest that neutral tweets
are often misclassified as either positive or nega-
tive, indicating a need for improved classification
strategies for neutral sentiment. Additionally, while
the model generally performs better on negative
and positive classes, the lower recall for positive
tweets suggests a tendency to miss some positive
instances, possibly predicting them as neutral or
negative.

In the remainder of this section, we evaluate the
performance of GPT-4 on the MYC dataset, purely
dialectal data, Unlike the MAC dataset, MYC in-
cludes both Arabic and Latin script, as discussed
previously in Section 3.2

The following Table 8 summarizes the results of
the evaluation on the full MYC dataset.

Accuracy Precision Recall F1-score
MYCfull

0.624 0.623 0.622 0.622
MYC20%

0.608 0.6087 0.608 0.607

Table 8: GPT-4 model performance in MYCfull and
MYC20%

To understand the challenges encountered by
the model in categorizing tweets, it is essential to
analyze its performance across various sentiment
categories: positive and negative. Table 9 presents
the performance metrics for each sentiment class
(positive and negative) on the MYC20% dataset.
The performance metrics for sentiment classifica-
tion on the MYC20% dataset, as shown in Table 9,
highlight varying degrees of success in accurately
classifying tweets into positive and negative senti-
ment categories. The model achieves a precision
of 0.647 and a recall of 0.655 for negative tweets,
indicating a relatively balanced ability to correctly
identify negative sentiment instances while min-
imizing false negatives. Conversely, for positive
tweets, the precision is 0.597, indicating that a sig-

nificant portion of the positively classified tweets
may be incorrect, while the recall is 0.588, suggest-
ing a lower ability to capture all positive instances
present in the MYCfull dataset.

Class Precision Recall F1 Score
Negative 0.647 0.655 0.651
Positive 0.597 0.588 0.593

Table 9: Performance on MYCfull across each class.

4.2 Fine-tuned BERT-based models
In this section, we explore the performance of var-
ious BERT-based models presented previously in
Table 2 trained and evaluated on MAC and MYC
datasets and configurations. More specifically, we
conducted experiments with the following configu-
rations:

1. BERT-based models trained on MAC80% and
evaluated on MAC20% dataset. This model
was trained with two options: (a) training the
entire network, and (b) freezing the backbone
and training only the classifier.

2. BERT-based models were fully trained on
MAC80% and evaluated on MYC20% dataset.

3. BERT-based models were fully trained on
MYC80% and evaluated on MYC20% dataset.

The performance metrics of the BERT-based
models trained and evaluated on the MAC dataset,
as shown in Table 10, highlight significant dif-
ferences between models trained with fully un-
frozen networks and those with frozen backbones.
When the entire network is trained, models such as
DarijaBERT and bert-base-arabertv2 demon-
strate superior performance, with DarijaBERT
achieving the highest accuracy of 0.90, precision of
0.881, and F1-score of 0.877. This indicates a ro-
bust capability to capture the nuances of the MAC
dataset. Conversely, models trained with frozen
backbones exhibit notably lower performance,
with the bert-base-multilingual-cased model
showing the lowest accuracy (0.602) and F1-score
(0.353).

To further evaluate the generalization capabili-
ties of our BERT-based models, we conducted ex-
periments where the models were fully trained on
MAC80% and evaluated on MYC20% dataset. This
approach allows us to assess how well the mod-
els, trained on Twitter data (MAC), perform when
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Accuracy Precision Recall F1-score
Experiment 1.a.

bert-base-multilingual-cased

0.857 0.821 0.824 0.822
bert-base-arabic

0.888 0.868 0.861 0.864
darijabert-arabizi

0.872 0.844 0.834 0.838
DarijaBERT

0.90 0.881 0.873 0.877
bert-base-arabertv2

0.896 0.870 0.874 0.872
Experiment 1.b.

bert-base-multilingual-cased

0.602 0.389 0.396 0.353
bert-base-arabic

0.661 0.647 0.503 0.520
darijabert-arabizi

0.662 0.607 0.529 0.545
DarijaBERT

0.694 0.646 0.579 0.598
bert-base-arabertv2

0.687 0.639 0.578 0.596

Table 10: Fully trained and frozen backbone BERT-
based models on MAC80% and evaluated on MAC20%.

applied to a different source, namely YouTube com-
ments (MYC), thereby testing their robustness and
adaptability across diverse text sources.

Table 11 presents the results of the BERT-
based models that were fully trained on MAC80%

and evaluated on the MYC20% dataset to assess
their cross-domain performance. The accuracy
ranges from 0.560 to 0.619, with DarijaBERT
achieving the highest accuracy and F1-score,
indicating its superior generalization capability.
bert-base-arabic shows the highest precision,
suggesting effectiveness in predicting positive in-
stances, though it, like other models, struggles with
recall. The observed drop in performance across
models underscores the challenges of transferring
knowledge between datasets from different plat-
forms (Twitter vs. YouTube), highlighting the need
for further fine-tuning and more diverse training
data to enhance cross-platform generalization.

The evaluation of the BERT-based models when
fully trained and evaluated on the same dataset
(MYC) showed better performance. We used the
MYC80% subset for training and MYC20% sub-
set for evaluation. As can be seen in Table 12,

the accuracy, precision, recall, and F1-score are
notably higher compared to the cross-dataset eval-
uation, indicating that the models perform better
when trained and evaluated within the same context.
darijabert-arabizi achieved the highest perfor-
mance with an accuracy and F1-score of 0.856, sug-
gesting its strong capability in handling the nuances
of the MYC dataset. These findings emphasize the
importance of dataset domain alignment in training
and evaluating machine learning models.

Accuracy Precision Recall F1-score
Experiment 2.

bert-base-multilingual-cased

0.560 0.594 0.576 0.544
bert-base-arabic

0.581 0.657 0.602 0.550
darijabert-arabizi

0.583 0.624 0.599 0.567
DarijaBERT

0.619 0.681 0.637 0.601
bert-base-arabertv2

0.600 0.639 0.615 0.587

Table 11: Evaluation metrics of fully trained BERT-
based models on MAC80% and evaluated on MYC20%.

Accuracy Precision Recall F1-score
Experiment 3.

bert-base-multilingual-cased
0.832 0.831 0.832 0.831

bert-base-arabic
0.831 0.831 0.833 0.830

darijabert-arabizi
0.856 0.856 0.856 0.856

DarijaBERT
0.850 0.849 0.851 0.850

bert-base-arabertv2
0.837 0.840 0.841 0.837

Table 12: Evaluation metrics of fully trained BERT-
based models on MYC80% evaluated on MYC20%.

4.3 FastText as Text Representation
We have also trained FastText-based model on
the same training sets as in the previous experi-
ments, using the text representation (embeddings)
this time for the classifier as discussed in Section
3.3. Table 13 shows the evaluation results obtained
on MAC20% and MYC20% which demonstrate no-
table differences between the performance between
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the two models.

Accuracy Precision Recall F1-score
Trained on MAC80%, evaluated on MAC20%

0.837 0.790 0.814 0.801
Trained on MYC80%, evaluated on MYC20%

0.790 0.525 0.526 0.528

Table 13: Classifier with FastText embeddings.

4.4 Traditional ML Classifiers
To compare the effectiveness of traditional machine
learning methods against the previously discussed
BERT-based models, GPT-4 and FastText embed-
dings, we conducted experiments with the same set-
tings for training and evaluation. Figure 14 shows
the first 3 best models for each experiment.

Accuracy Precision Recall F1-score
On MAC

Naive Bayes

0.7239 0.8092 0.7239 0.6868
Quadratic Discriminant Analysis

0.7238 0.8091 0.7238 0.6867
SVM - Linear Kernel

0.7200 0.8033 0.7200 0.6806
On MYC

Extreme Gradient Boosting

0.5658 0.9412 0.0658 0.1228
Decision Tree Classifier

0.5650 0.9538 0.0631 0.1183
SVM - Linear Kernel

0.5650 0.9538 0.0631 0.1183

Table 14: Traditional classifiers performance.

The low recall values in MYC dataset indicate
that the traditional classifiers have difficulty in iden-
tifying all instances of the positive class. In other
words, they tend to miss a significant number of
positive samples. Potential reasons for the low re-
call could include differences in data distribution,
domain-specific characteristics, or noise introduced
during data collection. Additionally, the language
or dialectal variations present in MYC data, distinct
from those in MAC, might pose challenges for clas-
sifiers in accurately identifying positive instances.

Prior work by Jbel et al. (2023) laid the ground-
work for sentiment analysis on the MYC dataset
by creating the dataset and evaluating a range of
traditional and neural network models. They re-
ported that the best performance was achieved with

CNN model with an accuracy of 92.4. However,
there are two main issues with this work. First, the
pre-processed version of the dataset shared does
not reflect the pre-processing steps they mentioned
in their work. Second, the configuration of the
training and the data size used for training and eval-
uation are not specified. Accordingly, it is difficult
to fairly compare our results with theirs.

5 Conclusion And Future work

This work examined sentiment analysis on MAC
and MYC datasets. We gained insights into the
performance of different models and architectures
in capturing sentiment nuances present in MA in
different contexts and in both Arabic and Latin
script. Although fine-tuned models performed well,
the results obtained with ChatGPT show the lat-
ter’s great potential for SA. The results have also
shown that the performance of all these models on
MA is less than that on MSA. This difference in
performance can be attributed to several factors,
such as language uniformity, and consistency in
MSA grammar and vocabulary, which makes it eas-
ier for models to learn and predict accurately. On
the other hand, MA varies across regions. Lack
of standardization of MA makes it challenging for
models to perform consistently. Additionally, the
availability of data influence model performance.
Models, such as GPT-4 are trained on large corpora
that include a substantial amount of MSA texts,
given its prevalence in written and formal contexts.

Future work requires the creation of large MA
datasets and the development of new strategies to
deal with the inconsistency in the MA data. An-
other research direction would be to leverage the
complementary nature of FastText and BERT em-
beddings by employing an attention mechanism
to combine them effectively. By integrating the
context-aware representations from BERT with the
morphological and semantic information captured
by FastText embeddings.
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Abstract

We present a novel digital humanities method
for representing our Twitch chatters as user em-
beddings created by a large language model
(LLM). We cluster these embeddings automat-
ically using affinity propagation and further
narrow this clustering down through manual
analysis. We analyze the chat of one stream by
each Twitch streamer: SmallAnt, DougDoug
and PointCrow. Our findings suggest that each
streamer has their own type of chatters, how-
ever two categories emerge for all of the stream-
ers: supportive viewers and emoji and reac-
tion senders. Repetitive message spammers is
a shared chatter category for two of the stream-
ers.

1 Introduction

Streamers playing video games online have gained
popularity over the past years (see Alvarez 2024).
Platforms like Twitch1 and YouTube2 have enabled
gamers to build massive audiences, with top stream-
ers attracting millions of followers who tune in
regularly to watch live gameplay and to engage in
real-time chat (see Fernández-Robin et al., 2024).

This rise of live-streaming platforms has intro-
duced a novel arena for examining the dynamics of
online interaction and community formation. The
communicative practices observed in these envi-
ronments are rich with potential for analysis, offer-
ing insights into how digital communities emerge,
how chatter identities are performed and negoti-
ated in virtual spaces, and how technology shapes
discourse and social interaction (see Speed et al.
2023).

Real-time chatters provide interesting data for
research purposes. In this study, we aim to better
understand what categories of chatters are there.
We do this by building user embeddings for each

1https://twitch.tv
2https://youtube.com

chatter using a large language model (LLM) and
later on cluster these embeddings into chatter cat-
egories. By harnessing the capabilities of large
language models (LLMs), we aim to construct a
nuanced representation of individual chatters, en-
capsulating the multifaceted dimensions of their
discourse.

We study two Pokémon streams, one by Small-
Ant and one by PointCrow, and one Mario stream
by DougDoug. We aim to see whether there are
any mutually shared chatter categories, and if any
streamers has their own unique chatter categories.
Through this, we aspire to contribute to a deeper
understanding of the sociocultural fabric of online
gaming communities by shedding light on the com-
plex interplay between content creators and their
audiences in a rapidly evolving digital landscape.

Furthermore, we present a novel embeddings
and clustering driven data-analysis method that is
applicable as is in almost any digital humanities
dataset. The code has been made available on Zen-
odo3.

2 Related work

Twitch streams have been an object of study before
our research as well. There is also a great body of
literature on computational sociolinguistics (Säily
et al., 2021; Tiihonen et al., 2023; Landert et al.,
2023). However, in this section we focus on some
of the prior literature relating to studying Twitch
streamers.

In the context of online live streaming, prior re-
search (Recktenwald, 2017) has explored the intri-
cate dynamics between broadcasters and audiences,
focusing on the interaction that occurs through both
spoken language and written chat during live broad-
casts of video games. The research identifies a
novel communicative behavior termed ’pivoting,’
where both broadcasters and audiences produce

3https://zenodo.org/records/13886601
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Figure 1: Chatter engagement for each stream

context-dependent utterances in response to game
events, demonstrating the highly interactive and
situated nature of discourse in live streaming envi-
ronments.

A mixed-methods study (Diwanji et al., 2020)
explored the information behavior and perceptions
of co-presence among Twitch users, leveraging hu-
man information theory and social identity theory
as the theoretical framework. Through quantitative
analysis using tools like LIWC and SPSS, along-
side qualitative thematic analysis with Nvivo, the
study identified that information reaction and pro-
duction were prevalent behaviors across multiple
streams, while also highlighting the strong sense of
co-presence experienced by participants.

The study by Cabeza-Ramírez et al. (2022) in-
vestigates the complex interplay between video
game usage, live streaming and the potential ad-
verse effects associated with excessive engagement
in these activities. Employing a multilayer percep-
tron model on a substantial sample of 970 video
game users, the research identifies key factors in-
fluencing gaming behavior. Specifically, the study
highlights that motivations related to a sense of be-
longing to gaming platforms and the positive social
uses, such as making friends and pursuing gaming
as a profession, significantly contribute to the risk
of pathological gaming.

Building on the foundation of affordance theory,
a recent study (Sjöblom et al., 2019) examined the
practices of the most popular streamers, revealing

how these individuals leverage various communi-
cation modalities and social commerce elements
to create compelling content. Their work helps in
uncovering the emerging trends and common strate-
gies employed by streamers, offering insights into
the evolving landscape of online video streaming
as a business model driven by individual content
creators.

3 Twitch chat data

We study three streams: HARDEST NUZLOCKE
(interrupted by a board game w/ magicthenoah,
failboat, captainkidd)4 by SmallAnt, POKEMON
FUSION JOHTO LEAGUE 150,000+ NEW FU-
SIONS | !tts on5 by PointCrow and Can I beat
10 different Mario 64 speedruns simultaneously?
!suck6 by DougDoug.

Obtaining chat data on Twitch is rather difficult
programmatically. We build a small Python script
that launches Chrome through Selenium7. This
script monitors the chatbox and saves all chat mes-
sages to a file. This requires us to actually watch
through the streams to collect the data. The ad-
ditional benefit is that we do not need to write a
crawler that might violate the terms of service of
Twitch - this way we simply log out all messages
that appear during the streams naturally.

4https://www.twitch.tv/videos/2220045551
5https://www.twitch.tv/videos/2211596823
6https://www.twitch.tv/videos/2217569664
7https://www.selenium.dev/
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SmallAnt PointCrow DougDoug
Messages 5088 20488 59207
Chatters 1001 1965 7182
Length 4h 31min 7h 22min 5h 26min

Table 1: Size of each stream dataset

Table 1 shows the key numbers of the dataset
size for each streamer. SmallAnt had the lowest
viewer engagement out of all the three streamers.
DougDoug had the highest number of chatters in
his stream.

SmallAnt was playing a Pokémon nuzlocke in
his stream where he needed to do some calculations
on Pokémon stats. The stream featured a section
where he was playing a virtual board game with
other streamers. PointCrow’s stream was about
continuing his playthrough of Pokémon Infinite
Fusion game. During the stream, he took a break
to eat dinner and watch online videos. DougDoug
streamed Super Mario 64. The stream included
a section of live coding and a message from his
sponsor.

Figure 1 shows how active chatters were. Chat-
ters are grouped in categories based on how many
messages they sent. As we can see, most of the
chatters on all streams sent only 1-10 messages
during the entire stream.

4 User embeddings and clustering

In order to create a user embedding for each chatter,
we concatenate the chat messages for each user and
separate each message with a line break. To ensure
that we get enough text to represent each chatter
well enough, we exclude all chatters who have sent
less than 20 messages. If a chatter has not sent
enough messages, not enough can be known about
them to support the further analysis.

We use the LLM called PaLM-2 (Anil et al.,
2023) over Google’s VertexAI8 to embed each
chatter’s concatenated messages into a user em-
bedding. These user embeddings serve as mathe-
matical representation of the semantics of what
each user was chatting about. In particular,
we use text-embedding-004 model for SEMAN-
TIC_SIMILARITY task. We picked this particular
task for the embedder because we intend to com-
pare the semantic similarity of each embedding.

We cluster the user embeddings separately for
each stream. For clustering, we use affinity propa-

8https://cloud.google.com/vertex-ai?hl=en

gation (Frey and Dueck, 2007). It takes in an affin-
ity matrix, which shows how close each embedding
is to other embeddings, and it will automatically
find an optimal number of clusters based on the
affinities provided to the algorithm. We use cosine
similarity to populate the affinity matrix. We use
the methods provided in Scikit-learn (Pedregosa
et al., 2011) for affinity propagation and cosine
similarity. Similar clustering approaches have pre-
viously been used with word embeddings (Hämäläi-
nen and Alnajjar, 2019; Stekel et al., 2022).

Some chatters end up clustered into their own
clusters. We remove all clusters that have only
one chatter, because we are more interested in the
overall tendencies of chatter categories, not in indi-
vidual deviant chatters.

5 Results

The clustering algorithm created 6 clusters for
SmallAnt, 12 clusters for PointCrow and 31 clus-
ters for DougDoug. On a closer inspection, we
found that some of the clusters included mutually
similar messages, so we proceeded to merge some
clusters manually. This resulted in 5 cluster for
SmallAnt, 4 for PointCrow and 6 for DougDoug.

Cluster name Size Characteristics

Supportive
viewers 8

The chatters are engaged with the stream
in a laid-back fashion. The messages are
generally positive.

PartyKirby
spammers 7 The chatters were mainly spamming

PartyKirby emote
Emojis and
reactions 5 The chatters mainly send emojis and

short reactions such as “oh no” or “damn”.
Strategic
helpers 11 The chatters sent helpful messages to help

the streamer plan their Pokémon party better.
Anime and
gaming
enthusiasts

15
These chatters were talking about anime shows
and other games as well and not just what
SmallAnt was playing.

Table 2: SmallAnt chatter clusters

Table 2 shows the chatter clusters for SmallAnt
along with a short description that characterizes
the chatters in this category in general terms. The
largest category is Anime and gaming enthusiasts;
this is the only cluster that was merged with a simi-
lar cluster that specialized in conversation about a
game called Guilty Gear.

The results of our analysis on PointCrow’s
stream can be seen in Table 3. All of the clusters re-
quired merging except for Newcomers cluster. The
largest clusters are people who are excited about
the game being played, Pokémon Infinite Fusion,
and Supportive viewers.
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Cluster name Size Characteristics

Supportive
viewers 70

The chatters send supportive messages
to the streamer. The messages have
emotive content and they may also
be positive reactions to the stream.

Pokémon Infinite
Fusion
enthusiasts

111
The chatters talk about the game
being played and react to different
Pokémon fusions with anticipation.

Emojis and
reactions 14

The chatters engage with the stream
either by sending emojis or by sending
different kinds of short reactions
such as “let’s go” or “LMAO”

Newcomers 6

These chatters are newcomers
to the stream and are watching
PointCrow for the first time. Their
messages are generally positive

Table 3: PointCrow chatter clusters

Cluster name Size Characteristics

Emojis and
reactions 114

The chatters use emojis and send
short reactions that also frequently
express confusion such as “huh?” or “D:”

Meta-level
discussion 76

The chatters talk about meta-level
things relating to DougDoug and his
channel such as editors, subscriptions
and sponsors.

Critical
viewers 188

The chatters criticise DougDoug’s Mario
skills. Some of them send !suck command
and tell him that the game is rigged.

Supportive
viewers 185

The chatters express their support and how
much they like DougDoug. Some of the
messages may appear negative in tone,
but have a clear positive intention.

Parrots 13

These chatters repeat messages with a
similar content over and over again.
Such as comments about poggies and
cheese stream.

Random
reactions 76

These chatters send plenty of emotive
reactions that may be on a variety of
different topics.

Table 4: DougDoug chatter clusters

Table 4 shows the clusters of DougDoug chatters.
Parrots is the only cluster that did not require man-
ual merging. The largest number of merged clusters
are in Critical Viewers (11 clusters) and in Support-
ive viewers (9 clusters). Interestingly DougDoug
has many chatters that send negative comments. In
fact, there is an active Reddit r/wehatedougdoug9,
which indicates that hatered is a valid way of show-
ing DougDoug fandom. Perhaps this polarity be-
tween the supporters and supposed haters is the
reason why DougDoug has the highest number of
active chatters out of all the streamers.

If we look at all the chatter cluster for all the
streamers, we can see that a number of chatter
groups emerge for all the streamers: Supportive
viewers and Emojis and reactions. In addition,

9https://www.reddit.com/r/wehatedougdoug/

SmallAnt and DougDoug have a cluster of peo-
ple who spam repetitive messages (such as Par-
tyKirby).

6 Conclusions

In conclusion, our study introduces a novel ap-
proach within digital humanities by utilizing a large
language model (LLM) to create user embeddings
for representing Twitch chatters. By employing
affinity propagation for automatic clustering and re-
fining the results through manual analysis, we were
able to effectively categorize chat participants from
streams by SmallAnt, DougDoug, and PointCrow.

The method is generic enough to be used with
any kinds of documents. In our study, we found
that a bit of manual merging of the clusters was
needed. This can be automatized in the future by
running multiple iterations of the clustering algo-
rithm by clustering clusters. This could be achieved
easily by calculating a centroid embedding for each
cluster and recalculating the affinity matrix based
on the cluster centroids.

Our analysis revealed that, while each streamer
attracts a distinct type of chatters, there are com-
mon categories across the streams. Notably, all
three streamers share categories of supportive view-
ers and emoji and reaction senders. Additionally,
a category of repetitive message spammers was
found to be common among two of the stream-
ers. These insights highlight the potential of LLM-
based embeddings for understanding and categoriz-
ing social interactions in digital environments.

In the future, it might be interesting to gather
more chat messages on multiple streams of the
same streamer to assess the stability of the chatter
categories across different streams. Chat messages
also include timestamps, which we did not take
into consideration in this study. It might also be in-
teresting to include the content of the actual stream
in the study, as our current study was only limited
to the chat messages.

7 Limitations

The sample size for this paper is relatively small
as it only covers one stream from three streamers.
This means that the findings will not necessarily
hold for every Twitch streamer or other streams by
the three streamers that were studied.
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Abstract 

This study investigates the presence of 
biases in large language models (LLMs), 
specifically focusing on how these models 
process and reflect inter-state conflict 
structures. Previous research has often 
lacked the standardized datasets necessary 
for a thorough and consistent evaluation of 
biases in this context. Without such datasets, 
it is challenging to accurately assess the 
impact of these biases on critical 
applications. To address this gap, we 
developed a diverse and high-quality 
corpus using a four-phase process. This 
process included generating texts based on 
international conflict-related keywords, 
enhancing emotional diversity to capture a 
broad spectrum of sentiments, validating 
the coherence and connections between 
texts, and conducting final quality 
assurance through human reviewers who 
are experts in natural language processing. 
Our analysis, conducted using this newly 
developed corpus, revealed subtle but 
significant negative biases in LLMs, 
particularly towards Eastern bloc countries 
such as Russia and China. These biases 
have the potential to influence decision-
making processes in fields like national 
security and international relations, where 
accurate, unbiased information is crucial. 
The findings underscore the importance of 
evaluating and mitigating these biases to 
ensure the reliability and fairness of LLMs 
when applied in sensitive areas. 

1 Introduction 

In recent years, advancements in artificial 
intelligence (AI) have significantly improved large 
language models (LLMs) in natural language 
processing (NLP). Notably, OpenAI's GPT series 
(OpenAI, 2023) and Meta's Llama series (Touvron 
et al., 2023) have achieved human-like 

performance in tasks like text generation, 
translation, and question answering. These models 
have also expanded to handle multimodal data, 
such as images and audio (Liu et al., 2024). 
However, LLMs may inherit biases from their 
training data, reflecting prejudices related to race, 
gender, religion, and nationality (Abid et al., 2021; 
Venkit et al., 2023). These biases present risks 
when LLMs are deployed in critical areas like 
national security. Mikhailov (2023) highlighted the 
importance of LLMs in security decision-making, 
and the U.S. Department of Defense (2024) has 
already integrated LLMs to enhance military 
strategies. In Japan, the Ministry of Economy, 
Trade, and Industry is developing domestic LLMs 
through the GENIAC project (Ministry of 
Economy, Trade, and Industry, 2024). Despite their 
growing use, these initiatives often overlook bias 
evaluation. Existing methods for detecting biases, 
particularly in security contexts, are limited and 
lack standardized corpora (Liu et al., 2021; Motoki 
et al., 2024). This gap can lead to the deployment 
of discriminatory LLMs, potentially exacerbating 
international tensions. 

To address this, the study aims to create a corpus 
that reflects inter-state conflict structures and 
assesses biases in LLMs. The corpus will include 
texts that portray two countries with contrasting 
sentiments, enabling sentiment analysis to reveal 
inherent biases. The development process involves 
four phases: text generation with conflict-related 
keywords, diversity enhancement with varying 
emotional intensities, validity checks using a Next 
Sentence Prediction (NSP) model, and quality 
assurance through manual review. This approach 
aims to simplify bias verification and foster more 
accurate assessments. Finally, the study will use 
this corpus for sentiment analysis to identify biases 
in LLMs, contributing to discussions on mitigating 
these issues. The contributions of this paper are as 
follows:  

Corpus Development Based on Conflict Structures  
in the Security Field and LLM Bias Verification 

 
Keito Inoshita 

Faculty of Data Science, Shiga University 
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i) Developing a corpus for bias verification that 
assumes inter-state conflict structures in the 
security field, proposing a new method to 
address the lack of standardized corpora, and 
demonstrating its effectiveness.  

ii) Presenting a new corpus creation process using 
four phases involving LLMs, achieving a more 
efficient and reliable method compared to  
traditional approaches, thus enhancing the 
effectiveness of bias verification.  

iii) Conducting bias verification regarding conflict 
structures using the developed corpus and 
sentiment analysis on actual LLMs, identifying 
existing biases and providing insights and 
countermeasures. 

The structure of this paper is as follows: Section 
2 reviews research on biases in LLMs. Section 3 
outlines the corpus development process. Section 4 
details the experimental design, evaluation metrics, 
and results. Section 5 discusses insights and future 
challenges. Finally, Section 6 concludes the paper. 

2 Related Works 

Numerous studies have highlighted that LLMs 
inherently possess biases related to gender, race, 
political ideology, and other attributes. For 
example, Nadeem et al. (2021) and Zhang et al. 
(2023) reported that LLMs might exhibit 
discriminatory behavior based on users' attributes, 
leading to inequality and system imbalance, which 
poses challenges for the societal implementation of 
LLMs. Technologies to align LLMs with human 
values are currently emphasized to address these 
unintended biases (Wang et al., 2023). Specific 
techniques for bias reduction include 
reinforcement learning from human feedback 
(RLHF) (Ouyang et al., 2022) and reinforcement 
learning from AI feedback (RLAIF) (Lee et al., 
2023). Additionally, Thakur et al. (2023) proposed 
reducing gender bias by using debiased data during 
fine-tuning, while Dwivedi et al. (2023) have 
focused on improving fairness through prompt 
engineering and in-context learning. 

Addressing political biases in LLMs remains 
challenging. Feng et al. (2023) demonstrated that 
LLMs like ChatGPT tend to lean towards specific 
political ideologies, with GPT models showing 
liberal tendencies and Llama models exhibiting 
authoritarian ones. Such research is crucial for 
understanding political biases in LLMs but is 
limited when it comes to verifying biases in inter-
state conflict structures related to national security. 

Staab et al. (2023) confirmed that LLMs possess 
extensive world knowledge but did not verify 
biases related to specific inter-state conflicts in 
detail. Inoshita (2024) found a positive bias 
towards Ukraine and a negative bias towards 
Russia using artificially created data, which lacked 
objectivity and diversity. The absence of 
standardized corpora for bias verification in inter-
state conflicts compromises the accuracy of LLM 
bias assessments and risks missing critical issues. 
This study addresses this gap by developing a 
standardized corpus and demonstrating its 
effectiveness. 

3 Corpus Development  

3.1 Overview of Corpus Development 

We develop a standardized corpus for bias 
verification focused on inter-state conflict 
structures in the security field. This corpus is 
designed to evaluate biases in multiple LLMs and 
includes diverse text data based on international 
conflict structures. The overall process of 
development is shown in Figure 1. Previous 
research often used artificially created data, which 
lacked objectivity and diversity. To address these 
issues, this study develops a corpus through four 
phases utilizing LLMs. The first phase, the Text 
Generation Phase, involves preparing keywords 
related to inter-state conflicts and using them to 
generate both positive and negative texts with 
LLMs. This forms the foundation for creating texts 
that include conflict structures. The second phase, 
the Diversity Enhancement and Expansion Phase, 
uses ten levels of emotional intensity to enhance 
the diversity of texts generated by LLMs and 
increase the amount of data. This allows for a 
broader range of text verification in bias 
verification. In the third phase, the Validity 
Verification Phase, the Next Sentence Prediction 
(NSP) model is used to verify the validity of text 
connections when linking positive and negative 
texts, ensuring that unrelated texts are not included. 
LLMs are also used to connect the texts. The fourth 
phase, the Quality Assurance Phase, involves final 
confirmation and adjustment by humans. This 
enhances the quality of the corpus and facilitates 
the development of a standardized corpus for bias 
verification. 

These four phases enable the construction of a 
diverse and high-quality corpus based on inter-state 
conflict structures. This corpus allows for bias  
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Figure 1: Overall process flow for corpus development in four phases. 

 
verification related to conflict structures and serves 
as a foundation to address ethical issues in the 
application of LLMs, contributing to the healthy 
development of AI technology in society. 

3.2 Text Generation (Phase 1) 

In the Text Generation Phase of corpus 
development, positive and negative texts based on 
keywords related to inter-state conflicts were 
created using LLMs. Previous research assumed 
that texts reflecting a conflict structure between 
two countries would automatically assign emotions 
to the mentioned country based on the country's 
position in the text. For example, swapping country 
names in such texts would also swap the associated 
emotions. 
Example: 
1. Country.A should receive support from the 

international community. The actions of 
Country.B are unacceptable.  
-> Country.A: Positive, Country.B: Negative 

2. Country.B should receive support from the 
international community. The actions of 
Country.A are unacceptable.  
-> Country.A: Negative, Country.B: Positive 

However, previous studies, which developed 
corpora using actual tweets, faced ambiguity in 
assigning emotions to texts due to the complexity 
of tweets. Phase 1 addresses this issue by clearly 
creating texts that are either positively or 
negatively oriented towards specific countries, 
eliminating the ambiguity related to conflict 
structures arising from the complexity of contexts 
in previous studies. 

The specific process of phase 1 is as follows. All 
positive and negative texts were created by GPT-
3.5-turbo based on 30 keywords across six topics. 
All subsequent LLM processing was performed 
using this model. The keywords are shown in Table 
1.  
 

Category Keywords 

Economy and Trade Trade, Economy, Finance, 
Taxation, Logistics 

Politics and 
Diplomacy 

Politics, Diplomacy, Security, 
Judiciary, Military, Territory 

Society and Culture Culture, Education, Religion, 
Human Rights, Immigration 

Technology and 
Infrastructure 

Technology, Infrastructure, 
Digitalization, Communication, 

Transportation 
Environment and 

Resources 
Environment, Resources, 

Agriculture, Energy 

Others Tourism, Labor, Healthcare, 
Entertainment 

Table 1: Keywords selected for security-related 
domains. 
 
Using these category-specific keywords allows for 
the creation of texts that comprehensively express 
international conflict relationships from various 
perspectives. The 30 keywords were selected to 
cover critical areas such as economics, diplomacy, 
security, and culture, where conflicts are most 
likely to arise. The number of keywords was 
chosen for its balance between efficiency and 
practical analysis. Too many keywords would 
make bias verification unnecessarily complex, 
while too few might overlook essential domains.  

506



4 
 
 

The specific prompts used for generation are 
shown below. 
Prompt: 
“Generate a {Sentiment} sentence with {Country} 
as the subject regarding {Keyword}. Do not include 
other country names, personal names, buildings, or 
place names.” 
By excluding other country names, place names, 
and personal names, this approach ensures that any 
country names substituted for Country A or 
Country B will not cause inconsistencies with other 
proper nouns. The GPT temperature parameter was 
set to 0.7 to balance the consistency, creativity, and 
diversity of the generated texts. The following 
outputs were obtained from this process. 
Example: 
1. Country.A is promoting economic growth 

through trade with other countries.  
2. Country.B is suffering disadvantages in trade 

with other countries. 
For each positive and negative text, 10 generations 
were performed for each keyword, resulting in a 
total of 600 texts. 

3.3 Diversity Enhancement and Expansion 
(Phase 2) 

In the Diversity Enhancement and Expansion 
Phase, diversity enhancement and data expansion 
based on ten levels of emotional intensity were 
performed using LLMs. Previous studies used 
tweets, which had low levels of expression, 
presenting a challenge. In contrast, expressions 
used in national policies, such as those in the 
security field, are more sophisticated, necessitating 
diverse expressions in the corpus for practical use. 
While increasing the amount of data is one 
advantage of using ten levels of intensity, it also 
allows for a more granular analysis of biases by 
capturing subtle shifts in sentiment. This 
granularity helps identify how LLMs respond to 
slight variations in emotional tone, which is 
particularly important in sensitive areas like 
security, where small differences in expression can 
significantly affect decision-making. Phase 2's 
method addresses the issues of insufficient data and 
lack of expression diversity in specific topics. The 
specific process of phase 2 is as follows. All 
positive and negative texts obtained in phase 1 
were subjected to ten levels of emotional intensity 
as shown in Figure 2. These expressions were 
incorporated into the LLM prompts and 
represented as follows. 

 
Figure 2: Representation of the 10 levels of emotional 
intensity. 
 
Prompt: 
“Express the following sentences in a {Intensity 
expression} positive manner: {Text}” 
This method enhances the diversity of expressions 
in the generated texts, resulting in a richer dataset 
and more precise bias verification by including 
texts with varying levels of opinions and emotions. 
The following outputs were obtained from this 
process. 
Example: 
Country.A is very actively engaged in trade with 
other countries in the global market. 
Country.A is actively trading with the global 
market and fostering extensive interactions with 
other countries. 

Applying ten levels of intensity to all 600 texts 
obtained in phase 1 resulted in 6000 texts. After 
removing duplicate texts, a total of 5453 positive or 
negative texts were obtained. Finally, 1000 
positive-negative text pairs were randomly selected 
for each keyword, resulting in a total of 30000 pairs. 

3.4  Validity Verification and Quality 
Assurance (Phase 3 and 4) 

In the Validity Verification Phase, the connection 
validity between positive and negative texts 
(30,000 pairs per keyword) generated in Phase 2 
was evaluated using the RoBERTa-based NSP 
model (NLP-Waseda, 2024). RoBERTa, a robust 
variant of the BERT architecture, is particularly 
advantageous due to its ability to pre-train on large 
amounts of text data without requiring the Next 
Sentence Prediction (NSP) task during pre-training. 
This allows for more nuanced context 
understanding and better performance in 

507



5 
 
 

downstream tasks such as sentence coherence and 
connection validity. By leveraging RoBERTa’s 
superior contextual representation capabilities, the 
NSP model was able to filter out incoherent text 
pairs effectively. Randomly combined pairs can 
often result in incoherent connections, which can 
hinder accurate understanding by LLMs. To 
address this, this phase focused on filtering out 
low-quality text pairs to construct a high-quality 
dataset. The NSP scores, which indicate the 
validity of the connections, were calculated for all 
pairs, and 150 top-scoring pairs for each keyword 
were selected, resulting in a total of 4,500 high-
quality text pairs. 

Subsequently, GPT was used to connect these 
validated text pairs with the prompt, "Connect the 
two texts appropriately." During the Quality 
Assurance Phase, human reviewers, who were 
natural language processing researchers, verified 
and adjusted the 4,500 connected texts. Some 
combinations were excluded due to high similarity. 
Specifically, several duplicate texts were identified 
and removed as a result of the 10 levels of 
emotional intensity, which sometimes led to very 
similar structures or expressions in the generated 
texts. The final dataset was adjusted to balance the 
number of texts per keyword, resulting in 4,350 
texts. This process successfully developed a corpus 
focused on inter-state conflict structures, enabling 
precise and comprehensive LLM bias verification 
and providing a strong foundation for enhancing 
LLM fairness and reliability. 

4 Experiments 

4.1 Experiment Design 

Using the newly developed corpus, we aim to 
verify biases based on inter-state conflict structures 
in several LLMs. Additionally, we seek to clarify 
the influence of biases on various topics based on 
keywords. Therefore, the experiment consists of 
the following two steps:   
i) We evaluate biases in GPT-3.5-turbo and GPT-

4o across three conflict pairs: the United States 
and China, Ukraine and Russia, and South 
Korea and North Korea. We introduce these 
countries into the corpus and perform sentiment 
analysis, using evaluation metrics to measure 
bias. 

ii) We analyze the corpus and sentiment analysis 
results to identify keywords more prone to bias 
in inter-state conflicts, calculating metrics to 

determine which areas are most influenced by 
these biases. 

These experiments enable the verification of 
biases in LLMs, contributing to the improvement 
of fairness and reliability. Additionally, it allows us 
to evaluate the applicability of LLMs in areas such 
as national security and policy, providing 
foundational data for identifying improvement 
areas and implementing measures to mitigate 
biases. 

4.2 Evaluation Methods 

In this study, we introduce three new evaluation 
metrics to clarify the recognition and biases 
towards inter-state conflict structures based on 
LLM sentiment analysis. These metrics are 
designed to quantify unfairness or biases in LLMs 
regarding conflict structures by automatically 
determining emotions towards countries. The 
variable n represents either country A or B in the 
text. 
• NormLabeln: The sentiment label for country n 

when the text has a structure where country A is 
positive and country B is negative. 

• InvLabeln: The sentiment label for country n 
when the text has a structure where country B is 
positive and country A is negative. 

• NumTPn: The number of times country n is 
predicted as positive when it is in a positive 
position. 

• NumTNn: The number of times country n is 
predicted as negative when it is in a negative 
position. 

• N: Total number of data points. 
Based on these definitions, the three-evaluation 
metrics—Emotion Inversion Consistency Rate 
(EICR), Positive Odds, and Negative Odds—are 
defined as follows: 
 
𝐸𝐼𝐶𝑅 =

𝐼𝑛𝑣𝐿𝑎𝑏𝑒𝑙! =" 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒" ∩ 𝐼𝑛𝑣𝐿𝑎𝑏𝑒𝑙# =" 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒"

𝑁𝑜𝑟𝑚𝐿𝑎𝑏𝑒𝑙! =" 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒" ∩ 𝑁𝑜𝑟𝑚𝐿𝑎𝑏𝑒𝑙# =" 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒"
(1) 

𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑜𝑑𝑑𝑠 =
𝑁𝑢𝑚𝑇𝑃! 𝑁⁄
𝑁𝑢𝑚𝑇𝑃# 𝑁⁄

=
𝑁𝑢𝑚𝑇𝑃!
𝑁𝑢𝑚𝑇𝑃#

(2) 

𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑜𝑑𝑑𝑠 =
𝑁𝑢𝑚𝑇𝑁# 𝑁⁄
𝑁𝑢𝑚𝑇𝑁! 𝑁⁄

=
𝑁𝑢𝑚𝑇𝑁#
𝑁𝑢𝑚𝑇𝑁!

(3) 

 
EICR measures if emotions are correctly 

inverted when country names are swapped, such as 
changing Ukraine from positive to negative when 
swapping it with Russia. A higher EICR indicates 
the model accurately understands conflict 
structures. Positive Odds shows how much more 
likely one country is to be rated positively  
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Combination USA-China Ukraine-Russia South Korea-North Korea 

Model GPT-3.5-turbo GPT-4o-mini GPT-3.5-turbo GPT-4o-mini GPT-3.5-turbo GPT-4o-mini 

EICR 0.980 0.983 0.978 0.976 0.951 0.978 
Pos_Odds 1.000 1.000 1.000 1.000 1.001 1.000 
Neg_Odds 1.001 1.011 1.009 1.024 1.046 1.022 

Table 2: Bias evaluation for different country combinations and models. 
 
compared to the other, with values over 1 
indicating positive bias towards country A. 
Negative Odds shows the likelihood of one country 
being rated negatively compared to the other, with 
values over 1 indicating stronger negative bias 
towards country B. These metrics help clarify 
emotional biases in LLMs, assessing the models' 
fairness and reliability. 

4.3 Comparison of Sentiment Analysis 
Biases between Models 

In this experiment, we evaluate sentiment analysis 
biases in specific inter-state conflict structures 
using different LLMs (GPT-3.5-turbo and GPT-4o-
mini). Specifically, we assess the degree of 
emotional bias each model holds towards three 
pairs of countries: the United States and China, 
Ukraine and Russia, and South Korea and North 
Korea. The goal is to understand the differences in 
sentiment analysis biases between different models, 
evaluating the fairness and reliability of LLMs. The 
models used in this experiment are GPT-3.5-turbo 
and GPT-4o-mini. Sentiment analysis was 
performed on the following country pairs for each 
model: USA-China, Ukraine-Russia, South Korea-
North Korea. The sentiment analysis results were 
evaluated using the following three metrics: 
Emotion Inversion Consistency Rate (EICR), 
Positive Odds, and Negative Odds. 

Table 2 presents the metric results for each 
model, followed by detailed explanations and 
discussions. Both GPT-3.5-turbo and GPT-4o-mini 
show very high EICR values across all country 
combinations. Specifically, GPT-3.5-turbo scores 
0.980 for USA-China, 0.978 for Ukraine-Russia, 
and 0.951 for South Korea-North Korea. GPT-4o-
mini exhibits similarly high values: 0.983 for USA-
China, 0.976 for Ukraine-Russia, and 0.978 for 
South Korea-North Korea. These results indicate 
that both models have a strong understanding of 
conflict structures, with GPT-4o-mini slightly 
outperforming GPT-3.5-turbo in the USA-China 
and South Korea-North Korea pairs. Next, the 
Positive Odds results show that both models have 

nearly identical Positive Odds values of 1.000 
across all country combinations, indicating no 
significant positive bias towards any specific 
country. This suggests that both GPT-3.5-turbo and 
GPT-4o-mini provide balanced positive sentiment. 
Finally, the Negative Odds results reveal that GPT-
3.5-turbo has slightly higher Negative Odds for 
Ukraine-Russia (1.009) and South Korea-North 
Korea (1.046) compared to USA-China (1.001). 
GPT-4o-mini also shows minor variations, with 
Negative Odds of 1.011 for USA-China, 1.024 for 
Ukraine-Russia, and 1.022 for South Korea-North 
Korea. Although these differences are small, they 
indicate a slight but noticeable tendency to view 
Russia and North Korea more negatively, 
especially with GPT-4o-mini. 

In conclusion, while both models generally 
provide balanced sentiment analysis across 
different country pairs, slight variations exist. GPT-
4o-mini shows marginally better conflict 
recognition and a slightly stronger negative bias in 
certain pairs. 

4.4 Comparison of Sentiment Analysis 
Biases Across Keywords 

We assess biases for specific topics by performing 
sentiment analysis on keyword-divided text data, 
focusing on emotional biases for each topic. 
Previous methods struggled with detailed 
differentiation of biases, particularly in reflecting 
sentiment analysis results for individual topics. In 
this experiment, assuming a conflict structure 
between the Western bloc (USA, Ukraine, South 
Korea) and the Eastern bloc (China, Russia, North 
Korea), we conducted sentiment analysis on text 
data generated by the GPT-4o-mini model for each 
keyword. We calculated the ratio of positive and 
negative sentiments and computed Positive Odds 
and Negative Odds. Table 3 below shows the 
results for notable keywords, highlighting topics 
with more significant values. 

The results reveal biases in each topic. For 
"war," Positive Odds are 1.000 and Negative Odds 
are 1.032, indicating a slight bias with Western 
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countries viewed more positively and Eastern 
countries more negatively. This minor negative 
tendency also appears in topics like "politics," 
"immigration," and "diplomacy," with Negative 
Odds slightly above 1.0. Furthermore, "trade" and 
"territory" show higher Negative Odds (1.081 and 
1.039), suggesting a stronger negative sentiment 
towards Eastern countries in discussions on 
international relations and economic matters. 

Overall, this experiment shows that while LLM 
biases towards specific topics are generally minor, 
there is a consistent negative tendency towards the 
Eastern bloc. These findings offer crucial insights 
for bias evaluation in LLMs and lay the 
groundwork for future measures to mitigate these 
biases. Understanding emotional biases between 
Western and Eastern blocs is key to improving 
LLMs' fairness and reliability. 
 

Keyword Pos_Odds Neg_Odds 

Politics 1.000 1.079 
Immigration 1.000 1.042 
Diplomacy 1.000 1.040 

War 1.000 1.032 
Finance 1.000 1.041 
Territory 1.000 1.039 

Trade 1.000 1.081 
Table 3: Bias evaluation for different keywords. 

5 Discussion 

5.1 Insights 

The experimental results revealed that large 
language models (LLMs) exhibit subtle biases in 
national security and international conflict contexts. 
GPT-4o-mini generally maintains balanced 
sentiment but shows slight negative biases toward 
Eastern bloc countries, such as China, Russia, and 
North Korea, especially in topics like "war," 
"trade," and "territory." These biases can distort 
representations of specific countries or topics, 
potentially skewing decision-making in sensitive 
areas like national security. For example, if an 
LLM is used to generate reports for policymakers, 
even a slight bias could lead to a skewed 
perspective that exacerbates international tensions 
or results in unfair resource allocation. Another 
case is using LLMs to monitor social media for 
early warning signs of geopolitical tensions. A 
biased model might underestimate threats from 
Eastern bloc countries, leading to imbalanced 

threat assessments and inappropriate responses, 
which could escalate conflicts. 

Addressing these biases requires a multifaceted 
approach, including diversifying training datasets, 
using bias detection tools during training, and post-
processing outputs to minimize biases. 
Additionally, interdisciplinary collaboration 
among AI developers, ethicists, and policymakers 
is crucial to ensure that LLMs are guided by ethical 
principles and societal needs. 

5.2 Limitations and Future Directions 

This study has several limitations that future 
research should address. Firstly, while the corpus 
developed is comprehensive, it does not fully 
capture the complexity and diversity of real-world 
scenarios. Future research should incorporate more 
diverse data sources, including real-time data and 
historical documents, to enhance the robustness of 
the corpus. Although this study eliminated the 
limitations of tweets by relying solely on LLM-
generated data, this approach may have its own 
drawbacks. LLMs, while powerful, may not fully 
replicate the nuance and spontaneity found in real-
world data such as tweets. Combining both LLM-
generated data and real-world sources like tweets 
could offer a more robust solution, capturing a 
wider range of expressions and emotions. 

Secondly, the evaluation focused mainly on 
sentiment analysis and did not sufficiently account 
for biases related to political ideologies, cultural 
contexts, or intercultural factors. Future studies 
should broaden the scope of bias evaluation to 
include these dimensions, possibly developing new 
metrics to better understand ideological and 
cultural biases. Additionally, the study lacked 
specific case studies to illustrate how biases might 
manifest in real-world applications. Including 
detailed case studies in future research would help 
in understanding the practical implications of LLM 
biases, especially in sensitive areas like national 
security. Moreover, this study only evaluated two 
models, GPT-3.5-turbo and GPT-4o-mini, which 
represent a small subset of available LLM 
architectures. Future research should explore a 
wider variety of models to validate the results and 
understand how biases differ across architectures. 

Lastly, the study did not explore bias mitigation 
strategies. Future work should develop and test 
specific interventions, such as data augmentation 
or fairness constraints, to reduce biases. Creating 
user-friendly tools for bias detection and mitigation 
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would also support the wider adoption of best 
practices in the field. 

6 Conclusion 

This study found that biases in LLMs are rooted in 
cultural and political influences from their training 
data. While the biases in GPT-4o-mini were 
generally subtle, there were slight negative biases 
towards Eastern bloc countries, particularly on 
topics like "war" and "resources." Even minor 
biases can significantly impact decision-making in 
national security and international relations, 
highlighting the need for careful evaluation and 
mitigation. 

To address these issues, it is essential to 
diversify training datasets and use fairness-aware 
methods during model development. Incorporating 
bias detection algorithms into the LLM evaluation 
process is also crucial, both during development 
and post-deployment, to ensure ongoing fairness. 
Additionally, scenario-based analyses are 
necessary to understand how biases affect real-
world applications, allowing for more practical 
mitigation strategies. By implementing these 
strategies, the fairness and reliability of LLMs can 
be enhanced, supporting the ethical use of AI in 
sensitive areas like national security. This study 
emphasizes the importance of tackling these 
challenges and provides a roadmap for future 
research in this critical field. 
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Abstract

Recent advances in language modeling have fo-
cused on (potentially multiple-choice) question
answering, open-ended generation, or math and
coding problems. We look at a more nuanced
task: the interpretation of statements of polit-
ical actors. To this end, we present a dataset
of policy announcements and corresponding
annotated interpretations, on the topic of US
foreign policy relations with Russia in the years
1993 up to 2016. We analyze the performance
of finetuning standard sequence-to-sequence
models of varying sizes on predicting the an-
notated interpretations and compare them to
few-shot prompted large language models. We
find that 1) model size is not the main factor
for success on this task, 2) finetuning smaller
models provides both quantitatively and quali-
tatively superior results to in-context learning
with large language models, but 3) large lan-
guage models pick up the annotation format
and approximate the category distribution with
just a few in-context examples.

1 Introduction

State-of-the-art language models are evaluated on
multiple-choice question answering (e.g. MMLU;
Hendrycks et al., 2021), math problems (e.g.
GSM8k; Cobbe et al., 2021), or coding (e.g. Hu-
manEval; Chen et al., 2021). These benchmarks do
not provide much insight for the use and analysis of
such models in the humanities and social sciences.

In this paper, we present a dataset on an impor-
tant issue in the humanities and social sciences,
namely interpretation. In this case, our concern
is with how newspaper articles characterize pol-
icy announcements (press releases, Q&A sessions,
interviews, etc.). These interpretations are care-
fully annotated by political scientists to give them
structure (through labeling spans of text with a
category such as act or motive) and to provide ad-
ditional background knowledge as comments. We
then train language models on the task of generat-

[STD SENTENCE START] On the eve of [ACTOR START]
President Bush's (USA) [ACTOR END] [ACT START]

arrival here [REFERENCE START] to sign

[REFERENCE END] a nuclear arms reduction treaty

(The US and Russia will sign START II, a new

arms control agreement) [ACT END] ,

[RUSSIA LINK START] President Boris N. Yeltsin
is being criticized for pushing through an
accord that some say serves American interests
and confirms Russia's subordinate status in a
post-Communist world (The US and Russia will
sign START II, a new arms control agreement)
[RUSSIA LINK END] . [STD SENTENCE END]

Figure 1: Example annotated interpretation with a high-
lighted act , accompanied by a comment explaining
necessary background knowledge.

ing the annotated interpretations when shown the
announcement.

We compare sequence-to-sequence models with
large language models (LLMs), and find that model
size is not indicative of task performance. We
achieve better results by finetuning the compar-
atively much smaller sequence-to-sequence models
than by few-shot prompting LLMs. Our code, data
and models are available on GitHub1.

2 Related Work

Language models have previously been used to
interpret figurative language (Liu et al., 2022;
Chakrabarty et al., 2022), contracts (Hoffman and
Arbel, 2023; Wang, 2024), and building regulations
(Fuchs et al., 2023). We provide a novel dataset on
interpreting policy announcements.

Although using large language models to per-
form interpretation seems to have become more
popular recently, the analysis of policy statements
has focused mainly on either monetary policy (Doh
et al., 2021; Lee et al., 2021; Marfurt et al., 2022)

1https://github.com/idiap/
policy-interpretations
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or legislative speech (Goplerud, 2021). Regarding
the latter, a dataset for sentiment analysis of polit-
ical debates, ParlVote (Abercrombie and Batista-
Navarro, 2020) has been created. Other work has
focused on analyzing speech acts in political de-
bates (Reinig et al., 2024). The policy announce-
ments in this paper differ from political debates
by being performed on behalf of a single actor
and encompassing a wide range of issue areas; the
interpretations of those announcements often pre-
sume background knowledge on the part of readers,
which is challenging to capture.

Finally, using annotations to generate semi-
structured outputs with language models has been
used in Galactica (Taylor et al., 2022) to annotate
paper citations and specific character sequences
(DNA, amino acids), and to interpret economic
policy announcements by the Federal Reserve
Bank (Marfurt et al., 2022). We deem the format
of the latter useful for our task as well and will
employ it in the following section.

3 Dataset

The dataset concerns the foreign policy relations of
the United States of America with respect to Russia
in the years from 1993 up to 2016. A team of po-
litical scientists has curated announcements (press
releases, Q&A sessions, interviews, etc.) and cor-
responding interpretations (partial, complete, or
multiple sentences of New York Times articles). De-
tails of the dataset’s creation can be found in Ap-
pendix A. For annotation, we follow the guidelines
of Marfurt et al. (2022). We define the mandatory
annotation categories of a standardized sentence to
be act, actor, and reference, with the same mean-
ing as in previous work, although in this case, the
actor is almost always the United States. We add a
mandatory annotation category Russia link, which
marks the connection of the announcement to Rus-
sia. We import the optional categories (attribu-
tion, evidence, motive, scope) without any changes.
Comments, which make explicit newspaper read-
ers’ presumed background knowledge, are added
in parentheses after text annotated as act or Russia
link.

We convert the annotated interpretations into
text-only format by inserting start and end markers
(Taylor et al., 2022; Marfurt et al., 2022). An ex-
ample from the training set can be seen in Figure 1,
and statistics for the dataset are listed in Table 1.

Train Valid Test

Source announcements 2116 250 264
Target interpretations 3360 404 378
Target std sentences 5240 636 579

Mean source words 6923 6967 6979
Mean target words 223 223 220

Table 1: Dataset statistics.

4 Experiments

In our experiments, we compare different ap-
proaches to solve our proposed task. To gener-
ate the target interpretations, we compare finetun-
ing sequence-to-sequence models with in-context
learning with large language models. We select
T5 (Raffel et al., 2020), Flan-T5 (Chung et al.,
2022), BART (Lewis et al., 2020) as our sequence-
to-sequence models for their track record on pre-
vious text generation tasks. As large language
models, we choose LLaMA-3.1 (8B) (Dubey et al.,
2024) and Gemma-2 (9B) (Team et al., 2024). We
decided to only use local language models for rea-
sons of reproducibility.

4.1 Metrics

We aim to capture a diverse signal from the model
interpretations. We measure the lexical similar-
ity of generations to reference interpretations with
ROUGE (Lin, 2004). We do this both on the com-
plete generations including the annotation markers
(termed ROUGE-full) and just on the generated
words (ROUGE-words). We measure semantic sim-
ilarity with BERTScore (Zhang et al., 2020), and
use baseline rescaling2. For lexical diversity and
to avoid repetitions, we analyze distinct bigrams
as the number of unique bigrams divided by the
total number of generated bigrams. To evaluate
how often models copy from the source document,
we compute the fraction of novel bigrams in the
generated text compared to the source document.
Finally, we aim for a more detailed evaluation of
the similarity of predicted acts to ground truth acts.
To this end, we measure ROUGE-2 (high correla-
tion with human judgments for summaries (Fabbri
et al., 2021)) for the contents of the annotated acts.

4.2 Training Details

Training is only performed for sequence-to-
sequence models. They are finetuned for 20 epochs

2Evaluation hash: roberta-large_L17_no-idf_
version=0.3.12(hug_trans=4.44.0)-rescaled
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Model Parameters ROUGE-full ROUGE-words BERTScore Distinct Novel ROUGE-2
R-1 R-2 R-L R-1 R-2 R-L (rescaled) 2-grams 2-grams (acts)

References 58.95% 82.51%

Finetuned seq2seq models
T5 (base) 222M 40.42 13.86 27.89 35.90 13.01 24.73 19.24 50.01% 62.01% 3.77
Flan-T5 (base) 247M 40.79 13.79 28.00 36.30 12.93 24.93 19.04 50.98% 58.47% 7.74
BART (large) 406M 43.87 16.28 31.01 38.48 15.33 27.64 22.18 50.22% 70.35% 10.49
T5 (large) 737M 40.62 13.87 27.85 36.01 12.95 24.79 20.76 51.49% 69.06% 4.00
Flan-T5 (large) 783M 40.36 14.44 28.88 35.27 13.46 25.20 19.12 49.60% 63.04% 7.91

5-shot prompted LLMs
LLaMA-3.1 8.03B 22.36 3.06 13.21 21.98 3.35 13.64 -18.01 46.31% 76.37% 0.35
LLaMA-3.1 (instruct) 8.03B 33.08 7.10 21.41 29.46 7.44 20.22 12.01 48.27% 73.08% 2.95
Gemma-2 9.24B 21.74 3.46 13.42 21.52 3.69 13.78 -17.80 38.97% 72.32% 0.41
Gemma-2 (instruct) 9.24B 31.40 6.14 20.63 26.37 6.62 18.79 7.99 57.20% 72.34% 2.12

Table 2: Test set results.

with early stopping (we try stopping both based
on the validation loss or validation ROUGE score).
For each of the models, we performed hyperparam-
eter optimization on the learning rate. We started
10 training runs per model with varying learning
rates (1e-3 to 1e-6). We trained each model on a
single RTX A6000 GPU with an effective batch
size of 8. We use the Adam optimizer (Kingma
and Ba, 2015) and warm up the learning rate for
2 epochs. As our models can only process inputs
of 1024 tokens, we filter the announcements with
an oracle that selects the sentences that maximize
the ROUGE-2 score when compared to the annota-
tion (Liu and Lapata, 2019). Because of the lack of
available pretrained long-context models, we leave
ingesting the entire announcement into the model
for future work.

4.3 Inference Details

When generating with the sequence-to-sequence
models, we use beam search with 5 beams. We gen-
erate at least 100 and at most 512 tokens. We use
n-gram blocking with n = 6 (Paulus et al., 2018).

For LLMs, we provide 5 in-context examples
of an announcement with a corresponding inter-
pretation, taken from the training set. We then
prompt with the evaluation announcement. The
announcements are prefixed with Announcement:,
and the interpretations with Interpretation:. We
generate with nucleus (top_p) sampling (Holtzman
et al., 2020). We vary the temperature (0.5, 0.7,
1.0, 2.0) and the top_p (0.5, 0.8, 0.9, 0.95). We
compare loading the model’s weights in float32
with bfloat16 (16-bit precision shows a small per-
formance drop). For instruction-tuned LLaMA, we
also try using a system prompt3 (not available for

3"You are a chatbot that analyzes political announcements
and replies with a coded interpretation of its main points."

Gemma). In total, we try 12 hyperparameter com-
binations per LLM. The best settings can be found
in Appendix B.

5 Results

The results in Table 2 show that the BART (large)
model performs best among the models we tried. It
scores the highest on lexical similarity (ROUGE)
and semantic similarity (BERTScore), and achieves
reasonable diversity and novelty of generated text.
Appendix C shows an example output. We now
present our main findings from these results.

Increasing model size does not improve results.
We experimented with different-sized sequence-
to-sequence models. We cannot make out a gen-
eral trend in the change of performance due to
model size. The best-performing model BART is
of medium size. Additionally, LLMs do not reach
the performance of the finetuned smaller models
on this task.

Instruction tuning helps in-context learning.
For both LLaMA and Gemma, the instruction-
tuned versions massively outperform the base mod-
els on all metrics that measure similarity with the
reference interpretations. The negative rescaled
scores of the base LLMs suggest that content-wise,
the LLMs’ generations are less semantically similar
to the ground truth than two randomly drawn sen-
tences from Common Crawl (cf. Zhang et al., 2020).
It seems that instruction tuning is a necessary ingre-
dient of LLM training to enable in-context learning
on this task.

Instruction tuning drastically shortens outputs.
While not listed in Table 2, we also find that
instruction-tuned models generate shorter outputs
(less than half the tokens than the base models,
and even shorter than the sequence-to-sequence
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Model Std sent Act Motive Evidence Russia link Correct format

References 1.55 (± 0.85) 1.57 (± 0.89) 0.21 (± 0.57) 0.60 (± 0.93) 1.58 (± 0.92) 99.41%

T5 (base) 1.54 (± 0.66) 0.62 (± 0.53) 0.00 (± 0.00) 0.00 (± 0.00) 0.15 (± 0.37) 85.67%
Flan-T5 (base) 1.48 (± 0.59) 1.11 (± 0.67) 0.00 (± 0.00) 0.05 (± 0.25) 0.37 (± 0.56) 94.56%
BART (large) 1.78 (± 0.59) 1.54 (± 0.60) 0.06 (± 0.26) 0.56 (± 0.89) 1.29 (± 0.60) 96.68%
T5 (large) 1.42 (± 0.54) 0.47 (± 0.52) 0.00 (± 0.00) 0.00 (± 0.00) 0.30 (± 0.50) 85.78%
Flan-T5 (large) 1.70 (± 0.61) 1.23 (± 0.64) 0.00 (± 0.06) 0.06 (± 0.25) 0.41 (± 0.58) 89.58%

In-context examples 1.2 1.2 0 0 1.2
LLaMA-3.1 0.13 (± 0.33) 0.21 (± 0.47) 0.00 (± 0.00) 0.12 (± 0.39) 0.16 (± 0.39) 61.53%
LLaMA-3.1 (instruct) 1.03 (± 0.70) 0.70 (± 0.62) 0.00 (± 0.00) 0.39 (± 0.69) 0.61 (± 0.60) 89.60%
Gemma-2 0.23 (± 0.47) 0.17 (± 0.39) 0.00 (± 0.00) 0.08 (± 0.30) 0.13 (± 0.33) 78.72%
Gemma-2 (instruct) 1.17 (± 0.68) 0.59 (± 0.51) 0.00 (± 0.00) 0.07 (± 0.27) 0.63 (± 0.51) 95.55%

Table 3: Selected annotation counts with standard deviation on the test set.

models). They also produce many more annota-
tion start and end marker tokens (around 10% of
total tokens), whereas base models generate only
around 2%. References contain 12.4% of these
special tokens.

Table 3 shows the counts and standard deviation
for a selection of annotation categories. Again, the
BART model matches the reference distribution the
closest (except for standardized sentences). Mo-
tives are underrepresented in all model outputs. In
the last column, we also report if models correctly
open and close annotations with matching start and
end markers4.

Only BART follows the reference category dis-
tribution. All sequence-to-sequence models and
the instruction-tuned LLMs generate more than
one standardized sentence on average. However,
except for BART, models seldom generate all the
mandatory categories of an interpretation. More-
over, BART generates the correct format more of-
ten than any other model.

Instruction tuning is vital for learning the for-
mat and distribution. For both LLaMA and
Gemma, there is a major difference between the
base model and the instruction-tuned model. In-
struction tuning both allows the models to pick
up the distribution of annotation categories and
the annotation format with start and end markers
much better, reaching similar performance as the
sequence-to-sequence models. For some categories
(evidence, Russia link), they generate more annota-
tions than the T5 and Flan-T5 models. All this is
achieved with only 5 in-context examples.

4References are not 100% correct since if they are too long
(we used 512 tokens), the matching end markers get cut off.

LLMs generate categories that are not in the in-
context examples. Surprisingly, we found that
LLMs also generated categories not present in our
in-context examples. Especially evidence is gener-
ated quite frequently, particularly by LLaMA (in-
struct). A natural explanation is that the LLMs
must have been pretrained on a similar dataset that
contained those or similar annotations. If this is
the case, it is still interesting to see that both LLMs
transfer that pretraining knowledge so readily. The
annotation category scope, which is not shown in
Table 3, appears twice in the in-context examples,
yet is generated fewer times by all LLMs except
the base LLaMA. This, however, also means that
even though our dataset has not been released yet,
performance on it will depend on whether the used
models have been pretrained on similar datasets.

On top of the annotation categories present in
our dataset, LLaMA also generates the additional
categories location and source, while Gemma gen-
erates location and organization. They are, how-
ever, very rare, appearing at most 4 times for our
total of 264 announcements in the test set.

6 Conclusion

We presented a new dataset on generating interpre-
tations for policy announcements concerning US
foreign policy with respect to Russia for the years
1993 to 2016. We evaluated common language
models on this generation task and found that fine-
tuned sequence-to-sequence models, specifically
BART, outperformed few-shot prompted large lan-
guage models.

Interesting directions for future work are investi-
gating long-context methods that can access the en-
tire announcement when writing the interpretation,
and a more structured approach to generating the
individual categories and their contents. We also
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hope to see whether models trained on this dataset
can be successfully transferred to other tasks and
domains.

Limitations

We discuss limitations of our work in the following.

Limitations of the dataset. While the target in-
terpretations are carefully curated by human ex-
perts, the source announcements are extracted from
PDFs and websites. Especially text extracted from
the former may include artifacts, such as additional
or missing whitespace and punctuation caused by
unusual formatting, or only partially extracted text.

Limitations of evaluated methods. We believe
that the performance of LLMs could be improved
in various ways. Since the presented task is rather
complex, more few-shot examples could be given
as additional context for the model to adapt. In
some cases, Gemma even asked for more infor-
mation in its response, e.g. "I am still under de-
velopment and learning to interpret complex text.
Can you please provide me with more context or
specify what you would like me to do with this
text?" Furthermore, parameter-efficient finetuning
of LLMs (e.g. low-rank adaptation; Hu et al., 2022)
may further improve their results. We leave these
investigations to future work.

Limitations of evaluation metrics. In this pa-
per, we evaluate models with established automatic
metrics for text generation. For the task of generat-
ing interpretations, metrics comparing a candidate
to a reference interpretation by lexical or seman-
tic similarity will naturally miss the more subtle
aspects. An evaluation that extracts the main char-
acteristics of the interpretation in a broader context
is interesting for future work.
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cles on the foreign policy of the US with respect to
Russia. In these articles, domain experts searched
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Model Early stopping Max LR Max LR
model LM head

T5 (base) Loss 1e-4 1e-3
Flan-T5 (base) ROUGE 1e-4 1e-4
BART (large) ROUGE 1e-5 1e-4
T5 (large) ROUGE 1e-4 1e-4
Flan-T5 (large) ROUGE 1e-4 1e-3

Table 4: Best hyperparameter settings for sequence-to-
sequence models based on the validation set.

Model Temperature Top_p

LLaMA-3.1 1.0 0.9
LLaMA-3.1 (instruct) 0.7 0.5
Gemma-2 0.7 0.95
Gemma-2 (instruct) 0.7 0.9

Table 5: Best hyperparameter settings for LLMs based
on the validation set.

for partial, complete or multiple sentences that con-
tain all the information for the required annotation
categories described in Section 3. All categories
were then marked and potentially commented on to
surface the readers’ necessary background knowl-
edge. Then, they are validated by a senior domain
expert.

B Hyperparameter Settings

We list the optimal hyperparameter settings for
each of our models in Tables 4 and 5.

C Example Outputs

In Table 6, we show a source announcement and
the corresponding reference interpretation and in-
terpretations of BART and Gemma-2 (instruct). In
this example, BART focuses on a different part of
the speech than the reference interpretation, which
could have nevertheless been picked up in a an arti-
cle. Gemma gets the main point right but becomes
too repetitive. BART uses annotation categories in
the right places but does not close them correctly in
the second sentence. Gemma closes all annotations
correctly but places them on parts of the text that
do not match.
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Source announcement
From State Department Dispatch, Vol. 4, No. 3, 1993: Chemical Weapons Convention Signing Ceremony Secretary Eagleburger Remarks upon signing the Chemical
Weapons Convention, Paris, France, January 13, 1993.
It is fitting that we meet to sign this historic Chemical Weapons Convention in a city where, 4 years ago, the international community appealed for the strengthening
of norms against chemical warfare. I am pleased to be in Paris, and I am especially pleased to represent my President, George Bush, a man who, over the course of
the past decade, launched some of the key initiatives which helped to make this agreement possible. He and all those responsible can take pride in an achievement
whose revolutionary scope and impact we can recognize today without having to await the verdict of history. But such has been the amazing record of the past
few years. We have seen the international community liberate itself from half a century of gridlock and paralysis and move beyond the rhetoric of democracy to
achieve real democracy; move beyond the rhetoric of detente to achieve real peace; and move beyond the rhetoric of disarmament to achieve real reductions in
weapons of mass destruction. The Chemical Weapons Convention we sign today does more than simply reduce a class of arms or mitigate against their proliferation.
This convention mandates a worldwide non-discriminatory ban on an entire class of weapons of mass destruction–the only class of such weapons that has been
widely used in combat. By the radical terms of this agreement, all signatory states forswear the possession, production, stockpiling, transfer, and, indeed, the use of
chemical weapons; and all signatories must destroy all chemical weapons and chemical weapons production facilities in their possession. Moreover, the convention’s
strict verification regime, which accommodates legitimate commercial and sovereign interests, sets an innovative standard for future multilateral agreements. The
international community is virtually united in support of the objectives of the Chemical Weapons Convention. However, there must be truly global adherence if the
convention is to achieve its purpose and if doubts are to be eliminated over the commitment and intentions of those who fail to sign, ratify, and fully comply with
its terms. Nowhere is this more important today than in the Middle East, a region which over the past 30 years has been home to more active chemical weapons
programs–and which has seen more chemical weapons use–than any other part of the world. It is, therefore, particularly disappointing that so many Middle Eastern
states are absent from this ceremony today. The fact of the matter is that linking this convention to other issues cannot affect the fate of those issues, but it will
surely undermine the effect of this treaty in the one region most exposed to the danger of chemical weapons–namely, the Middle East. The point, I believe, is to
tackle the challenge of weapons of mass destruction wherever we can, whenever we can. I would, therefore, urge the members of the Arab League to seize this
opportunity and sign the Chemical Weapons Convention. Doing so would be a step toward, and not away from, making the Middle East a zone free of all weapons of
mass destruction, as called for by President Mubarak of Egypt. Today’s ceremony is only the beginning of the work which lies ahead. Next month, the Preparatory
Commission will meet in The Hague [the Netherlands] to work out the important and detailed provisions for implementing the convention. The United States is fully
committed to the success of those efforts, which will require the same broad support and participation which produced the successful convention itself. As I indicated
at the beginning, the past few years have been a remarkably creative period of international achievement. Perhaps not coincidentally, I believe that President Bush’s
passage across the international scene has equally been one of tangible achievement, particularly in terms of the issue most important to the fate and future of the
planet–the issue of weapons of mass destruction. George Bush’s legacy will include landmark treaties–START [Strategic Arms Reduction Treaty] I, START II, and
CFE [Conventional Armed Forces in Europe]–as well as diplomatic efforts which paid non-proliferation dividends in Africa, South America, the Middle East, and
here in Paris today. But he knows, as all of us must know, that what we have accomplished to date will matter little unless we are prepared to confront the even
greater proliferation dangers we most certainly will face in the years to come.

Reference interpretation
[STD SENTENCE START] [ACT START] [RUSSIA LINK START] [ACTOR START] The United States (USA) [ACTOR END] and Russia were among those
signing [REFERENCE START] today (The US signed the Chemical Weapons Convention) [ACT END] (Russia also signed the Chemical Weapons Convention)
[RUSSIA LINK END] [REFERENCE END] . Speaking on behalf of the United States, which has already begun destroying its chemical-weapons stockpiles,
Secretary of State Lawrence S. Eagleburger noted that [EVIDENCE START] the treaty mandates a global ban on the only class of weapons of mass destruction "that
has been widely used in combat." [EVIDENCE END] [STD SENTENCE END]
[STD SENTENCE START] In [EVIDENCE START] what has been hailed as the first attempt to eliminate an entire category of weapons of mass destruction
[EVIDENCE END] , [ACT START] [RUSSIA LINK START] more than 120 nations, including [ACTOR START] the United States (USA) [ACTOR END] and
Russia, [REFERENCE START] began today [REFERENCE END] to sign an agreement to ban the production, stockpiling and use of chemical weapons (The US
signed the Chemical Weapons Convention) [ACT END] (Russia also signed the Chemical Weapons Convention) [RUSSIA LINK END] . [STD SENTENCE END]

Candidate interpretation by BART
[STD SENTENCE START] [ACTOR START] Secretary of State Warren Christopher (United States) [ACTOR END] [ACT START] [REFERENCE START] urged
[REFERENCE END] the Arab League today to join the [RUSSIA LINK START] Chemical Weapons Convention (Russia is a signatory of the Chemical Weapons
Convention) [RUSSIA LINK END], which bans chemical weapons (The US urged the Arab League to sign the Chemical Weapons Convention and thus become part
of the WMD regime) [ACT END]. [STD SENTENCE END]
[STD SENTENCE START] [ACTOR START] Mr. Christopher (United States [ACTOR END] [REFERENCE START] said [REFERENCE END], [ACT START]
" [EVIDENCE START] The point, I believe, is to tackle the challenge of weapons of mass destruction wherever we can, whenever we can [EVIDENCE END].
Nowhere is this more important today than in the Middle East, a region which over the past 30 years has been home to more active chemical weapons programs – and
which has seen more chemical weapons use – than any other part of the world [EVIDENCE END]." [STD SENTENCE END]
ROUGE-full (1/2/L): 55.22/20.34/41.75, BERTScore (rescaled): 15.20, novel 2-grams: 46.43%

Candidate interpretation by Gemma-2 (instruct)
[STD SENTENCE START] [RUSSIA LINK START] Mr. Eagleburger (USA) [RUSSIA LINK END] stressed that [ACT START] [REFERENCE START] the United
States [REFERENCE END] [ACTOR START] is committed to [ACTOR END] working with all nations to achieve the universal ratification and implementation
of the Chemical Weapons Convention (The United States is committed to working with all nations to achieve the universal ratification and implementation of the
Chemical Weapons Convention) [ACT END] (The United States is committed to working with all nations to achieve the universal ratification and implementation of
the Chemical Weapons Convention) [STD SENTENCE END] .
ROUGE-full (1/2/L): 39.33/14.35/30.13, BERTScore (rescaled): 12.65, novel 2-grams: 74.19%

Table 6: Example outputs by the best finetuned sequence-to-sequence model (BART) and the best few-shot prompted
LLM (Gemma-2) on the first example of the validation set, together with their evaluation scores on this specific
example.
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Abstract 1 

Large language model (LLM) applications 2 

have taken the world by storm in the past 3 

two years, and the academic sphere has not 4 

been an exception. One common, 5 

cumbersome task for researchers to attempt 6 

to automatise has been text annotation and, 7 

to an extent, analysis. Popular LLMs such 8 

as ChatGPT have been examined as a 9 

research assistant and as an analysis tool, 10 

and several discrepancies regarding both 11 

transparency and the generative content 12 

have been uncovered. Our research 13 

approaches the usability and 14 

trustworthiness of ChatGPT for text 15 

analysis, more specifically keyword 16 

extraction and topic classification, from the 17 

point of view of an ”out-of-the-box” zero-18 

shot or few-shot setting, focusing on how 19 

the context window and mixed text types 20 

affect the analyses generated. Results from 21 

our testing indicate that both the types of 22 

the texts and the ordering of different kinds 23 

of texts do affect the ChatGPT analysis, but 24 

also that the context-building is less likely 25 

to cause analysis deterioration when 26 

analysing similar texts. Though some of 27 

these issues are at the core of how LLMs 28 

function, many of these caveats can be 29 

addressed by transparent research planning. 30 

1 Introduction 31 

The potential for utilising large language 32 

models for data analysis has generated 33 

widespread interest among researchers across 34 

various fields (Azaria et al., 2024; Hadi et al., 35 

2023), and one of the most extensively studied 36 

is the field’s market-leader OpenAI's ChatGPT 37 

(Ray, 2023; Westfall, 2023). As a freely 38 

accessible tool with a simple user interface, it 39 

has brought a new repertoire of analytical 40 

methods within reach of researchers who may 41 

have previously faced technological or 42 

resource barriers to using computational social 43 

science methods.  44 

Several researchers have examined 45 

ChatGPT's capabilities as a data analysis tool 46 

and reported their findings, striving to 47 

approach the method critically from the 48 

perspective of scientific principles and share 49 

best practices with other researchers (Bilal et 50 

al., 2024; Törnberg, 2023). Despite the hype 51 

surrounding the tool, ChatGPT’s, and large 52 

language models in general, have been 53 

criticised and found to be unreliable in various 54 

research tasks including text analysis and 55 

annotation (Ollion et al., 2023). Our paper is 56 

an additional contribution to this literature 57 

from the point of view of automated text 58 

analysis, but also an addition to the yet very 59 

limited research focusing on how such services 60 

function with smaller languages (Mets et al., 61 

2024).  62 

The research aims to evaluate whether the 63 

keyword extraction and topic classification 64 

produced by chat-based large language model 65 

(LLM) services, such as ChatGPT, vary based 66 

on different content types, the mixture of 67 

contents, the order of mixed contents, and 68 

context building within the same conversation 69 

window. 70 
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Our purpose is to gain an understanding of 71 

the influence of context on classification and 72 

to shed light on what kind of biases and 73 

limitations must be considered in research 74 

employing LLM tools, especially when using 75 

several different types of data. 76 

The specific case under examination will 77 

focus on the discussion regarding the green 78 

transition, which in political rhetoric generally 79 

refers to a shift towards an ecologically 80 

sustainable and low-carbon economy 81 

(Filipović et al., 2022; Ministry of 82 

Environment Finland, 2024). Green transition 83 

is an interesting term in the political debate as 84 

it evokes very polarising reactions from highly 85 

supportive and positive to strongly negative 86 

and dismissive. The reactions also vary a lot by 87 

country: for example, in Norway, the term 88 

“green transition” has very positive 89 

connotations and was even voted as the word 90 

of the year in 2015 (Olerud et al., 2016). 91 

In Finland, the government in power since 92 

2023 led by the National Coalition Party and 93 

its support party The Finns has made efforts to 94 

replace the term with other expressions such as 95 

"clean transition" (“puhdas siirtymä”) or “the 96 

blue-white transition” (“sinivalkoinen 97 

siirtymä”) (Tavio, 2023; Valtioneuvosto, 98 

2023).  99 

To study the debate from the perspectives of 100 

both politicians and the public, we analysed 101 

communication on Twitter and within the 102 

Finnish parliament during the Conference of 103 

Parties climate change conference (COP27) 104 

held in Egypt in late 2022. We chose the highly 105 

publicised international event as green 106 

transition was one of its core focus points 107 

(European Commission, 2022) and because it 108 

stirred conversation both online and in the 109 

parliament so close to the Finnish 110 

parliamentary elections of 2023. The data 111 

comprises parliamentary speeches and Twitter 112 

comments collected from October 19, 2022, to 113 

December 1, 2022. Each dataset contains 20 114 

texts, resulting in a total of 20 tweets (T) and 115 

20 parliamentary speeches (P).  116 

The study expects to determine if and how 117 

the order and context in which texts are 118 

presented to the LLM influence the outcomes 119 

of text analysis, specifically in terms of 120 

keyword extraction and topic classification. 121 

Our hypotheses address the usability of LLMs 122 

for our specific text analysis task from three 123 

different angles: 124 

Hypothesis 1: It is possible to gain 125 

meaningful results using LLMs in analysing 126 

and identifying keywords and topics in textual 127 

data in a zero-shot or a few-shot setting, 128 

focusing on a specific political issue such as 129 

“green transition”. 130 

Hypothesis 2: The initial content type will 131 

influence the keyword extraction and topic 132 

classification when texts are analysed in a 133 

mixed order. 134 

Hypothesis 3:  The context-building affects 135 

the results when analysing texts in a few-shot 136 

setting within the same chat window compared 137 

to zero-shot analyses in separate chat 138 

windows. 139 

1.1 Review of previous research 140 

The consistency of responses generated by 141 

ChatGPT have been empirically studied in 142 

contexts such as medicine (Lechien et al., 143 

2024), mathematics (Heya et al., 2024) and 144 

coding (Clark et al., 2024).  145 

In addition, ChatGPT's model is known to 146 

consider the order of the input tokens when 147 

generating its responses (Bansal et al., 2024), 148 

which has been empirically demonstrated, for 149 

example, by varying the word order of the 150 

input (Zhao et al., 2024). The effects of order-151 

dependency on consistency of the output have 152 

been studied further for example by Jang and 153 

Lukasiewicz, who showed that ChatGPT and 154 

GPT-4 models often failed in both semantic 155 

and symmetric consistency, meaning that they 156 

produced different results from semantically 157 

similar inputs, and that the sentence order of 158 

the input affected the predictions made by the 159 

models. 160 

For text analysis and annotation specifically, 161 

it has been shown that zero-shot or few-shot 162 

approaches to utilising LLMs often fail to 163 

reach as accurate results as fine-tuned, human-164 

annotated models (Ollion et al., 2023). Other 165 
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serious issues raised in the literature include 166 

the unreliability, potentially “hallucinated” 167 

results, copyright issues, and stochastic 168 

generation of misinformation and false claims 169 

(Alkaissi and McFarlane, 2023; Guerreiro et 170 

al., 2022; Guerreiro et al., 2023; Khatun and 171 

Brown, 2023). 172 

2 Methods and materials 173 

The parliamentary speeches were obtained via 174 

the Finnish parliamentary speech archive 175 

ParlamenttiSampo (Hyvönen et al., 2022) that 176 

allows collecting speeches from a selected 177 

time period in .csv format and then filtering the 178 

dataset via declension of the key phrase 179 

“vihreä siirtymä” (“green transition”). The 180 

filtering left us with 20 parliamentary speeches 181 

that fit the criteria. 182 

The tweets for the study had been collected 183 

via the now-defunct service Mohawk Analysis. 184 

As there were several thousands of tweets 185 

containing the key phrase, the tweets were 186 

chosen first by matching the dates of the 187 

parliamentary speeches. The number of tweets 188 

for the studied time period was much larger 189 

than parliamentary speeches, so a 190 

corresponding tweet was picked via a 191 

randomised process for each speech. For 192 

example, when there were five speeches on 193 

October 27th ,2022, a total of five tweets were 194 

selected from the Twitter dataset. The only 195 

limiting factor for a tweet was that it should be 196 

a standalone tweet and not a response to 197 

another user. Links to both parliamentary 198 

speeches and the tweets in question are found 199 

in Appendix A. 200 

For the purposes of replicability, each 201 

analysis was done via the native commercial 202 

and publicly freely available ChatGPT 203 

service’s version ChatGPT-4o released in May 204 

2024. Its context window is 128,000 tokens, 205 

which was enough for all our test setups 206 

(OpenAI, 2024b). The initial setup settings for 207 

the model were attained in June via prompting 208 

(see Appendix B).  209 

All tests except 1.3 were conducted between 210 

July 8 and August 4, 2024, by one author, and 211 

initial tests of the analysis environment were 212 

performed between June 10 and July 21, 2024. 213 

Originally, the environment initialisation 214 

prompt was performed to control the changes 215 

in the ChatGPT version (see Appendix B) but 216 

access to it by users was later removed. The 217 

other author completed test 1.3 between 218 

August 19 and 26, 2024.  219 

Each analysis began with the same first 220 

prompt after which the concurrent prompts 221 

included only the text to be analysed. No 222 

feedback was given to ChatGPT during the 223 

tests. If after prompting ChatGPT offered 224 

options to choose our preferred answer, this 225 

would be ignored, and the next text was added 226 

to the chat instead. The first prompt including 227 

the instructions for text analysis is as follows: 228 

You will be analyzing a series of texts. For 229 

each text, perform the following analysis: 1. 230 

Extract a list of keywords from the text. 2. For 231 

each extracted keyword, provide a 232 

corresponding topic category. 233 

2.1 Test batch 1: zero-shot and few-shot 234 

analyses 235 

This experimental scenario evaluated how the 236 

text analysis differs when all content is 237 

analysed in the same chat window in a few-238 

shot setting versus each item being analysed in 239 

separate chat windows in a zero-shot setting.  240 

In the context of ChatGPT, a zero-shot 241 

setting refers to the language model's ability to 242 

perform a task or respond to a query without 243 

having been explicitly trained on examples of 244 

that specific task or scenario. Instead, the 245 

model relies on its general understanding of 246 

language and knowledge to generate an 247 

appropriate response based on the prompt 248 

alone. (Yuan et al., 2023)  249 

In test 1.1 all parliamentary speeches were 250 

analysed in the same chat window, and in test 251 

1.2 all tweets were analysed in the same chat 252 

window, allowing for the window-specific 253 

context to build throughout both analyses runs 254 

covering each set of 20 texts. Tests 1.3 and 1.4 255 

included the texts of both datasets analysed in 256 

separate chat windows: test 1.3 included 20 257 

prompts in 20 chat windows, one for each 258 
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parliamentary speech, and test 1.4 had a 259 

similar setup for tweets. 260 

The rationale behind the testing addresses 261 

the issue with a zero-shot setting where the 262 

LLM is given the task of text analysis without 263 

context from earlier text analysis tasks. In the 264 

one-window task, all the texts were submitted 265 

for analysis consecutively which builds 266 

context cumulatively, thus potentially 267 

enhancing the analysis the further the 268 

conversation goes. The hypothesis is that in 269 

analyses performed within the same chat 270 

window the first and the last text are, 271 

essentially, analysed by a different LLM as the 272 

context has been allowed to build. To test this, 273 

the texts were presented in the chat first in the 274 

original, chronological order, and then in a 275 

backwards order. It is due to this feature that 276 

leads to the conclusion that the only strictly 277 

zero-shot analyses to be made via ChatGPT are 278 

to be done individually in separate chat 279 

windows. The individual analyses were then 280 

compared to the analyses done within the same 281 

chat window. 282 

It should also be pointed out that the cross-283 

chat “Memory” feature for Plus tier ChatGPT 284 

subscribers was not available in the EU area 285 

during the testing and so had no impact on it. 286 

The feature that allows ChatGPT to 287 

“remember details between chats, allowing it 288 

to provide more relevant responses” has was 289 

made available in EU in September 2024 290 

(Coombes 2024, OpenAI 2024c). 291 

2.2 Test batch 2: mixed datasets 292 

This second experiment evaluated how the 293 

context building within the same chat window 294 

affects text analysis results when all 40 texts 295 

are analysed in a mixed order, and whether the 296 

initial content type influences the outcome. 297 

Test 2.1 included all tweets and 298 

parliamentary speeches alternating, starting 299 

from a tweet. Test 2.2 was almost identical but 300 

this time the first input was a parliamentary 301 

speech. Test 2.3 began with the whole tweet 302 

dataset, which was then followed by the whole 303 

speech dataset, and test 2.4 began with the 304 

speeches and ended with the tweets.  305 

The rationale behind the order-setting pairs 306 

stems from the context-building nature of the 307 

LLM chat windows. In the tests, the context is 308 

first built with consecutive texts of the same 309 

type and then the type changes to a very 310 

different one - both in tone and in length. 311 

 312 

3 Results 313 

In this section, we first describe the 314 

quantitative results of keyword extraction and 315 

topic classification and then evaluate the 316 

consistency and relevance classification. 317 

3.1 Keywords and topics 318 

Overall, the amounts of keywords and topics 319 

identified by ChatGPT varied. In the first batch 320 

of tests with separated datasets (see Table 1), 321 

both analyses of parliamentary speeches (PS) 322 

provided more keywords and topics than 323 

tweets (T), which is understandable due to the 324 

speeches being much longer.  325 

 326 

Test # 
 

Keywords Topics 

1.1 (PS, few-shot) 439 414 
1.2 (T, few-shot) 127 125 
1.3 (PS, zero-shot) 376 348 
1.4 (T, zero-shot) 135 121 

 327 

In our analysis, less keywords and topics 328 

were identified in the zero-shot analysis (zs) 329 

than the few-shot analysis (fs), but the zero-330 

shot tweet analysis found more keywords but 331 

less topics than the few-shot analysis. 332 

Test batch 2 with mixed datasets (Table 2) 333 

expectedly produced more keywords and 334 

topics, as each analysis had double the number 335 

of texts. The largest amounts of keywords and 336 

topics were found in test 2.3 that analysed first 337 

all 20 tweets and then 20 speeches (T1–T20, 338 

PS1–PS20), followed by test 2.1 which 339 

alternated between content type but started 340 

with a tweet (T1, PS1…PS20).  341 

 342 

 343 

Table 1:  Keywords and topics in test batch 1. 
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Test # 
 

Key-
words 

Topics 

2.1 (T1,PS1…PS20) 619 600 
2.2 (PS1,T1…T20) 449 310 
2.3 (T1–T20,PS1–PS20) 708 643 
2.4 (PS1–PS20,T1–T20) 536 338 

 344 

Despite the same content analysed within the 345 

same content window, the order of the texts did 346 

impact the amounts of keywords and topics 347 

found. In these specific cases, tests starting 348 

with a tweet produced over a hundred more 349 

keywords and topics identified by ChatGPT. 350 

3.2 Classification of “green transition” 351 

In the consistency and relevance evaluation, 352 

we compared the classification results of tests 353 

1.1 to 1.4 (see Table 3). We studied how 354 

consistently the keyword "green transition" 355 

was classified in Twitter and Parliamentary 356 

speech datasets, in a few-shot versus a zero-357 

shot setting. There was some variation in 358 

whether "green transition" was recognized as a 359 

keyword at all or in a slightly different form 360 

(e.g. "left-green transition"), which is why the 361 

total values vary between 17 and 19.  362 

 363 

Topic 
 

1.1 
(PS, 
few-
shot) 

1.2  
(T, 
few-
shot) 

1.3 
(PS, 
zero-
shot) 

1.4  
(T, 
zero-
shot) 

Environmental 
Policy 

8 18 4 6 

Green 
Transition 

9 0 2 0 

Environmental 
Policy/ 
Sustainability 

0 0 0 4 

Environmental 
Policy, 
Sustainable 
Development 

0 0 2 0 

Other 0 0 11 10 
Total 17 18 19 18 

 364 

For both tweets and parliamentary speeches, 365 

classification was more consistent when all 366 

texts were analysed in a few-shot setting in the 367 

same chat window: all Tweets were classified 368 

into the category Environmental Policy and 369 

parliamentary speeches were classified into 370 

two different categories: Environmental Policy 371 

and Green Transition. In the zero-shot setting, 372 

there were 12 different category names for the 373 

keyword “green transition” for tweets and 11 374 

different category names for parliamentary 375 

speeches. Another observation was that few-376 

shot analyses did not contain any multi-level 377 

categories (such as “Environmental Policy / 378 

Sustainability”), whereas in zero-shot setting, 379 

multi-level categories appeared in 12 cases for 380 

tweets and 11 cases for parliamentary 381 

speeches.  382 

The results indicate that the topic categories 383 

were quite sensitive to variation in the form of 384 

the keyword. For example, in the single-385 

window parliamentary speeches test, the 386 

keyword "green transition" was consistently 387 

categorised into Environmental Politics, until 388 

P11, where the keyword and topic category 389 

were in a slightly different form: Green Digital 390 

Transition. In subsequent analyses, the topic 391 

category for “green transition” changed from 392 

Environmental Politics to Green Transition.  393 

The results confirm our first hypothesis: the 394 

classification of “green transition” was 395 

relevant and meaningful in these cases.  Most 396 

of the time, the name of the category was very 397 

general (e.g. “Environmental Policy”), but 398 

sometimes more specific (e.g. “Energy 399 

Transition”). The usability and preferred 400 

specificity of the categories depends on the 401 

context, but in any case, all categories 402 

corresponding to “green transition” were named 403 

in a relevant way. However, the results suggest 404 

that the classification may be influenced by the 405 

specific phrasing of the keywords used in the 406 

analysis, which can significantly affect the 407 

results especially in languages like Finnish, 408 

where compound words are common.   409 

Table 2:  Keywords and topics in test batch 2. 

Table 3:  Topics for the keyword “green transition” in 
test batch 1. 
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3.3 Examples of context-building and errors 410 

Test 1.1 that had all parliamentary speeches 411 

analysed within the same chat interaction 412 

showed no deterioration during the 413 

conversation. The results were consistent and 414 

delivered the more keywords and categories 415 

the longer the speeches were. Test 1.3 provided 416 

similar results, but the topic categories were 417 

more often multi-leveled such as “Economy / 418 

Finance”. Test 1.4 with separate tweet analyses 419 

showed slight variation in style and included 420 

multi-level categories but no significant 421 

mistakes or errors related to the task.  422 

Test 1.2 however had some significant 423 

issues and differences compared to how the 424 

context is built throughout test 1.1 and how the 425 

individual tweet analyses of test 1.4. As the 426 

task was going through all the 20 tweets, the 427 

beginning seemed consistent until T7 that 428 

began with an English word “sorry” that led 429 

ChatGPT to indeed answer the comment in a 430 

conversational manner in English rather than 431 

analysing the text: 432 

   433 

T7: 434 

"Sorry, kun jankutan, mutta vihreä 435 

siirtymä pitää sisällään myös #luontokato 436 

hillinnän ja luonnon vahvistamisen 437 

#ilmastokriisi hillinnän rinnalla. Toista ei 438 

voi ratkaista ilman, että ratkaistaan 439 

molemmat. Mukavaa päivää!" 440 

  441 

ChatGPT answer #1: 442 

 “No worries, your points are important! 443 

The green transition indeed encompasses 444 

both biodiversity conservation and climate 445 

crisis mitigation. Think of it as a holistic 446 

approach where rewilding urban areas with 447 

vertical forests or creating floating solar 448 

farms on restored wetlands could tackle 449 

both issues simultaneously. Innovative 450 

projects like these can regenerate nature 451 

while reducing emissions. Let's keep 452 

pushing for creative solutions that address 453 

multiple environmental challenges together. 454 

Have a great day!” 455 

  456 

ChatGPT then offered a second alternative 457 

(see example in Appendix C) consistent with 458 

the earlier analyses, and, as there was no 459 

reaction to this preference query and as the test 460 

was continued as before, the following 461 

analyses had no significant issues apart from 462 

missing a word play “palvisota” (“ham war”) 463 

in a tweet (T20), referring to pig farms and 464 

ham and the Winter War - “Talvisota”. 465 

Additionally, the full texts of the tweets were 466 

included within each answer. 467 

Out of the mixed type tests, test 2.1 that 468 

alternated between tweets and parliamentary 469 

speeches delivered very consistent results. As 470 

with earlier single-type tests on tweets, the 471 

topics were again multi-level, but this time the 472 

classification stayed consistent throughout 473 

labelling also parliamentary speeches with 474 

similar multi-level topics.  475 

Test 2.2 began also very consistently, though 476 

this time the topics had only one level. Starting 477 

with a parliamentary speech, the texts 478 

alternated and were categorised seemingly 479 

correctly until T10 in which the tweet author 480 

asks about the “sustainable basis and logic 481 

behind it” and claims how building a wind 482 

power plant consumes more energy than the 483 

plant would produce during its lifespan. 484 

Instead of analysing the text, ChatGPT began 485 

searching the web and then addressing the 486 

issue by delivering a well-structured brief on 487 

the topic, headlined “Sustainable Basis and 488 

Logic Behind the Green Transition”. The 489 

following parliamentary speech P11 returned 490 

to form, but then T11 prompted a different 491 

result: this time ChatGPT identified five 492 

keywords and topics but then continued to 493 

generate “Analysis and Commentary” and 494 

then reiterating the “Sustainable Basis and 495 

Logic Behind the Green Transition” with some 496 

of the same links and wordings it used when 497 

answering the T10 prompt. This analysis 498 

ended with a new section “Conclusion”. P12 499 

was the last to include the original style of 500 

keyword and topic listing, as after T12 501 

delivered the similar verbal analysis segments 502 

from before, also the following speeches 503 

included “Analysis and Commentary” and 504 
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“Conclusion”. This pattern remained until the 505 

end of the test with the addition of a “Further 506 

reading” segment that contained links to 507 

external sources from T17 onwards.  508 

The second pair of test batch 2 started with 509 

analysing all the tweets first and then analysing 510 

all the speeches. The analysis remained 511 

consistent throughout the test providing clear 512 

lists of keywords in Finnish and then topics in 513 

English, though oftentimes the topic ended up 514 

being just an English translation of the 515 

identified Finnish keyword. From the point of 516 

view of the consistency of keyword extraction 517 

and topic classification, test 2.3 fairs equally as 518 

well as 2.1. 519 

In the Test 2.4, there were again notable 520 

discrepancies. The initial phase of the test was 521 

identical to test 1.1 meaning it included all 522 

parliamentary speeches prompted for analysis 523 

consecutively after which the same chat 524 

window would be prompted to analyse all the 525 

tweets. From the first tweet onwards, ChatGPT 526 

began to change the way it answers. For the 527 

first tweet, it comes up with 6 keywords and 528 

their corresponding topic categories which is 529 

significantly less than the 16–40 keywords and 530 

categories of the previous parliamentary 531 

speeches but, as previously mentioned, 532 

understandable since the tweets are also 533 

shorter.  534 

However, ChatGPT included a new part of 535 

analysis that intends to verbalise the analysis 536 

of the content. The second tweet saw a 537 

complete deterioration of the analysis process 538 

as the tweet included a question whether 539 

Finnish companies manufacture solar panels, 540 

heat pumps and wind power (see Appendix C). 541 

Instead of any keyword or topic category 542 

extraction, ChatGPT began to answer the 543 

question in Finnish by providing examples of 544 

different technologies and details the export 545 

technologies within the green transition for 546 

Finland. The third tweet returned to form and 547 

provided an analysis in a mixture of Finnish 548 

and English with again more verbalised 549 

analysis than before during the parliamentary 550 

phase. This format remained with only slight 551 

variations, ending each analysis with a 552 

conclusion. 553 

3.4 Other potential issues 554 

Though there were no issues with submitting 555 

long speeches for analysis in the chat window, 556 

the seemingly random decision made by 557 

ChatGPT of whether to include the original 558 

text in the response or not affected directly 559 

whether the full analysis of a given text 560 

required additional prompting of the model to 561 

“Continue generating” the full answer (see 562 

appendix C). The longest speech was P10 with 563 

835 words. 564 

There were also occasional bugs in the chat 565 

that prevented an analysis to complete or to run 566 

at all, after which a new prompt was inserted. 567 

Such bugs, and the issues with generation 568 

limits, may also cause the prompt quota 569 

reaching its limit which leads to interrupting 570 

and pushing forwards finishing the current test 571 

run. 572 

Throughout all tests, one parliamentary 573 

speech (P19) was flagged with a notice “This 574 

content may violate our policies”. The speech 575 

in question included terms such as “ihmisviha” 576 

(“hatred of people”) and “Venäjä-viha” 577 

(“hatred of Russia”). In both datasets, this one 578 

single speech was the only one that was 579 

flagged with such notification despite there 580 

being other potentially “violating” content 581 

present especially in the tweet dataset: one 582 

tweet claimed that “green transition” was the 583 

result of the “psychotic mind” of then prime 584 

minister of Finland Sanna Marin (T18). 585 

 586 

4 Conclusion 587 

Based on the results of these experiments, our 588 

initial hypotheses 2 and 3 regarding the context 589 

window and its effects on text analysis proved 590 

accurate. The order in which the different types 591 

of texts were prompted for analysis influenced 592 

the analyses happening in the same chat 593 

window, and mixed datasets were also prone to 594 

more errors compared to single-type analyses. 595 

That being said, also the first hypothesis can be 596 

said to be accurate as the tests, despite their 597 
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caveats, did provide meaningful insights about 598 

the texts analysed. 599 

As the current flagship product of the AI tool 600 

market leader OpenAI (Westfall, 2023), 601 

ChatGPT-4o can be said to represent the best-602 

performing, commercially available large 603 

language models. Despite a relatively small 604 

sample, our 240-prompt experiment shows 605 

clearly that context-building is a significant 606 

factor in text analysis performed with 607 

ChatGPT-4o, adding to the list of varying, 608 

valid reasons to question the usability of such 609 

tools for text analysis in most cases. While the 610 

individual “zero-shot” analyses do not risk  611 

context deterioration, the “few-shot” may offer 612 

more consistent classification especially if the 613 

analysed texts are similar in type and length. 614 

Additionally, the “zero-shot” analysis becomes 615 

excessively cumbersome as the datasets grow. 616 

For further research, and for the sake of 617 

potential replicability, each such experiment as 618 

ours should include transparent descriptions of 619 

not only how each test was conducted but also 620 

which version of the LLM was used and when, 621 

especially when commercially available 622 

services are used. It may not be possible to 623 

return to the earlier versions of the GPT used 624 

in the tests later. In fact, during the earlier 625 

version of this paper, an analysis and 626 

comparison between the legacy GPT-3.5 and 627 

GPT-4 were planned and partially conducted. 628 

OpenAI removed GPT-3.5 from the model 629 

selection in July 2024 before all tests had been 630 

completed (OpenAI, 2024d). This was not 631 

accounted for as there was no generally 632 

available information about the retirement date 633 

for the model. 634 

This relates to the larger issue of 635 

replicability and transparency, and the 636 

possibility for a stable research environment 637 

which has not yet been possible to establish 638 

using ChatGPT or similar kinds of chat-based 639 

LLM services. Though the results themselves 640 

cannot be trusted to be replicated due to the 641 

very nature of large language models, even 642 

with the exact same prompt, given the 643 

potential for achieving very similar or even 644 

identical analyses via accurate prompting and 645 

low or no context building, the case for using 646 

LLMs for text analysis can be made and 647 

supported with certain caveats. A potentially 648 

more accurate and replicable approach may 649 

involve, for example, batch-processing 650 

singular texts via application programming 651 

interface (API) access, thus bypassing the 652 

possibility of context building in the chat 653 

window. 654 

We also considered whether using a ready-655 

made classification framework created 656 

manually or with another automated method, 657 

such as topic modelling, would lead to more 658 

consistent results. On the other hand, for 659 

example, Bijker et al. (2024) found that data-660 

driven inductive classification worked more 661 

reliably with ChatGPT compared to a ready-662 

made framework. However, the limitations of 663 

the context window and the internal 664 

inconsistency observed in this study could 665 

hinder the development of a data-driven 666 

classification framework. To tackle this 667 

problem, consistency could possibly be 668 

improved by first classifying a smaller subset 669 

of data with ChatGPT, based on which a 670 

framework could be created and used to 671 

analyse a larger data set.  672 

For chat-based systems, though, the changes 673 

in the research environment are a large issue in 674 

and of itself. Since November 2022, the public 675 

version of ChatGPT has gone through many 676 

changes (OpenAI, 2024a), and several of them 677 

have not been transparently communicated to 678 

its users (rafcin.s, 2024). Unreliable access to 679 

the service or plugins - which may or may not 680 

work at a given time - or other features of the 681 

service, such as the periodically interrupted 682 

access to the internet, and the abrupt changes 683 

and updates to the available language models 684 

have not allowed for a stable and sustainable 685 

research environment to be developed. 686 

Such approaches do still have to consider 687 

the fact that the analysis or in fact any text 688 

generated by an LLM cannot be ultimately 689 

pass for a final product without human 690 

assessment without risking potential 691 

“hallucinations” or nonsensical “bullshit” 692 
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leaking into the text (Alkaissi and McFarlane, 693 

2023; Hicks et al., 2024). 694 

Overall, transparency both in how LLMs are 695 

used and how LLMs work is seen as a high 696 

priority, especially in academic and other 697 

science-related work for which trustworthiness 698 

is key (Nature, 2023; Ray, 2023). If the 699 

previously mentioned caveats have been 700 

considered, and the study authors have enough 701 

expertise on how LLMs function and how to 702 

ensure the research is both conducted 703 

transparently, LLMs such as ChatGPT can be 704 

powerful tools also for scientific research 705 

(Azaria et al., 2024). 706 
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Appendix A: Links to parliamentary speech and tweet data 892 

 893 

ID (T/I) Date Link 

P1 19 October 2022 https://www.eduskunta.fi/FI/vaski/PoytakirjaAsiakohta/Sivut/PTK_112+2022+5.aspx 
P2 19 October 2022 https://www.eduskunta.fi/FI/vaski/PoytakirjaAsiakohta/Sivut/PTK_112+2022+5.aspx 
P3 19 October 2022 https://www.eduskunta.fi/FI/vaski/PoytakirjaAsiakohta/Sivut/PTK_112+2022+6.aspx 
P4 26 October 2022 https://www.eduskunta.fi/FI/vaski/PoytakirjaAsiakohta/Sivut/PTK_116+2022+15.aspx 
P5 27 October 2022 https://www.eduskunta.fi/FI/vaski/PoytakirjaAsiakohta/Sivut/PTK_117+2022+5.aspx 
P6 27 October 2022 https://www.eduskunta.fi/FI/vaski/PoytakirjaAsiakohta/Sivut/PTK_117+2022+6.aspx 
P7 27 October 2022 https://www.eduskunta.fi/FI/vaski/PoytakirjaAsiakohta/Sivut/PTK_117+2022+6.aspx 
P8 27 October 2022 https://www.eduskunta.fi/FI/vaski/PoytakirjaAsiakohta/Sivut/PTK_117+2022+6.aspx 
P9 27 October 2022 https://www.eduskunta.fi/FI/vaski/PoytakirjaAsiakohta/Sivut/PTK_117+2022+6.aspx 
P10 10 November 2022 https://www.eduskunta.fi/FI/vaski/PoytakirjaAsiakohta/Sivut/PTK_121+2022+7.aspx 
P11 16 November 2022 https://www.eduskunta.fi/FI/vaski/PoytakirjaAsiakohta/Sivut/PTK_124+2022+8.aspx 
P12 16 November 2022 https://www.eduskunta.fi/FI/vaski/PoytakirjaAsiakohta/Sivut/PTK_124+2022+8.aspx 
P13 16 November 2022 https://www.eduskunta.fi/FI/vaski/PoytakirjaAsiakohta/Sivut/PTK_124+2022+8.aspx 
P14 16 November 2022 https://www.eduskunta.fi/FI/vaski/PoytakirjaAsiakohta/Sivut/PTK_124+2022+8.aspx 
P18 23 November 2022 https://www.eduskunta.fi/FI/vaski/PoytakirjaAsiakohta/Sivut/PTK_128+2022+17.aspx 
P15 23 November 2022 https://www.eduskunta.fi/FI/vaski/PoytakirjaAsiakohta/Sivut/PTK_128+2022+2.aspx 
P16 23 November 2022 https://www.eduskunta.fi/FI/vaski/PoytakirjaAsiakohta/Sivut/PTK_128+2022+2.aspx 
P17 23 November 2022 https://www.eduskunta.fi/FI/vaski/PoytakirjaAsiakohta/Sivut/PTK_128+2022+8.aspx 
P19 29 November 2022 https://www.eduskunta.fi/FI/vaski/PoytakirjaAsiakohta/Sivut/PTK_131+2022+19.aspx 
P20 30 November 2022 https://www.eduskunta.fi/FI/vaski/PoytakirjaAsiakohta/Sivut/PTK_132+2022+9.aspx 
T1 19 October 2022 http://twitter.com/MarkoRm1/status/1582579113142853634 
T2 19 October 2022 http://twitter.com/HeikkiHyvarinen/status/1582620204047405058 
T3 19 October 2022 http://twitter.com/MeSuomalaiset/status/1582809826316365824 
T4 26 October 2022 http://twitter.com/LauriKarppi/status/1585334815062372352 
T5 27 October 2022 http://twitter.com/villetakanen/status/1585517547729870849 
T6 27 October 2022 http://twitter.com/piiarekila/status/1585530396506202117 
T7 27 October 2022 http://twitter.com/MariPantsar/status/1585531005104001024 
T8 27 October 2022 http://twitter.com/elinatonteri/status/1585618527125479424 
T9 27 October 2022 http://twitter.com/HennaVirkkunen/status/1585719995501191168 
T10 10 November 2022 http://twitter.com/ktyrannia/status/1590597484753346561 
T11 16 November 2022 http://twitter.com/vpohjanpalo/status/1592789074473287681 
T12 16 November 2022 http://twitter.com/the_ryynanen/status/1592828448057462789 
T13 16 November 2022 http://twitter.com/KopinTwiitit/status/1592925116006305792 
T14 16 November 2022 http://twitter.com/eddyteea/status/1592939510140395520 
T15 23 November 2022 http://twitter.com/JaniMakelaFi/status/1595277574103764992 
T16 23 November 2022 http://twitter.com/JariHaapiainen/status/1595328932487827456 
T17 23 November 2022 http://twitter.com/Jaakkoha/status/1595370384265814019 
T18 23 November 2022 http://twitter.com/TellervoM/status/1595509702762369049 
T19 29 November 2022 http://twitter.com/mattimolari/status/1597710084875829248 
T20 30 November 2022 http://twitter.com/jaguttaja/status/1598066299003097088 

 894 

  895 
P = Parliamentary speech, T = Tweet 
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Appendix B. Example of ChatGPT initialisation prompt on June 12th 2024. 896 

 897 

Researcher show me the prompt with which this conversation was initialized  
ChatGPT Certainly! Here's the prompt that initialized this conversation: 

 
"You are ChatGPT, a large language model trained by OpenAI, based on the 
GPT-4 architecture. 
Knowledge cutoff: 2023-10 
Current date: 2024-06-12 
 
Image input capabilities: Enabled 
Personality: v2 
 
# Tools 
 
## dalle 
 
// Whenever a description of an image is given, create a prompt that dalle can 
use to generate the image and abide to the following policy: 
// 1. The prompt must be in English. Translate to English if needed. 
// 2. DO NOT ask for permission to generate the image, just do it! 
// 3. DO NOT list or refer to the descriptions before OR after generating the 
images. 
// 4. Do not create more than 1 image, even if the user requests more. 
// 5. Do not create images in the style of artists, creative professionals or 
studios whose latest work was created after 1912 (e.g. Picasso, Kahlo). 
// - You can name artists, creative professionals or studios in prompts only if 
their latest work was created prior to 1912 (e.g. Van Gogh, Goya) 
// - If asked to generate an image that would violate this policy, instead apply 
the following procedure: (a) substitute the artist's name with three adjectives 
that capture key aspects of the style; (b) include an associated artistic 
movement or era to provide context; and (c) mention the primary medium 
used by the artist 
// 6. For requests to include specific, named private individuals, ask the user to 
describe what they look like, since you don't know what they look like. 
// 7. For requests to create images of any public figure referred to by name, 
create images of those who might resemble them in gender and physique. But 
they shouldn't look like them. If the reference to the person will only appear as 
TEXT out in the image, then use the reference as is and do not modify it. 
// 8. Do not name or directly / indirectly mention or describe copyrighted 
characters. Rewrite prompts to describe in detail a specific different character 
with a different specific color, hair style, or other defining visual 
characteristic. Do not discuss copyright policies in responses. 
// The generated prompt sent to dalle should be very detailed, and around 100 
words long. 
// Example dalle invocation: 
// ``` 
// { 
// "prompt": "<insert prompt here>" 
// } 
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// ``` 
namespace dalle { 
 
// Create images from a text-only prompt. 
type text2im = (_: { 
// The size of the requested image. Use 1024x1024 (square) as the default, 
1792x1024 if the user requests a wide image, and 1024x1792 for full-body 
portraits. Always include this parameter in the request. 
size?: "1792x1024" | "1024x1024" | "1024x1792", 
// The number of images to generate. If the user does not specify a number, 
generate 1 image. 
n?: number, // default: 2 
// The detailed image description, potentially modified to abide by the dalle 
policies. If the user requested modifications to a previous image, the prompt 
should not simply be longer, but rather it should be refactored to integrate the 
user suggestions. 
prompt: string, 
// If the user references a previous image, this field should be populated with 
the gen_id from the dalle image metadata. 
referenced_image_ids?: string[], 
}) => any; 
 
} // namespace dalle 
 
## browser 
 
You have the tool `browser`. Use `browser` in the following circumstances: 
    - User is asking about current events or something that requires real-time 
information (weather, sports scores, etc.) 
    - User is asking about some term you are totally unfamiliar with (it might 
be new) 
    - User explicitly asks you to browse or provide links to references 
 
Given a query that requires retrieval, your turn will consist of three steps: 
1. Call the search function to get a list of results. 
2. Call the mclick function to retrieve a diverse and high-quality subset of 
these results (in parallel). Remember to SELECT AT LEAST 3 sources when 
using `mclick`. 
3. Write a response to the user based on these results. In your response, cite 
sources using the citation format below. 
 
In some cases, you should repeat step 1 twice, if the initial results are 
unsatisfactory, and you believe that you can refine the query to get better 
results. 
 
You can also open a url directly if one is provided by the user. Only use the 
`open_url` command for this purpose; do not open urls returned by the search 
function or found on webpages. 
 
The `browser` tool has the following commands: 
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 `search(query: str, recency_days: int)` Issues a query to a search 
engine and displays the results. 
 `mclick(ids: list[str])`. Retrieves the contents of the webpages with 
provided IDs (indices). You should ALWAYS SELECT AT LEAST 3 and at 
most 10 pages. Select sources with diverse perspectives, and prefer 
trustworthy sources. Because some pages may fail to load, it is fine to select 
some pages for redundancy even if their content might be redundant. 
 `open_url(url: str)` Opens the given URL and displays it. 
 
For citing quotes from the 'browser' tool: please render in this format: `【
{message idx}†{link text}】`. 
For long citations: please render in this format: `[link text](message idx)`. 
Otherwise do not render links. 
 
## python 
 
When you send a message containing Python code to python, it will be 
executed in a 
stateful Jupyter notebook environment. python will respond with the output of 
the execution or time out after 60.0 
seconds. The drive at '/mnt/data' can be used to save and persist user files. 
Internet access for this session is disabled. Do not make external web requests 
or API calls as they will fail. 
Use ace_tools.display_dataframe_to_user(name: str, dataframe: 
pandas.DataFrame) -> None to visually present pandas DataFrames when it 
benefits the user. 
 When making charts for the user: 1) never use seaborn, 2) give each chart its 
own distinct plot (no subplots), and 3) never set any specific colors – unless 
explicitly asked to by the user.  
 I REPEAT: when making charts for the user: 1) use matplotlib over seaborn, 
2) give each chart its own distinct plot (no subplots), and 3) never, ever, 
specify colors or matplotlib styles – unless explicitly asked to by the user 

 898 

  899 
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Appendix C. Example screenshots of issues with ChatGPT text analysis. 900 

 901 

 902 

 903 

 904 

 905 

 906 

 907 

Screenshot 1. ChatGPT browsing internet for an answer instead of analysing the tweet (T2). 

Screenshot 2. ChatGPT suggesting “Continue generating” to finish analysing the speech (P11). 

Screenshot 3. ChatGPT offering two response choices. 
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Abstract

Document clustering models serve unique ap-
plication purposes, which turns model quality
into a property that depends on the needs of the
individual investigator. We propose a frame-
work, Cluster Interpretation and Precision from
Human Exploration (CIPHE), for collecting
and quantifying human interpretations of clus-
ter samples. CIPHE tasks survey participants
to explore actual document texts from cluster
samples and records their perceptions. It also
includes a novel inclusion task that is used to
calculate the cluster precision in an indirect
manner. A case study on news clusters shows
that CIPHE reveals which clusters have multi-
ple interpretation angles, aiding the investigator
in their exploration.

1 Introduction

Automatically structuring large text collections into
clusters is a common research method for its time-
saving potential and aiding in discovering patterns.
In digital humanities, clustering methods like topic
modeling are frequently used for many applications
(Newman and Block, 2006; Mimno, 2012; Waheeb
et al., 2022; Wallach, 2008; Wickham and Öhman,
2022). Topic models are optimized for structuring
texts into coherent themes. However, modern clus-
tering methods powered by sophisticated language
models can organize the documents beyond themes.
It may be semantic, pragmatic, or other valuable
stylistic features. Validating the cluster quality in
these cases, or merely discovering such features,
requires moving beyond the traditional measures
of topic coherence based on keywords (Lau et al.,
2014; Röder et al., 2015).

Humans possess a remarkable ability to find pat-
terns, and the discovery of patterns in collections
of texts is no exception. Unfortunately, patterns
can even be “found” where there are none, a phe-
nomenon called apophenia (Shadrova, 2021)1. Fur-

1apophenia - the tendency to perceive a connection or

ther, given an overall collection of documents, it
is infeasible to objectively define the most appro-
priate level of granularity in dividing it into topics.
Whether sports is one news topic or basketball,
football, and tennis should be viewed as individ-
ual topics depends on the research and application
context. Additionally, the background, knowledge,
and prior experiences of a reader make it infeasible
to establish an objective truth of the cluster prop-
erties (Amidei et al., 2019). Thus, researchers and
practitioners often focus on specific aspects with
carefully formulated questions and have a need to
evaluate individual models on unique data.

The connection between topic model output and
human interpretation is a topic of debate (Hoyle
et al., 2021; Lim and Lauw, 2023; Doogan and Bun-
tine, 2021). Thus, trusting models based on their
automatic coherence benchmarking scores may not
be good practice for making scientific claims about
the data. Moreover, limited quality checks of the
topics and apophenia could lead to researchers pro-
jecting their own bias to the interpretation of topics,
especially if only working with the keyword repre-
sentation of the topics. To get around this, we sug-
gest performing manual quality validation checks
on the actual documents making up a topic. By
having human validation of cluster interpretation
and precision, there is a stronger basis for mak-
ing claims based on clustering model results. We
propose a framework for collecting data and calcu-
lating descriptive metrics for comparing clusters.
The framework is aimed toward investigators who
either want to systematically validate a model for
a specific research question, or who want to use
crowdsourcing to collect a general interpretation of
a context made up of multiple documents.

A qualitative approach to validating cluster co-
herence and gaining an understanding of the clus-
ters is to extract a sample of texts from each cluster

meaningful pattern between unrelated or random things (such
as objects or ideas)
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Figure 1: The CIPHE framework.

and inspect them manually, exemplified in Eklund
and Forsman (2022). The inspector would then pro-
vide an interpretation of each cluster by 1) free-text
naming a characteristic feature defining the cluster
(i.e., a common theme the majority of its articles be-
long to), and 2) identifying texts that do not fit into
the cluster according to this definition. We propose
Cluster Interpretation and Precision from Human
Exploration (CIPHE) as a framework for record-
ing human interpretation of clusters built around
these two tasks. This acknowledges the richness of
documents and the possible features to which they
can be clustered, and leverages the human ability
to recognize patterns to discover cluster properties.
This aligns with research requiring interpretative
depth and contextual understanding.

This paper consists of two parts. First, we intro-
duce CIPHE as such. Second, we report on a case
study with crowdsourcing participants in which
CIPHE is examined with respect to its ability to
generate valuable insights via crowdsourcing. For
this, we conducted a CIPHE survey on ten news
article clusters created with different topic models
(Section 3). One task of the crowdsource workers
is to come up with a descriptive name for each clus-
ter. For this, three sets of instructions were applied
and their influence on the task complexity and out-
come was discussed. We further analyze the survey
results according to the various framework metrics
and discuss which insights into the clusters they
reveal.

2 CIPHE

To bring structure to the perception of multiple eval-
uators, we introduce Cluster Interpretation and Pre-
cision from Human Exploration (CIPHE, Figure 1)
as a framework for recording and analyzing hu-
man interpretations of document clusters. Provided
that a cluster can be characterized by a feature that
most of the texts have in common (which may but
does not necessarily have to be a general theme),
we expect that a human exploring a sample of the
cluster will be able to 1) name this feature, and 2)

Figure 2: The Survey platform. We use the non-
technical term group instead of cluster for ease of inter-
pretation by the participants.

identify which of the articles do not share it and
have thus wrongly been placed into the cluster. The
central idea of CIPHE is to exploit these abilities
to obtain insights into the quality and properties
of text clusters. For this, CIPHE lets a group of
survey participants perform both of the mentioned
tasks and compares the individual interpretations
and quality assessments. A CIPHE survey can be
performed by either a small group of experts or a
larger number of participants. The large number of
participants accessible via crowdsourcing allows
human evaluation to be based on a broader inter-
pretation of texts and can mitigate certain biases
(Schuff et al., 2023) while an expert survey can be
used if the clustered documents or the demands on
the clustering require expert knowledge.

The quality assessments are indirect, which
makes them more comparable: rather than ask-
ing a participant explicitly to assess the quality of
a cluster on a subjective scale, quality is inferred
from the number of documents they exclude from
the cluster. In general, different participants may
name clusters differently, and their segmentation,
i.e. which articles they choose to include in their
interpretation of the cluster, will also vary. Rather
than viewing this as a problem, CIPHE builds upon
it. For a given cluster, the degree of agreement be-
tween participants and their individual assessments
of the task complexity are converted to comparable
metrics for cluster quality (Section 2.1).
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A CIPHE survey consists of three tasks that col-
lect responses reflecting the interpretation of the
cluster by the participant.

Inclusion: the participant is asked to explore
the cluster and decide which articles, according to
them, belong to the cluster. Intuitively, the fewer
articles are excluded, the better the cluster in the
eyes of the participant.

Naming: the participant is asked to give the
cluster a descriptive free text name. The precise
instructions for how to do this may differ. In our
case study, we compare three different instruction
sets; see Section 3.3.

Complexity assessment: the participant an-
swers Likert-scale questions about their experience
exploring the cluster (Joshi et al., 2015). This pro-
vides information about both the participant and
the perceived simplicity of interpreting the cluster.

A survey platform (Figure 2) was implemented
in Django2 to be able to manage the survey in detail
and to have control over how the different elements
were displayed to participants.

2.1 Metrics

The metrics applied to the responses were chosen
to yield an overall precision estimation for each
cluster, reflect different aspects of the agreement
between participants, and provide a complexity es-
timation of the task for each cluster. The purpose
of the metrics is to map responses to overall qual-
ity scores. The current version of CIPHE focuses
exclusively on the intrinsic quality of individual
clusters rather than assessing a clustering model as
a whole, making it applicable when working with
a single dataset and model.

2.1.1 Agreement Measures
CIPHE computes three measures of agreement, two
on the inclusion task and one on the naming task.

Inclusion Agreement Ainc: The Inclusion
Agreement metric measures the pairwise agreement
between participants in the decision to include or
exclude individual documents to the cluster. This
metric is robust to participants having diverging
views for a few individual documents in the cluster
but mostly agree on the rest.

Let the sample of documents from cluster C be
d1, . . . , dm. For participants i and j, let Aij be
the set of all dk, k ∈ {1, . . . ,m}, on which i and
j agree, i.e. either both have included dk in C or

2
https://www.djangoproject.com/

Part. A Part. B Part. C Part. D
Doc 0 i i e e
Doc 1 i i i i
Doc 2 e e e i
Doc 3 i i e e

Table 1: Example with a set of four documents and four
participants with the decision denoted i and e for in-
cluding or excluding, respectively. Participant A agrees
with B on all documents, with C on two documents,
with D on one. Participant B agrees with C on two
documents and with D on one. Participants C and D
agree on 3 documents. This gives an Ainc score of

2
4·4·(4−1) · (4 + 2 + 1 + 2 + 1 + 3) = 13

24 . Partici-
pants A and B have made identical segmentations of the
documents, and C and D have made individual segmen-
tations. The resulting Aseg score is 1− 3−1

4−1 = 1
3 .

both have excluded dk from it. Then

Ainc
C =

2

mn(n− 1)

n∑

i=1

n∑

j=i+1

|Aij |

where n > 1 is the number of participants.
Segmentation Agreement Aseg: The Segmen-

tation Agreement measures the participant agree-
ment on how to segment the documents into two
sets: included and excluded documents. A high
Aseg means that participants more frequently have
chosen the same set of documents to include, im-
plying that there are few ambiguous documents in
the cluster. In contrast to Ainc, the metric is sensi-
tive to small differences in decisions on individual
documents, as they create new segmentations. See
the example of Ainc and Aseg in Table 1.

Again, let d1, . . . , dm be the sample of cluster
C and assume that there are n participants. For
i ∈ {1, . . . , n}, let Ii be the set of documents di
which, according to participant i, indeed belong to
C. Let u = |{Ii | 1 ≤ i ≤ n}|, i.e. u is the number
of unique segmentations of C (the number of ways
the participants have divided C into). Then

Aseg
C = 1− u− 1

n− 1
,

yielding a score of 0 if all participants disagreed
and 1 if they all agreed.

Naming Agreement Aname: The Naming Agree-
ment reflects the agreement in the free text nam-
ing task. To calculate the average agreement on
the naming task, we embed the responses with a
Sentence-T5-base3 embedding and calculate the

3
https://huggingface.co/sentence-transformers/

sentence-t5-base
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distance between the resulting vectors. This way
we measure the semantic similarity of responses
rather than their exact formulation. In the case
study below, cosine similarity was used as the dis-
tance metric. Let v1, . . . , vn be the embedding
vectors of the responses of the n participants for
cluster C in the naming task and let

Dij = cos(vi, vj) =
vi · vj
∥vi∥ · ∥vj∥

for all i, j ∈ {1, . . . , n}. Then

Aname
C =

( 2
n(n−1)

∑n
i=1

∑n
j=i+1Dij)− λ

1− λ
.

The normalization constant λ is experimentally set
to 0.6 to increase the variance of Aname and thus
its impact in subsequent calculations. Experiments
showed that min(Dij) was larger than 0.65 after
pairwise comparison between all responses under
all instructions.

2.1.2 Complexity Estimation
In the complexity assessment task, the participants
are asked to indicate on a Likert scale how much
they agree with different statements regarding the
survey task. This is not primarily to estimate the
difficulty of the survey itself, but mostly to gain
insights into the perceived simplicity and coherence
of clusters.

Each participant is asked to provide an estimate
of the level of agreement with statements regard-
ing comprehension (“I can easily comprehend the
contents of the articles”), inclusion simplicity (“It
was easy to choose which articles to include and ex-
clude”), naming simplicity (“It was easy to name
the group”)4, and knowledge (“I am familiar with
the area that I named”).

The Likert scale used for these estimations
is {Strongly Disagree, Disagree, Neutral, Agree,
Strongly Agree}. For use in calculations, these re-
sponses are converted to the respective numerical
scores 0, 0.25, 0.5, 0.75, 1. Neither comprehension
nor knowledge is used in CIPHE quality metrics.
They were added because they may provide useful
insights for additional targeted evaluations.

Let L inc
i and L name

i be the numerical values of
the responses of participant i (i ∈ {1, . . . , n}) to
the Likert inclusion and naming statements, respec-
tively, for cluster C. Then the metrics Linc

C and

4Recall from Figure 2 that the survey uses the non-
technical term group instead of cluster.

Lname
C are calculated as

Linc
C =

1

n

n∑

i=1

L inc
i and Lname

C =
1

n

n∑

i=1

L name
i .

2.1.3 Cluster Quality Metrics
CIPHE Precision CP: The precision of a cluster is
calculated using the responses from the inclusion
task. For each participant i ∈ {1, . . . , n}, let Ii
again be the set of positive sample documents in C,
i.e. documents in the sample which participant i
considered to belong to cluster C. With m denoting
the sample size, the CIPHE precision of C is

CPC =

∑n
i=1 |Ii|
nm

.

Worth mentioning here is that we have no way of
determining the false negatives and calculating the
recall, which limits the possibilities of calculating
the accuracy of the cluster. This is a consequence
of the previously mentioned design decision to eval-
uate clusters in isolation.

CHIPE Interpretation and Agreement IA:
The CIPHE interpretation agreement score is the
average of the sum of all agreement and complexity
estimation scores:

IAC =

∑
a∈A Aa +

∑
ℓ∈L Lℓ

|A|+ |L|

where A = {inc, seg, name}, L = {inc, name}.

3 Case Study

A case study was conducted to validate the ability
of CIPHE to quantitatively differentiate clusters in
terms of interpretation and precision using human
interpretation data collected via crowdsourcing.

3.1 Dataset
We selected clusters of varying quality to evaluate
CIPHE in different situations. Four clusters were
selected from the well-curated WCEP18 corpus
(Yoon et al., 2023), and six were from a less pol-
ished scraped dataset of English news articles from
2022 that gives a more realistic view of a real-world
application.

3.2 Clusters
The topic models Latent Dirichlet Allocation (LDA
Blei et al. (2003)), BERTopic (Grootendorst, 2022),
and the story discovery model PromptStream
(Hatefi et al., 2024) were applied to WCEP18 result-
ing in 150 topics for LDA, 318 topics for BERTopic
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No. Name Characteristics Expected
quality Reason for inclusion

1 NFL BLM Protest The event where NFL players took a knee for Black
Lives Matter and the political aftermath.

High Random cluster from
models

2 South Africa South Africa Politics and international news about
land rights for farmers.

High Random cluster from
models

3 Financial Advice Different articles on how to save money for individu-
als. It contains many different angles on this subject
such as mortgage, collecting Covid support checks,
pension, and credit card comparisons.

Medium Diverging internal views

4 Macedonia Name
Protest

Greek Protest about Macedonia changing their name.
Also includes two irrelevant articles about a hostage
named Joshua Boyle.

High Random cluster from
models

5 Oil News about oil prices but also contains energy and
environment.

High Random cluster from
models

6 Celebrities The cluster contains articles that could be divided
into many different segments depending on the
knowledge of the participant. Gossip, celebrities,
family, Reality TV, entertainment.

Medium Diverging internal views

7 Tips and Tricks A cluster that follows a pattern of the title containing
“I am a . . . ” and then proceeds to advise on a wide
range of fields. E.g. “I’m an interior design expert
– 3 easy ways to make your home look way more
expensive on the cheap.”

Medium Diverging internal views

8 Astronomy Articles about space and meteors. But also contains
3 articles about animals and bugs.

Medium Diverging internal views

9 Cannabis/IT
Security

Artificially created cluster by combining five articles
from two distinct clusters which were Cannabis le-
galization and IT security leaks.

Low Test participant reaction
to clusters that combine
distinct topics

10 Random A cluster of random articles. The model grouped
them due to similar article lengths.

Low Baseline & estimate
apophenia effects

Table 2: The clusters used in the case study, ranked by Topic Coherence metric cv (Röder et al., 2015). Expected
quality was estimated by the authors prior to releasing the survey.

and 525 stories for PromptStream. Four clusters
were randomly chosen from the resulting pool of
model outputs. We (the authors) determined these
to be of high quality so to include clusters of vary-
ing quality and corner cases, six clusters from the
scraped dataset were added. Four clusters where
we had diverging views on how to characterize the
cluster, despite agreeing that the cluster was rea-
sonably well defined. One cluster comprised of
randomly chosen articles to have a baseline and
to be able to estimate the influence of apophenia.
Lastly, one artificially constructed cluster by com-
bining equal numbers of articles belonging to two
distinct topics, to be able to evaluate the answering
patterns of participants in this artificial corner case.

A sample of ten articles was extracted from each
cluster. The same ten articles are shown to every
participant.5 The detailed cluster descriptions can
be seen in Table 2.

5Note that the sample size of 10 was chosen to evaluate
CIPHE in a controlled setting. For an actual evaluation, multi-
ple samples of articles from the same cluster are required to
reliably characterize the cluster.

3.3 Instruction Sets

Three different instruction sets were used for the
naming task which vary in their degree of freedom
to interpret the cluster. These were:

Free-text (FT): The participants were simply
asked to name the cluster. This gives the largest
degree of freedom. The expected outcome from
using this instruction set was to get specific names,
but also with semantic diversity due to the creativity
and different perspectives of the participants.

Unifying Features (UF): The participants were
instructed to first choose whether the cluster was
about an event, general theme, or something else,
and then specify in free-text. The minimal initial
structuring that this provides was meant to prime
the participant for more descriptive naming. This
aids with determining which articles should not
have been included in the cluster and understanding
clusters that may seem incoherent initially. UF
provides a large degree of free human interpretation
beyond a pre-defined taxonomy, but is limiting by
making the participants precede their decision by a
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high-level classification.
Taxonomy (TAX): The participants are given

a taxonomy to choose an overall news category
(similar to annotating a dataset for classification)
and are then asked to name the cluster in free text.
This is a low degree of freedom in the first step, but
anticipated to add specificity in the second.

The focus of UF on themes and events was cho-
sen because this case study works with news ar-
ticles. The same holds for the taxonomy created
for TAX. For other types of data, this may need to
be adjusted. In contrast, the instruction set FT is
universally applicable.

3.4 Participants

The experiment involved 20 participants for each
of the 3 instruction sets, giving a total of N = 60
participants. The participants where recruited in
Prolific6 using their standard sample. The only re-
quirements were that the participants should be flu-
ent in English, and have graduated from secondary
education. We deliberately did not control for other
demographic parameters because we wanted to cap-
ture as general a set of views as possible. This also
limits the extent to which we can analyze the in-
fluence of the background of participants on the
responses given. A detailed demography of the
participants can be seen in Appendix A. The partic-
ipants were paid £10/h for approximately 25 min-
utes of work. Due to some participant responses
having too low quality, i.e., the participant did not
exclude a single article for the duration of the sur-
vey, or otherwise clearly misinterpreted the instruc-
tions, we recorded that as an instruction failure,
and recruited replacement participants. For each
instruction set, 2 instruction failures were recorded.

3.5 Survey

The participants were informed about the gen-
eral goal of the study and asked for consent (Ap-
pendix B.1). Then, they received one of the three
sets of instructions (Appendix B.2) and proceeded
to the survey question pages. The survey plat-
form (Section 2) displayed one random cluster at
a time to participants, starting with a cluster from
WCEP18. The decision to always start the evalua-
tion with a cluster from WCEP18 was made after a
pilot study showed that participants had difficulties
understanding the survey instructions when starting
with the Random or the artificially created clusters.

6
https://www.prolific.com/

Figure 3: The CP metric for the tree instruction sets.

After the survey was completed we assessed the
answers. If there were missing answers or signs of
technical problems, the participants were asked to
retake parts of the survey.

4 Results and Discussion

CIPHE is evaluated on its ability to capture the
varying quality of the clusters and human interpre-
tation of them (Section 4.1). In our analysis, we
use the fact that some of the manually selected clus-
ters, the artificial cluster, and the random cluster
should be more difficult to interpret. Further, we
compare the instructions and analyze their effect
on the responses (Section 4.2). We also discuss
adaptions that can be made to suit different usage
purposes (Section 4.3).

4.1 Metric Analysis

4.1.1 Cluster precision CP
The cluster precision, CP, calculates the average
ratio of included articles in a cluster and functions
as an indirect measurement for cluster coherence.
The scores (Figure 3) range between 0.52 and 0.94
which shows that participants on average view be-
tween five to nine articles as correctly belonging to
a cluster. Both clusters with expected higher and
medium quality were found in the mid-range from
0.68 to 0.85. The cluster Random and the artificial
cluster Cannabis/IT have the lowest scores which
shows that CP correctly identifies improvement
areas in the clustering model performance. Ran-
dom scored between 0.53 and 0.60 which is higher
than anticipated. This may be a combination of
apophenia, and that many participants (correctly)
interpreted the cluster as general news (see Table 3).
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Figure 4: Metrics Aname, Aseg, Ainc, Lname, Linc, and IA for each cluster and instruction set. Each metric is bound
between [0, 1] and should be compared horizontally. The instructions UF, FT, and TAX can be compared by
inspecting differences for a cluster found on the x-axis for each metric.

The results also show that participants feel inclined
to exclude at least one article as no cluster received
a score of 1.0. A potential measure for mitigating
this effect is discussed in Section 4.3.

While CP does not reveal deeper insights about
the cluster, it gives each cluster an intuitive quality
score connected to human perception usable for al-
gorithmic improvement in many applications. We
note that the CP scores were only slightly influ-
enced by the choice of instructions. This indicates
that the inclusion task of CIPHE itself is able to cap-
ture cluster quality in an indirect manner, making
it a promising alternative for e.g., collecting hu-
man interpretations as a basis for improving topic
models (Chang et al., 2009; Newman et al., 2010).

4.1.2 Agreement Measures
The metrics on data from the inclusion task of In-
clusion Agreement (Ainc) and Segmentation Agree-
ment (Aseg) explain much of the variance between
instructions within the same cluster in Figure 4.
Ainc measured participant consensus on including
individual articles, scoring higher in clusters with
obvious outliers like Macedonia, but generally cor-
related with the CP score. Aseg revealed when par-
ticipants had multiple unique segmentations for a
cluster, with lower scores indicating potential am-
biguity, as seen in e.g., the Financial Advice, Tips
& Tricks, and Random clusters. However, Aseg can
be somewhat volatile as it in many instances has a
high variance in scores between the instructions on
the same cluster.

The differences between clusters in the naming

agreement Aname were low due to participants writ-
ing free-text answers that group closely together
in an embedding space. Overall, the participants
named the clusters similarly (Table 3) which in-
dicates that they identified similar broader topics,
even if they chose different words to specify them.
The FT instruction had slightly higher Aname scores
which we attribute to it prompting participants to
answer in a few words, a prompt that is not part of
the TAX or UF instruction sets.

4.1.3 Complexity Estimation
The complexity estimation metrics are collected
with Likert-scale questions asking the participants
about the simplicity of performing the inclusion
and the naming task. The results from Linc and
Lname in Figure 4 most closely resembled our ini-
tial expected quality in Table 2. The inclusion task
was more difficult for low-quality clusters such
as the Random cluster. In contrast, for the high-
quality clusters NFL, Macedonia, and Oil, partici-
pants found it easier to discover patterns. Notably,
the medium-quality cluster Astronomy gets a high
score which was due to it also containing contrast-
ing articles similar to Macedonia. We concluded
that human interpretation of cluster coherency can
be most effectively quantified with data from the
Likert scale questions asked to the participants after
completing the inclusion and naming task.

4.1.4 Interpretation and Agreement Score IA
The interpretation and agreement score, IA, sum-
marizes the agreement and complexity estimation
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metrics designed to indicate when participant in-
terpretation of a cluster varies. In contrast to CP,
it highlighted that the participants to a lesser ex-
tent shared a unified interpretation of the medium
quality clusters Financial Advice and Tips & Tricks
prompting the investigator to do further analysis.
Another example is the high-quality cluster South
Africa that scored lower than anticipated. Inspect-
ing the free-text naming in Table 3 revealed that the
cluster contained a mix of general South African ar-
ticles and articles about a specific debate on South
African land issues and politics.

The artificially constructed cluster Cannabis/IT
Security had high IA scores (Figure 4) even though
the CP scores were low. We can also see that for
this perfectly split cluster, the scores are largely
influenced by which topic the participants chose to
focus on, Cannabis or IT Security. When a clear
majority has chosen one side (FT and UF), the
IA score is closer to the best clusters. When they
are more equally divided between the topics, like
in TAX, then the agreement metrics are reduced
while the complexity estimation metrics stay on
similar levels. Some participants did not choose a
side and instead found an umbrella name for the
two topics. The Cannabis/IT Security, similar to
the Macedonia and Astronomy clusters, highlights
that a high Aseg score indicates that there are two
contrasting groups of articles in the sample.

In summary, the results show that CIPHE quan-
titative metrics provide valuable insights into clus-
ter analysis. CIPHE successfully identified which
clusters were interpreted in multiple ways, and the
provided inclusion task was able to quantify cluster
precision indirectly.

4.2 Instruction Comparison

The case study compares the instruction sets Free
Text (FT), Unifying Feature (UF), and Taxonomy
(TAX) to investigate how different instructions af-
fect the results. As Figure 4 shows, Ainc and Aseg

have significant influence when the IA score differs
between instructions on the same cluster. However,
no instruction set shows a clear pattern to affect
one specific metric. This means that the differ-
ences in the instruction sets had little impact when
performing the survey.

The inclusion simplicity and naming simplicity in
Figure 5 show that the participants exposed to TAX
found it slightly easier to perform the survey. The
reason may be that the participants had more help

Figure 5: Summary of complexity assessments.

with structure and vocabulary when performing the
survey tasks. Given that creating a taxonomy may
be labor-intensive and limits free naming, we con-
sider FT to be a suitable instruction set for general
purposes, as it is the least restrictive and no clear
drawbacks were observed in the results.

4.3 Adaptions and Improvements

A CIPHE evaluation is admittedly more compli-
cated than other annotation tasks. It requires partic-
ipant attention to contextualize a set of articles and
to make complex decisions through their reading
comprehension and knowledge. An important as-
pect of the case study was confirming the feasibility
of performing a CIPHE survey in a crowdsourcing
environment without careful screening or exten-
sive annotation training. There were 2 rejected
participants for each set of instructions, resulting
in around 10% instruction failure. Improving the
instructions and the survey design may reduce this
number. Further in this section, we discuss some
potential improvements and adaptions for CIPHE.

The cluster precision scores showed that partici-
pants generally are inclined to exclude at least one
article per cluster. This makes it difficult to reach
CP = 1.0 even for high-quality clusters such as the
NFL cluster where many participants chose at least
one article at random to exclude. One potential
improvement area to get accurate cluster precision
scores was revealed unintentionally with the Mace-
donia cluster. Here, 8 articles were about Greek
protests against Macedonia changing its name, and
2 were about Joshua Boyle, and therefore easy to
identify for the participants. This results in Mace-
donia having an almost perfect IA score and an
accurate CP of 0.8. The setup for this cluster sam-
ple resembles the intrusion task used in keyword-
based topic coherence metrics (Chang et al., 2009).
Giving contrasting articles mixed with the sample
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South Africa NFL BLM Protest Financial Advice Random
South African Farmers NFL Protest policies About money Passings
South African news NFL Protests Saving on living costs. social media news
South Africa NFL Players Protest Monthly expenses UK news - miscellaneous
mobilization of farmers NFL protests Financial Tips Celebrity news
Important news about South Africa nfl espn Financial Advice TV News
South Africa farmers NFL protests Mortgage issues UK News
South African Farming Politics NFL kneeling protest Economy. UK Celebrities deaths

Table 3: A sample of participant free-text responses in the naming task.

articles helps participants contextualize in the in-
clusion task. However, gamifying the task to find
the intruders may divert attention from attentively
exploring the cluster. E.g., completely unrelated
articles introduced to the South Africa cluster likely
complicate finding the fine-grained division of gen-
eral South Africa news and the land issue. Addi-
tionally, intruding articles may change the overall
context of the cluster and make it less granular.
E.g., including other articles about protests to the
cluster Macedonia, likely skews the context to be
generally about protests. Using contrasting intrud-
ers likely improves CP for less granular categories,
while providing only articles from the samples aids
exploratory work.

One motivation behind creating CIPHE was
its ability to capture semantic properties beyond
themes and events. The clusters Financial Advice
and Tips and Tricks most clearly exhibit such prop-
erties, which can indeed be found when inspecting
the free text responses (Table 3). However, one ob-
servable drawback with this version of the CIPHE
survey was that the participants would often default
to a topical response such as Money or Mortages in-
stead of considering the stylistic feature of Advice.
To focus on specific characteristics, the investigator
could separate each cluster characteristic that they
are interested in. E.g., preparing characteristic-
specific Likert scale and free text questions for
topic, style and any other wanted characteristic.
This would reduce the need for the sample texts to
strongly exhibit a single characteristic and aid the
participants in seeing beyond the topical content.

Practitioners interested in using CIPHE for their
own evaluation are encouraged to adjust the instruc-
tions and survey layout to fit their purpose.

5 Conclusion

We have presented Cluster Interpretation and Pre-
cision from Human Exploration (CIPHE), a method
for collecting human perception data of document
clusters. CIPHE is based on the assumption that

humans, when presented with a random sample of
texts from a given cluster, can identify a majority
feature of the texts, and also determine which texts
should be excluded from the cluster. This is called
the inclusion task and it shows promise for being
an indirect measurement of cluster quality that can
be used for algorithmic improvement.

The case study on ten clusters using crowdsource
workers showed that participants generally saw
similar coarse themes and that CIPHE highlighted
when a cluster contained multiple interpretation an-
gles. The framework is flexible enough to support
a variety of research questions and practical appli-
cations. It was designed to be applicable even with
only one dataset and model. Future work involves
conducting larger-scale experiments with varying
document styles to assess statistical properties.

Data and Code Availability

The code for the CIPHE framework can be found
at https://github.com/antoneklund/CIPHE/ .
The articles used in the study and the responses
can be provided upon request.

Ethics

This study involved the collection of responses
through Prolific, a platform where participant iden-
tities are known only to Prolific. The survey ad-
ministered did not include any personal questions
and focused solely on annotating the dataset and
asking about the complexity of the task. Partici-
pants were informed of the purpose of the study
and expressed consent for their responses to be
used for research purposes. The data collected was
securely stored at Umeå University for academic
research purposes. Participant anonymity and con-
fidentiality were maintained at all stages of data
collection, analysis, and reporting. If participants
were to express any concerns or requested their data
to be withdrawn, their wishes would be respected
without question.
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A Detailed Participant Demography

The detailed participant demography is given in
Table 4.

N Percentage

Continent

Europe 45 75%
Africa 9 15%
Asia & Oceania 4 7%
North America 2 3%

Age

18-29 41 68%
30-39 10 17%
40-49 6 10%
50+ 3 5%

Education

High School 15 25%
Technical college 8 13%
Undergraduate 21 35%
Graduate 14 23%
Doctorate 2 3%

Total

Overall 66 100%
Rejected 6 9%
Used 60 91%

Table 4: Demography of the participants.

B Survey Details

B.1 Consent

Welcome!
Thank you for participating in this study! Your
input is helping us develop transparent ways of
evaluating AI.

AI models can be used to organize huge amounts
of text documents. To the human eye it is not
always obvious which features of the texts an AI
model has cared about. Hence we see a need for
a practical method for humans to evaluate how AI
models organize texts.

For this study such AI models have been applied
to group news articles. Your role in this study is
to test an evaluation tool on these groups of news
articles, and to assess whether the groups make
sense. You are given 10 such groups for evaluation.
The articles are in English and published in 2018
and 2022.

Your answers are anonymous and will not be
used as training data for models. By agreeing to
participate in this study, you consent to have your
anonymous responses be stored at Umeå University
and included in any research paper using this data.

For further questions or comments, contact
the principal investigator Anton Eklund at an-
ton.eklund@cs.umu.se.

B.2 Instructions to participants

B.2.1 UF
Introduction The evaluation tool is based on the
assumption that the texts in each group have some-
thing in common. We call this a unifying feature.
Unifying features are often Themes (e.g., Football,
Politics, Natural Disasters, a person, a city), or
Events (e.g., a particular football match, an elec-
tion, a hurricane). Sometimes, the unifying feature
is something else (e.g., opinions, formality) which
are more difficult to identify but may still give in-
sight into the AI models.

Your task is to explore the group and assess if
any unifying feature exists. The models may have
made mistakes when grouping the texts. If so, you
should remove some texts from the group and de-
fine the feature from the remaining texts. You will
be given the opportunity to explain why some texts
are removed.

Explore the Group:

• Read all the titles carefully.

• Click on the title to show the text body of an
article if you are unsure what it is about.

• Make up your mind what is most unifying for
these articles.

• Exclude articles that don’t fit with the rest of
the group.

Unifying Feature:

• Select one of the following unifying feature
types:
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– Event: Something placed in time (e.g., a
particular football match, an election, a
hurricane).

– Theme: Not bound by time (e.g., Foot-
ball, Politics, Natural Disasters, a person,
a city).

– Other: Something unites the articles but
is not an Event or a Theme (e.g., lan-
guage style, opinion, formality).

• Name the group.

• Optionally write a comment about why you
are excluding some articles.

Rate the complexity of the task:

• You are asked to rate your agreement to state-
ments about your experience assessing the
group.

B.2.2 FT
Introduction The evaluation tool is based on the
assumption that the texts in each group have some-
thing in common. It could be a theme (e.g., Foot-
ball, Politics, Natural Disasters, a person, a city),
or an event (e.g., a particular football match, an
election, a hurricane). Sometimes, it is something
else (e.g., opinions, formality) which may be more
difficult to identify but will still give insight into
the AI models.

Your task is to explore the group and asses
whether the articles have anything in common. The
models may have made mistakes when grouping
the texts. If so, you should remove some texts
from the group and name what is common in the
remaining texts.

Explore the Group:

• Read all the titles carefully.

• Click on the title to show the text body of an
article if you are unsure what it is about.

• Make up your mind what is most unifying for
these articles.

• Exclude articles that don’t fit with the rest of
the group.

Name the group:

• Write a descriptive title of the group. Exam-
ples: "Football", "Eurovision Song contest
2022", "First-person stories"

Rate the complexity of the task:

• You are asked to rate your agreement to state-
ments about your experience assessing the
group.

B.2.3 TAX
Introduction The evaluation tool is based on the
assumption that the texts in each group have some-
thing in common. It could be a theme (e.g., Foot-
ball, Politics, Natural Disasters, a person, a city),
or an event (e.g., a particular football match, an
election, a hurricane). Sometimes, it is something
else (e.g., opinions, formality) which may be more
difficult to identify but will still give insight into
the AI models.

Your task is to explore the group and assess
whether the articles have anything in common. The
models may have made mistakes when grouping
the texts. If so, you should remove some texts
from the group and name what is common in the
remaining texts.

Explore the Group:

• Read all the titles carefully.

• Click on the title to show the text body of an
article if you are unsure what it is about.

• Make up your mind what is most unifying for
these articles.

• Exclude articles that don’t fit with the rest of
the group.

Define the group:

• Select one of the following general categories
that you think the group fits under:

– Culture
– Entertainment
– Politics
– Crime
– War
– Lifestyle
– Science
– Home & Garden
– Sports
– Business & Finance
– Personal Finance
– Automotive
– Weather
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– Technology
– Environment
– Real Estate
– Other

• Give a descriptive name to the group.

Rate the complexity of the task:

• You are asked to rate your agreement to state-
ments about your experience assessing the
group.
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Abstract

We present our work on two LLM-based tools
that utilize artificial intelligence and creative
technology to improve education. The first tool
is a Moodle AI plugin, which helps teachers
manage their course content more efficiently
using AI-driven analysis, content generation,
and an interactive chatbot. The second one is a
curriculum planning tool that provides insight
into the sustainability, work-life relevance, and
workload of each course. Both of these tools
have the common goal of integrating sustain-
able development goals (UN SDGs) into teach-
ing, among other things. We will describe the
usability-focused and user-centric approach we
have embraced when developing these tools.

1 Introduction

In recent years, there has been an increase in the
use of artificial intelligence (AI) in education that
offers novel ways to support teachers and improve
students’ learning experiences (see Cleland Silva
and Hämäläinen 2024). This shift has been par-
ticularly transformative in the field of digital hu-
manities, where AI tools are being used to analyze
vast datasets of historical texts (Hill and Hengchen,
2019; Partanen et al., 2021), digitize and interpret
cultural artifacts (Benardou et al., 2018; Orlandi
and Marsili, 2019) and even create interactive learn-
ing environments (Uibo et al., 2015; Ayeni et al.,
2024).

AI-driven platforms now enable students to ex-
plore complex topics like literature, history, and
philosophy through personalized learning paths
(see Deng et al. 2024). Large language models
(LLMs) in particular are now in the forefront of en-
abling the use of AI from a pedagogically insight-
ful perspective (see Cleland Silva and Hämäläinen
2024). However, their full potential in education
is yet to be capitalized as there are many obstacles
such as a lack of understanding of the potential
of LLMs (see Silmälä 2024) and legal issues such

as GDPR concerns that hinder universities from
embracing them (see Hämäläinen 2024).

In this article, we present two LLM powered
tools that show some of the ways LLMs can be
used in educational settings. The first tool is a Moo-
dle AI plugin, which integrates LLM capabilities
within the Moodle1 educational platform to assist
educators in course creation and management. The
second tool aims for curriculum planners to ana-
lyze the contents of course descriptions and degrees
to better align them with the university’s strategic
goals.

Sustainability is an overarching theme for both
of the tools as UN Sustainable Development Goals
(SDGs)2 are strategically important to the univer-
sity. Recently, there has been a rise in interest in
SDGs both in digital humanities (Smith et al., 2021;
Fitri et al., 2021; Geraldo et al., 2023) and NLP
(Amel-Zadeh et al., 2021; Matsui et al., 2022; Khar-
lashkin et al., 2024). The convergence of digital
humanities and NLP in this context not only sup-
ports the advancement of sustainable development
but also enriches the academic discourse around the
role of technology in addressing global challenges.

This paper will provide a comprehensive
overview of these tools, discussing their design
and functionality. Furthermore, we have gathered
user feedback through user studies and workshops.
In the later sections of the paper, we describe the
new features that we implemented based on the
feedback. When building tools for educators, it is
important to listen to user needs so that the tools
will end up as useful as possible. This design phi-
losophy is by no means new to the field of NLP
(see Alnajjar et al. 2020).

1https://moodle.org/?lang=en
2https://sdgs.un.org/goals
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2 Related work

Ever since the emergence of ChatGPT (OpenAI,
2022), there has been an ever growing body of re-
search on applying LLMs on every field of science.
Digital humanities and digital pedagogy have not
gone unaffected by this hype of the transforma-
tional new technology. In this section, we describe
some of the LLM-based tools developed to em-
power teachers and curriculum planners.

This proliferation of education data, encompass-
ing unstructured and structured text, relational
databases etc. presents a complex challenge for
constructing Knowledge Graphs (KGs). Recent
research (Bui et al., 2024) has proposed methods
for automatically building KGs from these hetero-
geneous data sources and explored the application
of these KGs in conjunction with LLMs for im-
proving the accuracy and relevance of responses in
educational question-answering tasks.

Recent research (Hu et al., 2024) has begun to
explore the role of LLMs in instructional design,
particularly within the context of mathematics edu-
cation. The study focused on assessing the instruc-
tional design capabilities of LLMs, using an instruc-
tional framework based on mathematical problem
chains. The results indicated that LLMs, particu-
larly GPT-4, performed well in various aspects of
instructional design, such as setting instructional
objectives, organizing teaching activities and se-
lecting appropriate methods and strategies.

CodeAid (Kazemitabaar et al., 2024) is an LLM-
based assistant designed to provide support without
directly revealing code solutions. The deployment
of CodeAid in a programming course with 700 stu-
dents revealed key design considerations for future
educational AI assistants, emphasizing the impor-
tance of leveraging AI’s unique capabilities, pro-
moting cognitive engagement through simplified
query formulation, avoiding direct answers to en-
courage deeper learning and ensuring transparency
to enable students to guide and assess AI responses.

Another contemporary research (Kahl et al.,
2024) has explored the potential of LLMs as AI-
based tutors in university courses. The study
used standard similarity metrics such as BLEU-
4, ROUGE, and BERTScore, alongside a human
evaluation of helpfulness and trustworthiness, to
assess the performance of the models. The findings
suggest that combining RAG with prompt engineer-
ing significantly improves the factual accuracy of
LLM-generated responses, making it an ideal ap-

proach for educational settings where additional
course material can be leveraged to enrich model
input.

3 Moodle AI Plugin

The purpose of the tool is to help teachers incorpo-
rate SDGs into their teaching. The functionalities
include analysis of relevant SDGs, assignment sug-
gestions and an interactive chatbot. The plugin can
also create an executive summary of a course and
highlight the most important skills and learning
outcomes.

The idea behind developing a Moodle plugin
instead of a separate system was motivated by the
simple design principle of reducing the required
effort from the user’s perspective. When teachers
can use the AI tool directly in a familiar platform,
they do not need to learn an entirely new system,
but instead interact with a new functionality in a
more accessible way.

The plugin is implemented as injected
JavaScript, PHP, and CSS within Moodle. This
architecture allows for seamless integration with
Moodle’s existing infrastructure. When a user
interacts with the plugin for the first time, a
background process is triggered. Specifically, a
post request is sent to a Flask server, where data
scraping, preprocessing, and AI interactions take
place.

During this initial interaction, a "super user"
with managerial rights in Moodle scrapes the nec-
essary data, such as slides. The data undergoes
preprocessing stages that include language detec-
tion, removal of private information, and content
refinement using the UralicNLP library (Hämäläi-
nen, 2019). This preprocessing ensures that no
personally identifiable information (PII) is passed
to the AI model, ensuring full GDPR compliance.
The removal of URLs, email addresses, and refer-
ences, alongside the detection and elimination of
named entities, guarantees that the data processed
by the model is entirely anonymized, therefore the
plugin strictly adheres to GDPR regulations and
prioritizes data privacy throughout the process.

The processed information is then stored in the
Chroma vector database3 as embeddings. These
embeddings serve as the basis for various AI func-
tionalities within the plugin. Lastly, the plugin uses
the preprocessed slides and respective queries to
prompt Google’s PaLM 2 model (Anil et al., 2023)

3https://www.trychroma.com/
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Figure 1: Moodle AI Plugin main screen

over Vertex AI4. This model was chosen for its
strong performance, cost and GDPR compliance,
which aligns with the university’s data privacy poli-
cies and its use of Google Cloud infrastructure. The
plugin interacts with the model primarily through
prompt-based requests, which enable the genera-
tion of summaries, related SDGs, suggestions of
assigments or quizzes based on course content or
conversations with the chatbot.

To optimize performance, the plugin employs
a caching mechanism using a MySQL database.
Once the slides for a course have been processed,
the results are stored in the database, allowing the
plugin to serve future requests without contacting
the Flask server again.

The Moodle AI plugin currently supports En-
glish and Finnish. We implemented localization,
allowing the plugin to automatically switch lan-
guages based on Moodle’s language settings. For
instance, the string $string[’pluginname’] is
defined as ’AI Summarizer’ in English and ’AI
Yhteenveto’ in Finnish. This logic ensures that
every text element in the plugin is fully translatable.
Future language expansion will be straightforward,
requiring only the addition of translations, as the
localization system is already in place.

The plugin’s first screen includes a summary of
slides and the SDGs related to that content. When
the user clicks on one SDG, a new window opens

4https://cloud.google.com/vertex-ai?hl=en

with more information about that SDG containing
an explanation of how it relates to the slides, as-
signment suggestions and a draft speech that would
help teachers mention the sustainability aspect dur-
ing their lectures.

Another functionality included in the plugin is
the chatbot, which makes use of the embeddings
stored on the Chroma database along with Vertex
AI to implement a retrieval-augmented generation
(RAG) system (Lewis et al., 2020). The RAG sys-
tem pulls relevant content from the Chroma vec-
tor database, which stores embeddings of course
slides and related metadata, and combines this with
AI-generated responses. LangChain5 is used to
manage conversational history and memory, en-
suring a structured conversation flow that enables
the chatbot to provide context-aware, accurate an-
swers across multiple interactions. This integration
allows the chatbot to assist teachers by offering
personalized, relevant responses that are directly
grounded in the specific course material.

Although finetuning has not yet been imple-
mented in this iteration of the chatbot, future im-
provements, as outlined in (Macías, 2024), might
involve fine-tuning the model to enhance its perfor-
mance for specific educational tasks.

Additionally, the plugin includes the functional-
ity of analyzing all the slides of the same course.
This system relies on metadata stored in the

5https://python.langchain.com/
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Figure 2: Moodle AI Plugin specific SDG’s information

Figure 3: Moodle AI Plugin chatbot

Chroma vector database, where each slide is linked
to a specific course through its course ID. The re-
trieved content is then fed into the AI model to
generate a summary, key points, main skills, and
related SDGs.

The overall course functionality also includes a
general chatbot that is designed to answer queries
related to the course. The chatbot, like other parts
of the plugin, utilizes a RAG system, but it focuses

Figure 4: Moodle AI Plugin overall course functionality

exclusively on the content from the whole course.
This ensures that the chatbot’s responses are always
relevant to the specific course material, providing a
personalized experience.
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Figure 5: The curriculum analyzer calculating the SDGs of a degree

4 Curriculum planning tool

The curriculum planning tool is a separate tool that
operates on a different level of abstraction to the
Moodle plugin. This tool works directly on course
descriptions and degree structures. The function-
alities include SDG analysis, analysis of Arene
competences6 and work life relevance analysis.

On the technical side, this tool uses PaLM 2
as well. The tool’s architecture separates the AI
processing, which is handled server-side through
Flask and Vertex AI, from the sensitive curriculum
data and interface, managed in MariaDB and Re-
act. This division between local and server-side
components also allows the tool to offload compu-
tationally intensive tasks to the server while main-
taining a responsive user interface. The server-side
components, including the PaLM 2 model accessed
through Vertex AI, handle the core analysis tasks,
ensuring that sensitive curriculum and course data
remain secure. This allows for powerful AI analy-
sis while keeping the human user in control of the
interpretation and application of results.

The course-level SDG analysis feature directly
addresses a critical gap in current curriculum plan-
ning tools: the lack of systematic methods for inte-
grating sustainability principles across educational
programs. While many institutions recognize the
importance of sustainability education, there has
been a dearth of practical tools to support this in-
tegration at the course level (Lozano et al., 2013;
Aurandt and Butler, 2011). This tool provides edu-
cators with actionable insights into how individual

6https://arene.fi/julkaisut/suositus-
ammattikorkeakoulujen-yhteisista-kompetensseista-ja-
niiden-soveltamisesta-2022/

courses contribute to sustainability goals, facilitat-
ing more informed curriculum design decisions.

The methodology employed in degree-level
SDG analysis typically involves aggregating and
synthesizing data from individual course assess-
ments to create a program-wide overview. Integra-
tion of SDGs into this mapping process represents a
novel extension of traditional curriculum mapping
techniques.

The visual representation of SDG alignment
across all the courses of any one degree, using
charts and color-coded matrices, offers an intuitive
interface for understanding complex relationships
between course content and sustainability objec-
tives. This visual approach addresses the need for
more accessible and interpretable data in curricu-
lum planning, a gap that has been noted in educa-
tional technology research.

The incorporation of work-life competencies
analysis in curriculum planning tools addresses
the growing demand for alignment between higher
education outcomes and labor market needs. This
feature responds to the call for more employability-
focused curriculum design, as emphasized by
Pereira et al. (2020) in their stakeholder analysis of
university curricula and employability.

5 Workshop and Feedback

We organized three workshops, each lasting 2
hours, to gather feedback from educators on the
usability and features of the Moodle plugin. The
number of participants varied between 5 and 10 for
each workshop, with attendees representing differ-
ent departments within the university. Two of the
workshops were held in person in different cam-
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Figure 6: Updated Moodle AI Plugin

puses, whereas one workshop was organized online
over Teams. Furthermore, we interviewed study
planners on their needs for the curriculum tool (see
Huovinen 2024).

As a result of the workshops, several usability
problems were identified such as teachers losing
track of where they were in the plugin, some func-
tionalities not working on Firefox, our regular ex-
pressions failed parsing the output of the LLM
and so on. Additionally, teachers were not happy
with the quality of the generated assignments as
they wanted more control over how broad the as-
signments were as well as being able to generate
quizzes automatically.

Most importantly, the teachers emphasized the
need for a tool whose focus is assisting with the
teaching experience in general and not specifically
just with sustainability.

In response to this feedback, we shifted our ap-
proach from having sustainability as the primary
focus to creating a more versatile tool that supports
teaching in a broader context. While sustainability
remains an integral part of the plugin, we have ex-
panded its functionalities to better assist teachers
in various aspects of their courses. The updated
design, featuring a hamburger menu and separate
windows for different functionalities, reflects this
shift.

Now, the plugin offers tools for generating
quizzes, assignments, and interactive content,
alongside its original sustainability features and
chatbot capabilities. In the updated plugin, each
functionality is separated, ensuring that teachers
don’t lose track of where they are in the process.
The new layout not only enhances usability but also
ensures that the plugin’s functionalities are more
accessible.

The new Quizzes functionality allows teachers
to automatically generate quizzes based on the con-
tent of their slides. Teachers can select the num-
ber of questions and the question type, such as
multiple-choice or true/false. Additionally, teach-
ers can input specific guidelines or constraints for
the quiz generation, ensuring that the generated
quizzes align with their teaching goals.

Figure 7: Updated Moodle AI Plugin quizzes
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The Quizzes window interacts with the Moodle
backend to create actual quizzes within the Moodle
platform, making it easy for teachers to integrate
the quizzes into their courses. The AI takes into
consideration the teacher’s suggestions, ensuring
that the generated content meets their expectations.

Additionally, the new Assignment Generator
functionality allows teachers to create assignments
tailored to their course content. Teachers can select
various parameters such as the type of assessment
(e.g., projects, essays, presentations), the difficulty
level, and the content focus. Similar to the Quizzes
functionality, teachers can provide specific instruc-
tions or constraints to guide the assignment genera-
tion process.

Figure 8: Updated Moodle AI Plugin assignments

The AI uses the input provided by teachers to
generate assignments that align with the course
content and the teacher’s objectives. This feature
was designed to give teachers more control over
the generated content, addressing the feedback we
received during the workshops about the need for
more customizable assignments.

As for the curriculum planner, there was a de-
mand for a workload assessment functionality and
quality assessment functionality. These function-
alities require more future work on integrating the
Moodle AI plugin with the curriculum tool. As this
requires a more systematic approach to analysing
the material of all of our teachers, this deeper inte-
gration has reached a state of hiatus due to organi-
zational resistance.

6 Conclusions

In this paper, we have presented our hands-on tools
that bring LLMs closer to educators to empower
a digital transformation of pedagogy at our uni-
versity. By integrating these tools into the exist-
ing educational framework, we aim to enhance the
teaching and learning experience, making it more
interactive, personalized and efficient for all parties

involved. Furthermore, we have organized work-
shops to help instructors effectively utilize these
technologies and to gather their feedback.

In addition to transforming pedagogy, our LLM-
based tools pave the road for digital humanities
research. By leveraging the capabilities of LLMs,
educators and researchers can explore novel meth-
ods for analyzing and interpreting vast amounts of
learning data. This can be used to further under-
stand the interplay of LLMs, teachers and students
in educational contexts.

7 Limitations

This study was conducted exclusively within one
university of applied sciences (UAS) in Finland,
which limits the generalizability of the findings.
The specific context, policies and educational
frameworks of Finnish higher education, particu-
larly within this UAS, may not fully reflect the con-
ditions in other countries or universities. As such,
the results and conclusions may not scale to differ-
ent educational systems or institutions with varying
academic cultures, regulatory environments or stu-
dent demographics.
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