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Abstract

In this work, we explore the use and relia-
bility of Large Language Models (LLMs) in
musicology. From a discussion with experts
and students, we assess the current acceptance
and concerns regarding this, nowadays ubiq-
uitous, technology. We aim to go one step
further, proposing a semi-automatic method
to create an initial benchmark using retrieval-
augmented generation models and multiple-
choice question generation, validated by hu-
man experts. Our evaluation on 400 human-
validated questions shows that current vanilla
LLMs are less reliable than retrieval aug-
mented generation from music dictionaries.
This paper suggests that the potential of LLMs
in musicology requires musicology driven re-
search that can specialized LLMs by including
accurate and reliable domain knowledge.

1 Introduction

In recent years, research on Large Language
Models (LLMs) has led to notable advancements
within the text generation domain (Wei et al.,
2022a; Minaee et al., 2024). This is the re-
sult of training large models on vast non-domain-
specific data (Gao et al., 2020; Hoffmann et al.,
2022). Well-known families of models include
Llama (AI@Meta, 2024) or GPT (Achiam et al.,
2023), which can generate coherent and contex-
tually relevant text, making them valuable tools
in numerous applications and professions such as
healthcare (Thirunavukarasu et al., 2023), journal-
ism (Petridis et al., 2023), customer support (Ko-
lasani, 2023) or education (Kasneci et al., 2023).

Despite their potential, LLMs’ so-called hallu-
cinations (Alkaissi and McFarlane, 2023), i. e., the
lack of confidence and accuracy in the text they
generate, prevents the use of this technology in
most arts and humanities research tasks (Rane,
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Musicologist: What’s the historical
context of this music piece?

LLM: It’s by Beethoven in 2025! Aliens helped!

Musicologist: I’m not using THIS anymore.

Figure 1: Fictitious interaction illustrating why LLMs’
hallucinations might prevent musicologists’ trust.

2023; Lozić and Štular, 2023; Rane and Choud-
hary, 2024). Issues include a lack of contextual
understanding, bias perpetuation (Gallegos et al.,
2024), and ethical concerns such as generating
misleading content (Weidinger et al., 2021). The
lack of credible source attribution (Rashkin et al.,
2023) almost render them nugatory for fields like
literature, history (Walters and Wilder, 2023), and
law (Weiser, 2024). However, LLMs can aid re-
search through a variety of tasks, such as, trans-
lation, text analysis, data organization, historical
context retrieval, or summarization. In this re-
gard, interdisciplinary research involving the use
and further development of LLMs within the hu-
manities should be carried out. This will enable to
constructively address existing risks and concerns
while developing LLMs’ full potential, by this de-
livering their benefits across disciplines.

In this work, we focus on musicology, a field
where the impact of LLMs still needs to be ex-
plored. Musicology, the scholarly study of mu-
sic, spans from historical research to theoretical
analysis (Harap, 1937; Duckles et al., 2020). Our
research mainly focuses on the former, an area
which might be greatly supported by LLMs, e. g.,
by breaking language barriers, enhancing informa-
tion retrieval, or supporting teaching and learn-
ing. However, reliable sources, such as music-
specialized lexica, monographies, and research ar-
ticles, are often, unlike in more technical disci-
plines, not open-access, which prevents LLMs to



access high quality information. This knowledge
deprivation further increases the risk of LLMs to
hallucinate, which often leads to non-reliable text
generation in musicology related topics.

Through a pilot-survey involving experts and
students from the field of musicology, we gather
initial insights into the acceptance and trustwor-
thiness of LLMs in domain-related tasks, and its
potential impact for music professionals. Subse-
quently, we propose a methodology to measure
to which extent such models posses domain ex-
pertise in the field of musicology, by this assess-
ing their practical value for the discipline. We
adopt a Multiple-Choice Question Generation (Liu
et al., 2024) approach to semi-automatically con-
struct a benchmark leveraging recent advance-
ments in retrieval-augmented generation mod-
els (Lewis et al., 2020). To automatically gener-
ate high-quality questions, we provide the genera-
tion model with domain-knowledge from The New
Grove Dictionary of Music and Musicians (Sadie
and Tyrrell, 2001), an established and reliable
source. The final benchmark, made up by 400
question-answer pairs validated by a human ex-
pert, is evaluated on several open-source models.
This dual approach—survey and benchmark—
provides a comprehensive understanding of the
challenges and potential solutions for meaningful
integration of LLMs in musicology.

2 Pilot-survey: LLMs in musicology

We conducted a survey targeting professionals re-
lated to musicology. The survey included ques-
tions to identify the respondent’s domain of study
(e.g., musicology, composition, music pedagogy,
music performance), the highest level of music ed-
ucation completed or being pursued, and their fa-
miliarity with technologies known as LLMs such
as ChatGPT. Additionally, the survey inquired
about the frequency of interactions with LLMs,
particularly in the context of musical topics like
Music Theory and Music History. Participants
were asked to rate the trustworthiness and use-
fulness of LLMs for these subjects, as well as to
consider its revolutionary impact on the field of
musicology. Lastly, the survey explored the pos-
sible consequences of LLMs on music profession-
als, both presently and in the future.

A total of 33 participants, having or pursuing a
Bachelor’s degree in music, completed the survey:
20 students, 7 lecturers, 11 researchers, and 8 mu-
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Figure 2: Survey’s answers about the usage of LLMs
in general (left) and on music topics (right)

sic educators (multiple areas can be selected). In
terms of discipline, the respondents are distributed
as the following: 22 Musicology and Related
Studies, 10 Music Performance, 3 Music Peda-
gogy, 2 Composition, 1 Conduction, and 1 Mu-
sic Therapy. While only one participant (from the
field of musicology) had not heard about LLMs
before, in terms of the participants’ frequency of
use and trustworthiness, a noticeable gap between
students and teachers1 can be observed.

Figure 2 illustrates how often students and
teachers interact with LLMs in general and about
music topics. Teachers frequently or not at all,
while most students use it weekly or monthly.
However, both groups tend to not use LLMs for
music-related topics. Participants’ judgement of
LLMs’ trustworthiness is depicted in Figure 3
and the trend of ratings is similar across both
groups. Additionally, confidence in LLMs is
slightly higher for Music History than for Music
Theory, indicating a nuanced perception of their
reliability in different musicology subfields.

Most of the participants (78%) agreed that
LLMs might revolutionize the field of musicology
(cf. Figure 4, left). While the anticipated poten-
tial consequences of LLMs for the field are var-
ied, professional transformation seems to be the
most prominent (20 votes), as illustrated in the his-
togram (cf. Figure 4, right). In conclusion, despite
limited current usage and trust, experts anticipate a
significant future impact of LLMs on musicology,
motivating current research on the topic.

3 Musicology Benchmark: TrustMus

This section outlines our strategy for evaluating
how much LLMs hallucinate in musicology. It
summarizes the creation of the human-validated

1For simplicity, with ‘teachers’ we refer to all the partici-
pants who did not identified themselves as student.
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Figure 3: Survey’s answers about the usage of LLMs
in general (left) and on music topics (right).
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Figure 4: Survey answers about the revolutionary im-
pact (right) and potential consequences (left) of LLMs.

multiple-choice benchmark TrustMus, i. e., a col-
lection of reliable questions related to various mu-
sical topics and concepts, and analyzes the mod-
els’ performance on the benchmark.

Following previous works (Li et al., 2023),
multiple-choice questions are generated after ex-
tracting relevant information from a text source:
here, The Grove Dictionary Online (Sadie and
Tyrrell, 2001).2 In order to identify the most rel-
evant articles within the text source, we used a
PageRank-like algorithm (Hagberg et al., 2008).

To accelerate the creation of TrustMus, we de-
signed a workflow inspired by recent works (Yan
et al., 2024; Jeong et al., 2024; Asai et al., 2023;
Dhuliawala et al., 2023), as shown in Figure 5.
First, we generated five questions from each arti-
cle, each with four possible answer options, using
a fine-tuned LLM for retrieval-augmented gener-
ation (RAG) (Liu et al., 2024), resulting in 7 500
questions. Second, we discard questions that did
not have relation with musicology or a unique
and unambiguous answer, by prompting the same
LLM to decide based on the article, eliminating
2 632 questions. Next, we attempted to answer
the remaining questions using a RAG-like model
that we term Llama Professor by giving the arti-

2The Grove Dictionary is a copyrighted work. Using its
content for generating questions is under fair use for research
purposes. The EU Directive on Copyright in the Digital Sin-
gle Market allows text and data mining for research purposes.
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Figure 5: Language chain for generating the multi-
choice questions.

cle as context to the LLM. Questions for which
Llama Professor chooses the wrong answer op-
tion are considered ambiguous or unusable and are
thus removed, resulting in 3 285 valid questions.
All previous prompts used the Chain of Thought
(CoT) method to enhance the model’s reasoning
skills (Wei et al., 2022b). Before human interven-
tion, we attempted to answer the questions with
llama3-8B (AI@Meta, 2024) without RAG and in
one shot, i. e., without the chain of thought (cf. the
difficulty filter in Figure 5), which lead an accu-
racy of 67.4%. Thus, arguably simple questions
are eliminated, resulting in 1 081 domain-ones.

The resulting set of questions was automatically
classified with a CoT prompt into four classes, ac-
cording to their topic: People (Ppl); Instruments
and Technology (I&T); Genres, Forms, and The-
ory (Thr); Culture and history (C&H). An ex-
pert human annotator validated questions until 100
valid ones per class were identified (on average,
17% of those assessed were discarded).3

4 Results and Discussion

4.1 Human validation insights

Some examples of hallucinations of Llama3 with-
out RAG and CoT, the difficulty filter, are as fol-
lows: What does the natural sign (♮) do in music
notation? A) Raises a note by one semitone, B)
Raises a note by two semitones, C) Lowers a note
by one semitone, D) Cancels a previous sharp or
flat. The correct answer is D, but Llama3 chose A,
which any musician should know is incorrect.

Another type of limitation of LLMs in the con-
text of musicology, is the need of the models for

3@: https://zenodo.org/records/13644330

https://zenodo.org/records/13644330


Model Quant TrustMus Rank Ppl I&T Thr C&H LB Rank

gpt-4o-2024-05-13 (Achiam et al., 2023) API 58.75 1 60.0 44.0 61.0 70.0 58.38 1
mixtral-8x7b-instruct-v0.1 (Jiang et al., 2024) ✓ 40.5 2 41.0 30.0 43.0 48.0 37.24 4

gpt-3.5-turbo-0125 (Achiam et al., 2023) API 39.75 3 39.0 25.0 43.0 52.0 37.97 5
meta-llama-3-70b-instruct (AI@Meta, 2024) ✓ 37.75 4 41.0 23.0 44.0 43.0 42.76 2

qwen2-72b-instruct (Bai et al., 2023) ✓ 35.5 5 39.0 27.0 37.0 39.0 41.43 3
qwen2-7b-instruct (Bai et al., 2023) ✗ 34.0 6 29.0 43.0 36.0 41.0 25.92 9

phi-3-medium-4k-instruct (Abdin et al., 2024) ✓ 32.75 7 32.0 27.0 38.0 34.0 33.46 6
meta-llama-3-8b-instruct (AI@Meta, 2024) ✗ 32.75 8 43.0 22.0 31.0 35.0 31.05 7

phi-3-small-128k-instruct (Abdin et al., 2024) ✗ 31.5 9 20.0 29.0 41.0 36.0 28.12 8

Llama Professor (RAG) ✗ 100.0 - 100.0 100.0 100.0 100.0 - -

Table 1: Benchmark results (accuracy) on the 400 validated questions (TrustMus) and per category: People (Ppl);
Instruments and Technology (I&T); Genres, Forms, and Theory (Thr); Culture and History (C&H). Whether the
models are quantized (Quant), their rank, and LiveBench average score (LB) excluding math ranking is also given.

interpreting the information. This can be illus-
trated by how Llama3 handled the article about
Adagio in the Grove Dictionary Online, which
summarizes the evolution of the term over cen-
turies. In this regard, when interrogating Llama3
about the term as described by Rousseau, the
model refers to the modern definition.

4.2 TrustMus evaluation

Table 1 presents the benchmark results for vari-
ous models evaluated on TrustMus.4 The mod-
els tested include the best open source performing
models in LiveBench – LB (White et al., 2024) ex-
cluding coding and math categories, i. e., a bench-
mark for LLMs without contamination and re-
duced biases containing non-musicology knowl-
edge. Due to its’ leading performance, results of
OpenAI’s GPT models are also given for com-
parison. Models with less than 8B parameters
were deployed in a computer with two RTX 2080ti
GPUs with 16-bit precision, the largest models in
a Colab A100 GPU with 4-bit quantization, and
the GPT models through their official API.

The model gpt-4o-2024-05-13 clearly
outperforms others with an accuracy of 58.75%
(cf. TrustMus score in Table 1), excelling in the
categories Ppl, Thr, and C&H. This is not sur-
prising as it is the leading model in LB as well,
with a score of 58.38%. However, comparing
the LB and TrustMus rankings reveals impor-
tant differences about how the models perform in
terms of general and in domain-specific knowl-
edge. For instance, unlike in LB, the model
mixtral-8x22b-instruct-v0.1 performs
well in our benchmark, ranking second with a
score of 40.5%. It is important to note the simi-

4Since we believe that open models are critical for trans-
parency, reproducibility, and the advancement of knowledge,
we use them in our research. We included ChatGPT in our
comparison only because it is currently the most used LLM.

lar performance between qwen with 72B and 7B,
the latter being the best performing of the ‘small’
LLMs in TrustMus while showing the worst per-
formance in LB. We also aim to acknowledge that
comparing meta-llama3 models with others is
not entirely fair, as the benchmark was automati-
cally generated by selecting questions from their
specific blind spots, as detailed in Section 3.

The lower performance of open-source mod-
els compared to LLama professor (RAG) (Liu
et al., 2024) highlights the importance of reli-
able domain-specific knowledge for musicology-
related applications. This indicates considerable
improvement possibilities with the potential of in-
creasing the trustworthiness of LLMs in the field.

5 Conclusions
Our paper shows that while current usage and trust
in LLMs in musicology are low, there is a strong
expectation of future impact. However, LLMs are
not yet at the required level for the field and do not
meet the minimum quality, ethical and likely legal
standards currently being discussed. Through the
proposed semi-automatic benchmark, we present
a first attempt to measure LLMs hallucinations on
musicology-related tasks. This approach aims to
facilitate the evaluation of future models, which
promotes transparency and trustworthiness of the
technology. Despite the effort, this initial exper-
iments are insufficient. Besides a more thorough
evaluation, there is the need to specialize current
models for musicology-related tasks, while reduc-
ing their environmental footprint. Further research
should focus on ensuring LLMs reliability to avoid
misinformation, protecting user privacy and data
security, and mitigating training data biases to pro-
mote responsible use in musicology. Collabo-
ration between the technological, musicological,
and content owner communities is essential for the
proper development of this technology.
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