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Abstract

Large-scale text-to-music generation models
have significantly enhanced music creation ca-
pabilities, offering unprecedented creative free-
dom. However, their ability to collaborate effec-
tively with human musicians remains limited.
In this paper, we propose a framework to de-
scribe the musical interaction process, which
includes expression, interpretation, and execu-
tion of controls. Following this framework,
we argue that the primary gap between exist-
ing text-to-music models and musicians lies in
the interpretation stage, where models lack the
ability to interpret controls from musicians. We
also propose two strategies to address this gap
and call on the music information retrieval com-
munity to tackle the interpretation challenge to
improve human-AI musical collaboration.

1 Introduction

In recent years, the field of human-AI music
co-creation has experienced significant advance-
ments (Huang et al., 2020; Zhang et al., 2021; Rau
et al., 2022; Bougueng Tchemeube et al., 2022).
The advent of large-scale text-to-music generation
models has played a crucial role in this progress,
enabling generating music with good sonic quality
and well-defined musical structures (Copet et al.,
2024; Evans et al., 2024; Agostinelli et al., 2023).

A primary focus of recent research has been to
enhance these models through the incorporation of
control signals (Lin et al., 2023; Tal et al., 2024;
Wu et al., 2024; Lin et al., 2024; Nistal et al., 2024).
This has led to significant success in manipulat-
ing dynamics, melody, and chord progressions in
generated music contents. While precision in fol-
lowing these control signals can still be improved,
these developments represent substantial progress.

Although extensive efforts are made to allow
these models follow control signals precisely, mis-
alignments between musicians’ intent and model
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Figure 1: The comparison between human-human and
human-AI interaction processes. We observe that the
gap exists at both the interpretation stage and the ex-
ecution stage, while the interpretation stage is often
overlooked by current research.

output still exist, making effective collaboration
with musicians challenging (Yakura and Goto,
2023; Newman et al., 2023; Ronchini et al., 2024;
Majumder et al., 2024). In practice, we observe
that musicians’ control signals require interpreta-
tion before execution, and this process is often
overlooked in current music information retrieval
research. This oversight may hinder the practical
applicability of these models in real-world musical
settings. Figure 1 illustrates this issue through a
single-round interaction among musician A and ei-
ther musician B or a model. In this interaction, the
control signals expressed by musician A are suc-
cessfully interpreted by musician B before B gen-
erates the musical outputs. In contrast, the model
fails to interpret these signals due to the neglected
interpretation process in current text-to-music gen-
eration models.

In this paper, our contribution is threefold:

1. We propose a framework for the musical interac-
tion process, consisting of three stages: expres-
sion, interpretation, and execution of control.

2. Our literature review identifies a communication



gap in current models, which often fail to inter-
pret controls in a way that aligns with human
musicians’ natural communication methods.

3. To address this gap, we propose two approaches:
directly learning from human interpretation data
or leveraging a strong prior understanding of
human interpretation, such as that found in large
language models (LLMs).

2 Interpretation of Controls

To begin with, we propose a general framework that
conceptualizes the musical interaction procedure
in three stages: the expression, interpretation, and
execution of controls, as shown in Figure 2.

Controls 
A

Controls 
B

Musical 
Content

ExecutionInterpretationExpression

Intent

Figure 2: The proposed model that describes musical
interaction process.

In an interaction between parties A and B:

• Expression: A’s intent is mapped to Controls A;

• Interpretation: B interprets Controls A, result-
ing in Controls B;

• Execution: B executes Controls B, producing
the final musical output.

Table 1 provides several examples illustrating
this framework. The framework encompasses both
solo and multi-party musical interactions, with
the interpretation stage becoming explicit in multi-
party scenarios. Successful realization of the orig-
inal intent hinges on effective mapping across all
three stages of the process.

In this section, we examine the musical commu-
nication process following this framework. We ob-
serve that musical interactions often involve vary-
ing degrees of ambiguity in control expression, and
skilled musicians can effectively interpret and ex-
ecute these ambiguous instructions. In contrast,
current text-to-music generation models struggle
with this ambiguity, and can only understand highly
semantical or highly precise instructions.

2.1 Musicians’ Interpretation of Controls

Musicians communicate through varying levels of
ambiguity (Bishop, 2018). The most precise in-
structions often point to only one outcome (e.g.,

"Turn the bass 3 dB up") while the most abstract
ones require much creative interpretation (e.g., "I
want a moody synth"). Most communications, how-
ever, lie between these two extremes.

Consider this example of a producer address-
ing a vocalist: 1 "I want to try one where you just
start this chorus very soft, and in that first phrase,
like [inaudible]. You know what I mean? (Sing
to demonstrate) just like, get crazy with it. Let’s
start quieter ... or softer, or, babier. Just try it."
This example showcases a wide range of commu-
nication types, from highly semantic descriptions
(e.g., "very soft," "get crazy," "quieter," "softer,"
"babier") to performative instructions (e.g., "(Sing
to demonstrate)"), and others that fall somewhere
in between, requiring interpretation (e.g., "chorus,"
"first phrase," "[inaudible]").

Human musicians excel at interpreting musical
instructions with varying ambiguity, a skill known
as "musical taste" or "musicianship" (Sloboda,
1986). This ability enables jazz musicians to adapt
improvisations (Berliner, 2009), film composers
to modify scores for evolving narratives (Cooke,
2008), and orchestral conductors to guide an en-
semble through gestures (Bishop et al., 2019) and
verbal cues. This skill, which develops with expe-
rience (Lehmann et al., 2007), involves intuitive
understanding of musical context, style, and in-
tent (Meyer, 2008), allowing musicians to trans-
form ambiguous directions into coherent expres-
sions (Daniel et al., 2006).

2.2 Models’ Interpretation of Controls

While human musicians excel at interpreting am-
biguous instructions, current music generation
models struggle with this task. Traditional ap-
proaches to control often rely on disentangling
representations in latent space (Luo et al., 2019;
Wang et al., 2020). For music generative mod-
els, control mechanisms are typically implemented
through various strategies. Some models integrate
controls during initial large-scale pre-training, such
as Mustango (Melechovsky et al., 2024) and Mu-
sicGen (Copet et al., 2024). Others employ post-
training model augmentation, exemplified by Coco-
mulla (Lin et al., 2023), AIRGen (Lin et al., 2024),
and Music ControlNet (Wu et al., 2024). Addi-
tionally, some approaches combine both stages’ ef-
forts, as seen in MusicMagus (Zhang et al., 2024b),

1Billie Eilish In Studio Making Album "When We All Fall
Asleep, Where Do We Go?, https://www.youtube.com/
watch?v=Sp-eNvKV0to

https://www.youtube.com/watch?v=Sp-eNvKV0to
https://www.youtube.com/watch?v=Sp-eNvKV0to


Cases Intent Controls A Controls B Outputs

Solo Interactions

Pianist Light touch ! Reduce finger force ! N/A ! Piano audio
Experienced Producer Spacious sound ! Reverb, cut lows ! N/A ! Natural result
Novice Producer Spacious sound ! Only adding reverb ! N/A ! Unnatural result
Composer Modulate key ! Write transition ! N/A ! Score
Experienced Guitarist Emphasizing a chord ! Use complex fingering ! N/A ! Clean strum sound
Novice Guitarist Emphasizing a chord ! Use complex fingering ! N/A ! Muffled strum sound

Multi-Party Interactions

Producer & Experienced Vocalist Emotive singing ! "More feelings" ! More dynamics & artic-
ulation

! Emotional vocal track

Producer & Novice Vocalist Emotive singing ! "More feelings" ! Sing closer to micro-
phone

! Unnatural vocal track

Experienced Rock Band Guitar solo ! Gesture ! Drums and bass play
fill; vocalist stop
singing

! Solo section

Novice Rock Band Guitar solo ! Gesture ! Everyone ignores the
guitarist

! Solo fights with vocal,
creating cacophony

Conductor & Orchestra Crescendo ! Rising arms ! Gradually increasing
dynamics

! Balanced crescendo

DJ & Crowd Build energy ! Throwing hands up in
the air

! Crowd thinks it’s peak ! Premature movement

Table 1: Examples of solo and multi-party musical interactions.

Instruct-MusicGen (Zhang et al., 2024a), and Chat-
Musician (Yuan et al., 2024a). Despite these ad-
vancements in control capabilities, current models
still fall short of matching human-level interpreta-
tion of nuanced musical instructions.

We posit that the challenge lies not in control im-
plementation methods, but in the nature of the con-
trols themselves. Table 2 summarizes the controls
offered by current models, typically either highly
semantic (e.g., text descriptions) or highly specific
(e.g., chords, melodies). These models struggle
with both: for semantic inputs, they mainly in-
terpret at keyword-level rather than understanding
natural language (Wu et al., 2023), failing with con-
cepts like negation and temporal order (Agostinelli
et al., 2023; Yuan et al., 2024b); for specific inputs,
they struggle with precise execution (Zhang et al.,
2024a). When prompts combine semantic and spe-
cific instructions, models often fail to interpret the
former and fail to execute the latter. The lack of
support for other modalities, such as visual cues,
also makes effective interpretation more difficult.

While resolving all these challenges is crucial,
current research primarily focuses on improving ex-
ecution ability, such as audio quality, while largely
overlooking the interpretation stage. This oversight
creates a significant gap in human-AI musical col-
laboration. Musicians are forced to adapt to the
constrained and unnatural controls offered by these
models, rather than the models adapting to musi-
cians’ natural communication methods. We posit
that this mismatch is a key factor in the limited
adoption of these otherwise highly capable models

by musicians in practice.

3 Potential Solutions to Improve

Interpretation of Controls

Addressing the interpretation gap between musi-
cians and models is challenging due to the com-
plex, multi-modal nature of musician communica-
tion, which includes visual cues, textual prompts,
vocalizations, and musical references. No existing
data sources comprehensively capture all modal-
ities of music interactions, and creating such a
dataset would be resource-intensive. Thus, we must
approach the problem of learning interpretation un-
der resource constraints. Given these limitations,
two potential solutions emerge: directly learning
from many aspects of human interpretation data, or
leveraging a strong prior understanding of human
interpretation, such as that encapsulated in large
language models (LLMs). In the following sec-
tions, we explore these two avenues for enhancing
AI models’ ability to interpret musical controls.

3.1 Directly Learn from Human

Interpretation Data

Previous research has explored many aspects of mu-
sical perception and interpretation, including audi-
tory perception (Ananthabhotla et al., 2019; Wright
and Välimäki, 2020; Manocha et al., 2020), emo-
tion (Yang and Chen, 2012; Dash and Agres, 2023),
song and artist similarity (Knees and Schedl, 2013;
Allik et al., 2018), music discussions (Hauger et al.,
2013), recommendation systems (Bertin-Mahieux
et al., 2011), and non-verbal communications, such



Model Semantic controls Precise controls

Integrated Controls in Foundation Models
Mustango (Melechovsky et al., 2024) Text description, metadata -
MusicGen (Copet et al., 2024) Text description melody spectrogram
Diff-A-Riff (Nistal et al., 2024) Text description Music audio mixture
Jen-1 Composer (Yao et al., 2023) Text description Other instrument tracks
GMSDI (Postolache et al., 2024) Instrument name Other instrument tracks

Control Enhancement Modules
Coco-mulla (Lin et al., 2023) Text description Drum track, chord, melody
AIRGen (Lin et al., 2024) Text description Drum track, chord, melody
JASCO (Tal et al., 2024) Text description Drum track, chord, melody
Music ControlNet (Wu et al., 2024) Text description Dynamic, melody, rhythm
Jen-1 DreamStyler (Chen et al., 2024) Text description Reference music audio

Music Editing Methods
MusicMagus (Zhang et al., 2024b) Text swapping Music audio mixture
InstructME (Han et al., 2023) Edit instruction Music audio mixture
Instruct-MusicGen (Zhang et al., 2024a) Edit instruction Music audio mixture
Loop Copilot (Zhang et al., 2023) Edit instruction Conversational context (music audio, text)
M2UGen (Hussain et al., 2023) Edit instruction Conversational context (music audio, text)
ChatMusician (Yuan et al., 2024a) Edit instruction Conversational context (symbolic music, text)

Table 2: List of representative text-to-music generation models with extra controls. Most controls can be classified
into high-level semantic controls and low-level signal-level controls, while the exploration of intermediate-level
musicians’ communication controls are limited.

as gesture and dance movements (Gillian, 2012;
Fan et al., 2011). These studies often rely on crowd-
sourced evaluations or public data, achieving good
interpretations that can serve as control signals, as
demonstrated by Huang et al. (2024) in music gen-
eration from dance movements.

Learning directly from these diverse sources
require combining them into cohensive controls,
which may be achieved through pseudo-description
generation, an approach that has shown promise
in music captioning (Mei et al., 2024; Doh et al.,
2023) and understanding (Liu et al., 2024).

3.2 LLMs for Musical Interpretation

LLMs’ robust language understanding enables
the decomposition of user queries into special-
ized tasks, an approach pioneered by Hugging-
GPT (Shen et al., 2024). This method has in-
spired audio domain projects such as Loop Copi-
lot (Zhang et al., 2023), WavJourney (Liu et al.,
2023), WavCraft (Liang et al., 2024), and MusicA-
gent (Yu et al., 2023). Jiang et al. (2024) explores
synthesizing natural language from control param-
eters for model training.

However, user studies (Gianet et al., 2024; New-
man et al., 2023; Ronchini et al., 2024; Zhang
et al., 2023) reveal that professional musicians of-
ten experience misalignment between model in-
terpretations and their intentions, primarily due
to LLMs’ lack of domain-specific musical knowl-

edge (Li et al., 2024). Research in other domains in-
dicates that simply integrating domain knowledge
can significantly enhance LLMs’ capabilities (Lee
et al., 2024). Consequently, we posit that by col-
lecting domain knowledge and natural music con-
versations incorporating this knowledge, we could
effectively boost LLMs’ ability to execute music
tasks. Furthermore, these enhanced LLMs could
potentially generate synthetic training data for de-
veloping more compact interpretation models.

4 Conclusion

We identify a critical gap in text-to-music gener-
ation models: their inability to effectively inter-
pret musicians’ controls. We propose a three-stage
framework for musical interaction: expression, in-
terpretation, and execution, and highlight how cur-
rent AI models often struggle with the crucial inter-
pretation stage. To address this gap, we suggest two
potential solutions: directly learning from various
sources of human interpretation data and leveraging
large language models for musical interpretation.
We call on the MIR community to prioritize re-
search in this area, as improving the interpretation
capabilities is crucial for their integration into cre-
ative workflows and for realizing their full potential
as collaborative tools for musicians.



Ethics Statement

Our work includes YouTube video transcript ex-
cerpts demonstrating artists’ creative processes,
used solely to illustrate our proposed framework.
We thank these amazing artists for sharing their
creative processes. All copyrights remain with the
original video owners, and excerpts are included
for research purposes only.

We acknowledge that musical communications
and interpretations encapsulate diverse musician-
ship, tastes, and cultural nuances. While some as-
pects of musical communications may be universal,
they are often influenced by social culture and indi-
vidual experiences. We encourage the community
to be mindful of this diversity when modeling musi-
cal interpretations, as capturing these nuances can
enhance the music creation process with generative
models.
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