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Abstract

YouTube is a rich source of cover songs. Since
the platform itself is organized in terms of
videos rather than songs, the retrieval of covers
is not trivial. The field of cover song identi-
fication addresses this problem and provides
approaches that usually rely on audio content.
However, including the user-generated video
metadata available on YouTube promises im-
proved identification results. In this paper,
we propose a multi-modal approach for cover
song identification on online video platforms.
We combine the entity resolution models with
audio-based approaches using a ranking model.
Our findings implicate that leveraging user-
generated metadata can stabilize cover song
identification performance on YouTube.

1 Introduction

Music is a popular content category on YouTube
(Montero and Mora-Fernandez, 2020). Uploaders
share music in a variety of contexts, ranging from
amateur covers to mashups (Airoldi et al., 2016;
Liikkanen and Salovaara, 2015). Since YouTube is
not organized in terms of songs but rather in terms
of online videos,1 finding cover versions of songs
is a non-trivial retrieval task.

Driven by applications such as copyright in-
fringement detection, cover song identification
(CSI) deals with the retrieval of covers. The key
challenge of CSI is to compare songs based on
properties which can indicate their association (e.g.,
melody, lyrics) while discarding irrelevant informa-
tion (e.g., timbre). Consequently, current research
efforts are mainly audio-based (Du et al., 2023; Liu
et al., 2023; Hu et al., 2022; Yu et al., 2020) with
limited consideration of non-audio features such
as lyrics (Abrassart and Doras, 2022). However,
the utilization of user-generated metadata of online
videos like in similar tasks (Agrawal and Sureka;

1Except for YouTube’s streaming service YouTube Music.

Smith et al., 2017), has not yet been considered in
CSI.

We propose to model CSI on online video plat-
forms (OCSI) as a multi-modal problem, based on
the hypothesis that uploaders tend to describe their
videos using attributes of songs (e.g., song title, per-
former name) to make them easily findable. In this
work, we propose multi-modal ensembles combin-
ing entity resolution models with audio-based CSI
models in a late-fusion fashion using the ranking
model LambdaMART (Wu et al., 2010). We com-
pare the performance of the proposed ensembles
with the performance of the CSI models. Further,
we study the robustness of ER approaches in dif-
ficult cases such as song title variations or hard
negatives on YouTube and provide our code and
results.2

2 Multi-Modal Online Cover Song
Identification

The items in our task are online videos. The goal
of OCSI is the retrieval of items associated with the
same musical work as a query item. In traditional
CSI, only representations concerning musical con-
tent (e.g., audio and lyrics) are considered. We
additionally leverage user-generated metadata. In
Figure 1 we show an example of a query-candidate
pair.

Each item is represented by attributes derived
from its audio data and attributes from its user-
generated metadata (video title, channel name,
video description, and a set of keywords). For
simplicity, we assume that each item contains only
one song. A song has the attributes song title, per-
former name, and a work identifier. Songs which
are associated with the same musical work are con-
sidered relevant in the retrieval scenario when one
song is used as a query to retrieve the other song.

We model the task of OCSI as a multi-modal
2https://github.com/progsi/er_csi

https://github.com/progsi/er_csi


Figure 1: Example of the input of items of the work “Yesterday” written by John Lennon and Paul McCartney.
Colors in the box frames and text indicate the data source: blue stands for Secondhandsongs and red for YouTube.

problem involving metadata and audio representa-
tions. Our overall system will consist of modules to
compute the pairwise similarities for each of both
modalities. Then, a ranking model combines both
outputs to compute an overall rank. In the follow-
ing, we explain our entity-resolution (ER) methods
used to model similarities in the metadata domain.

2.1 Entity Resolution

Fuzzy Matching We use the token ratio function
from rapidfuzz (Bachmann, 2021), which turned
out to be the best performing fuzzy matcher for
the task in a preliminary experiment. For a pair of
strings, the function returns the maximum between
their normalized Indel similarity and the token set
ratio. The former is the minimum number of inser-
tions and deletions to convert one string into the
other. The latter is the number of tokens in the
shorter string contained in the longer string divided
by the number of tokens in the longer string. We
validated the use of the token ratio by the MAP on
the validation dataset (cf. Section 3). We tested
matching song title and performer concatenated
and using solely the song title of the query item.
For the candidate item, we experimented with only
the video title and with the latter combined with the
other attributes concatenated by space. The best
configuration was simply matching the song title
to the video title (cf. Simple input in Figure 1). We
also experimented with the snowball stemmer from
NLTK (Bird et al., 2009) for all attributes but it did
not improve the results.

S-BERT The model S-BERT (Reimers and
Gurevych, 2019) addresses the problem of
quadratic complexity of language models (LMs)
like BERT (Devlin et al., 2018) when processing
pairs of sentences. Hence, it was used as promis-
ing method for ER (Li et al., 2021a; Paganelli
et al., 2023). The model learns to encode sentences
into embedding vectors which can be compared
using similarity measures such as Cosine similarity.

We fine-tune a multilingual approach of S-BERT
(Reimers and Gurevych, 2020) which encodes text
sequences into 384-dimensional vectors. Like for
fuzzy matching, we use the Simple input because it
performed better than the other attribute combina-
tions. We apply a similar training procedure like in
recent CSI approaches: we use triplet loss with a
margin of 0.3 and apply online hard triplet mining
(Xuan et al., 2020) where the hardest triplets in the
batch of 16 items with 4 random works represented
by 4 items are used for training updates. We select
the best model after 10 epochs measured in MAP
on the validation dataset.

Ditto Other state-of-the-art approaches rely on
contextualized embeddings provided by pretrained
LMs to predict the matching confidence for a given
entity pair. In theory, this can improve the ER
task since the context is not only considered for
tokens in one entity but across both entities. Thus,
we experimented with Ditto (Li et al., 2020), Hi-
erGAT (Yao et al., 2022), and r-SupCon (Peeters
and Bizer, 2022). We found that Ditto was both –
better performing and faster in inference. We there-
fore select Ditto for our experiments. The model
computes a binary matching confidence based on
entity pairs encoded by LMs such as RoBERTa
(Liu et al., 2019). Due to the quadratic complexity
during inference, we use S-BERT as blocker. We
adopt the top-k blocking strategy suggested by the
authors (Li et al., 2021b) where the top-k most sim-
ilar candidate items per query item are passed to
Ditto and the remaining pairs are predicted by the
blocker.

As underlying LM, we chose RoBERTa since
it was shown to achieve high performance in the
ER task (Li et al., 2020; Peeters and Bizer, 2022;
Peeters et al., 2023; Yao et al., 2022) and multi-
lingual variant of BERT (mBERT) (Devlin et al.,
2018). First, we experimented with the same at-
tribute combinations we use for fuzzy matching
and S-BERT. We observed that Ditto works better



when items are represented with the same attributes
on the query and candidate side. Hence, we use a
rich input (cf. Figure 1). As inputs for the LMs,
we concatenate the names and values of attributes
of the query and candidate item: Each attribute is
represented by a [COL] token followed by its name
(e.g., title for the song title) and a [VAL] token
followed by its value (e.g., Yesterday). Since the
actual song attributes of the items on the candidate
side are not known, we mask the respective tokens
of those using a [MASK] token. We fine-tune with
a batch size of 32 and a learning rate of 1e-05 and
a sequence length of 256 tokens. We select the best
performing model after 15 epochs. We fine-tune
Ditto with a dataset of pairs (cf. Section 3) and
measure the performance on the validation dataset
in F1.

2.2 Combining ER with CSI
We form multi-modal ensembles each combining
one fine-tuned ER model with a trained CSI model
(ER-CSI ensembles). We use two pre-trained CSI
models: CQTNet (Yu et al., 2020) and CoverHunter
(Liu et al., 2023). Both models encode items into
vectors and represent musical similarity using Co-
sine similarity. The former uses convolutional neu-
ral networks to learn 300-dimensional vector repre-
sentations. CoverHunter uses conformer neural net-
works (Gulati et al., 2020) and an attention mecha-
nism for temporal pooling (Okabe et al., 2018) to
learn 128-dimensional vector representations. For
each ER-CSI ensemble we train the ranking model
LambdaMART (Wu et al., 2010) using the pairwise
similarities as input features. We use (mean aver-
age precision) MAP objective function and con-
sider the top 50 feature interactions similar to (Luc-
chese et al., 2022).

3 Experimental Setup

Our experiments aim to evaluate a) whether ensem-
bles of ER and CSI models outperform CSI models
and b) whether ER models are robust against hard
negatives and song title variations (e.g., transla-
tions of song titles or parodies).3 We report two
evaluation metrics suggested by MIREX:4 MAP
and mean rank of the first relevant item (MR1).

We use subsets of two popular CSI datasets:
SHS100K (Xu et al., 2018) and DaTacos (Yesiler

3An example for a parody title is “Bye, Bye Johnny” by
The Rattles covering “Johnny B. Goode”

4cf. https://www.music-ir.org/mirex/wiki/2021:
Audio_Cover_Song_Identification

Dataset Split Works Avg. FM DI SB
V-SHS-F Train 1,501 1.33 ✗ ✓ ✓

V-SHS-V Valid 1,827 4.73 ✓ ✗ ✓

V-SHS-P Valid 1,224 1,63 ✗ ✓ ✗

V-SHS-T Test 1,679 5.25 ✓ (✓) ✓

-Unique Test 852 2.75 ✓ ✓ ✓

-Noise Test 12 4.15 ✓ ✓ ✓

V-DaT Test 2,784 4.92 ✓ (✓) ✓

Table 1: Dataset statistics: the number of works (Works)
with average number of items (Avg.) and usage for
Fuzzy Matching (FM), Ditto (DI), or S-BERT (SB). (✓)
denotes partial use (after blocking).

et al., 2019), which are popular in CSI research.
Both datasets contain items which are songs repre-
sented by metadata attributes, a YouTube identifier,
and a work identifier. We only retain items with
available videos and denote the resulting datasets
as V-SHS and V-DaT respectively (cf. Table 1). We
retrieve YouTube metadata for all the videos using
YouTube Search Python and extract the audio fea-
tures as described by the authors of CoverHunter
(Liu et al., 2023) and CQTNet (Yu et al., 2020).

Training and Validation Subsets We fine-tune
S-BERT and Ditto and train LambdaMART using
a random sample of items from the V-SHS100K
training set with 1,000 positive pairs and 6,000
negative pairs similar to datasets by Konda et al.
(2016). Similarly, we create a pair-wise validation
dataset used to select the best model checkpoint of
Ditto. The full overview of datasets used is given
in Table 1.

Test Subsets Addressing a), we select the V-
DaT and V-SHS-T which are subsets with available
videos of datasets typically used in CSI evaluation.
For b), the robustness study, we create additional
test datasets. First, we only retain one item per
work and song title (dropping multiple items with
the same song title per work). This subset based on
V-SHS-T is denoted by V-SHS-T-Unique.

Lastly, we aim to evaluate the ER models’ ro-
bustness to hard negatives. On YouTube, this can
be expected in cases where either the song title is
the same for different works or when the words in
the song title are used in a different context (e.g.,
the song title “Hush” occurring in the sentence
“Relaxing Hush Sounds”). We focus on the latter
problem which is particularly challenging for song
titles with one word, because these words are more
likely to occur in different contexts. We create

https://www.music-ir.org/mirex/wiki/2021:Audio_Cover_Song_Identification
https://www.music-ir.org/mirex/wiki/2021:Audio_Cover_Song_Identification


Song Title Utterances in generated video title
Yesterday Yesterday’s Kitchen: Old Recipes
Hush Relaxing Hush Sounds
Time Mastering Time Management

Table 2: Examples of one-word song titles and video
titles of generated hard negatives with ChatGPT 3.5 in
the SHS100K-T-Noise dataset.

a subset of V-SHS-T containing only items with
one-word song titles. For each of the works in the
dataset we instruct ChatGPT 3.5 (OpenAI Inc.) to
generate video metadata containing the respective
word.5 We show some examples in Table 2. The
resulting dataset V-SHS-T-Noise contains 12 works
each with 5 generated video titles (hard negatives)
and on average around 4 items of the work.

4 Results

In Table 3 we report the results of experiment a).
Generally, we observe a strong improvement in
MR1 when comparing ER-CSI ensembles with
CSI. Improvements in MAP are evident but smaller
for ensembles with CoverHunter. Still, gains up
to +9% in MAP and up to -13.45 ranks in MR1
are achieved on V-DaTacos. The ensembles with
Fuzzy Matching have relatively small performance
gains and do not achieve a higher MAP than Cov-
erHunter.

The highest results in MAP are achieved with
S-BERT and Ditto with S-BERT as blocker and
RoBERTa as underlying LM. Considering the com-
putational overhead for using Ditto, even with
blocking and k = 100, makes its use for the task
questionable. However, Table 4 shows that combin-
ing Ditto with S-BERT can stabilize robustness in
some cases. Even though the latter achieves higher
MAP on the -Unique subsets, combining it with
Ditto (M) yields +5% and +8% in MAP on those.
Apparently, this might be due to better rankings of
Ditto at the earlier ranks indicated by MR1.

5 Limitations and Conclusion

In this paper, we implemented ER approaches as
means to support the task of cover song identifica-
tion in online videos on the example of the online
video platform YouTube. We showed that simple
fuzzy matching can partly help to increase model
performances. Better results were achieved by us-
ing S-BERT. Additionally, using Ditto appears to

5The prompt was: Consider the following a list of words.
Generate a meaningful video title for each of these words.

V-SHS-T V-DaT
MAP MR1 MAP MR1

CQTNet 0.71 47.40 0.74 10.74
-Fuzzy 0.75 14.92 0.80 4.16
-S-BERT 0.85 12.14 0.91 3.06
-SB+Ditto (R) 0.85 16.29 0.92 3.03
-SB+Ditto (M) 0.83 20.62 0.90 3.49
CoverHunter 0.92 12.60 0.84 15.71
-Fuzzy 0.90 4.47 0.84 5.57
-S-BERT 0.93 3.58 0.93 3.00
-SB+Ditto (R) 0.93 5.41 0.93 2.26
-SB+Ditto (M) 0.92 7.06 0.91 2.70

Table 3: Experiment a): Performances of ER-CSI en-
sembles against CSI models. SB+Ditto denotes Ditto
with S-BERT as blocker; (R) stands for RoBERTA and
(M) for mBERT.

-Noise SHS-Uniq.
MAP MR1 MAP MR1

Fuzzy 0.38 5.03 0.37 189.78
S-BERT 0.53 4.15 0.55 138.04
Ditto (R) 0.43 2.97 0.37 114.94
Ditto (M) 0.49 4.21 0.46 100.26
SB+Ditto (R) 0.56 2.97 0.51 183.22
SB+Ditto (M) 0.44 7.31 0.60 252.31

Table 4: Experiment b): Results of ER approaches
on the V-SHS-T-Noise (-Noise), V-SHS-T-Unique (S-
Uniq.). Due to the smaller dataset size, we set k = 10
for -Noise.

be adequate only in some cases such as song title
variations. However, the robustness of ER mod-
els is generally harmed by hard negatives which
potentially do not refer to music.

Lastly, we outline limitations of this study. Our
selected text input structure for S-BERT and fuzzy
matching can only detect the song title in the video
titles. While this might be sufficient for our utilized
datasets, other videos which contain the title only
in the description or keywords are not uncovered.
Secondly, song titles that are completely different
than the reference (e.g., parodies or medleys) can-
not be detected by ER models. Hence, we see these
models as supporting tool in OCSI rather than inde-
pendent approaches. In future research, we aim to
leverage more recent large LMs which are starting
to get used for ER (Peeters and Bizer, 2024).
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