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Abstract

Islamophobic language on online platforms fos-
ters intolerance, making detection and elimina-
tion crucial for promoting harmony. Traditional
hate speech detection models rely on NLP
techniques like tokenization, part-of-speech
tagging, and encoder-decoder models. How-
ever, Graph Neural Networks (GNNs), with
their ability to utilize relationships between
data points, offer more effective detection and
greater explainability. In this work, we rep-
resent speeches as nodes and connect them
with edges based on their context and simi-
larity to develop the graph. This study intro-
duces a novel paradigm using GNNs to identify
and explain hate speech towards Islam. Our
model leverages GNNs to understand the con-
text and patterns of hate speech by connect-
ing texts via pretrained NLP-generated word
embeddings, achieving state-of-the-art perfor-
mance and enhancing detection accuracy while
providing valuable explanations. This high-
lights the potential of GNNs in combating on-
line hate speech and fostering a safer, more
inclusive online environment.

Disclaimer: This manuscript may contain ex-
amples of hateful or offensive language, as it
discusses hate speech in the context of detec-
tion and analysis. These instances are included
strictly for research purposes and do not re-
flect the authors’ views. Reader discretion is
advised.

1 Introduction

Detecting and eliminating hate speech on social
media platforms is of utmost importance for the
promotion of harmony and tranquillity in society
(Rawat et al., 2024; Kovács et al., 2021; David-
son et al., 2017). The escalating presence of hate
speech specifically targeting Islam or Muslim com-
munities on online discussion platforms is a grow-
ing concern (Ayuningtias et al., 2022). This form
of hate speech not only fosters an environment of
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Figure 1: Our approach of Hate Speech towards Islam
using GNNs

intolerance and hostility but can also have severe
psychological impacts on individuals and commu-
nities, leading to real-world violence and discrimi-
nation (Saha et al., 2019).

To address this issue, researchers have increas-
ingly turned to advanced technologies; using text-
processing approaches in AI. Natural Language
Processing (NLP) techniques are frequently em-
ployed for hate speech detection, with some of-
fering severity assessment of hate speech (?Moza-
fari et al., 2020; Schmidt and Wiegand, 2017; Cao
et al., 2020). These methods utilize sophisticated
algorithms to analyse vast amounts of textual data,
identifying patterns and features indicative of hate
speech. For instance, deep learning models, like
recurrent neural networks (RNNs), can learn com-
plex representations of text data, enabling them to
detect subtle and context-dependent instances of
hate speech (Schmidt and Wiegand, 2017). Modern
NLP techniques, on the other hand, can enhance
these models by providing richer linguistic insights.
Tokenization, part-of-speech tagging, and named
entity recognition are just a few NLP techniques
that help in breaking down and understanding the
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text’s structure and meaning. Moreover, the in-
tegration of latest NLP model and transformers,
like BERT (Devlin et al., 2019) and GPT (Rad-
ford et al., 2019; Brown et al., 2020), has signifi-
cantly improved the ability of models to understand
context (Ferrando et al., 2023), sarcasm (A et al.,
2021), and implicit hate speech (Cao et al., 2020;
Mozafari et al., 2020), which are often challeng-
ing to detect. Another interesting approach is to
use human-centric perspectives of AI using some
benchmark dataset (Wasi et al., 2024a,b).

Researchers have tried to employ GNNs in hate
speech classification (De la Peña Sarracén and
Rosso, 2022; Hebert et al., 2022; Bölücü and Can-
bay, 2021), but still needs more focus on this area.
Despite their potential, GNNs have not been ac-
tively employed for the purpose of interpretable
identification of hate speech, particularly in Is-
lamic contexts. Islamophobic1 content often ex-
hibits close word choices and hate speakers from
the same community, which GNNs can leverage to
reveal and explain patterns, alongside impressive
classification scores.

In this study, we introduce a novel approach
employing graph neural networks for the identifi-
cation and explication of hate speech directed at
Islam (XG-HSI), as demonstrated in Figure 2. We
pre-process the dataset to focus on Islamic con-
texts, utilize pretrained NLP models for word em-
beddings, establish connections between texts, and
employ a series of graph encoders for hate speech
target identification, which achieves state-of-the-art
performance.

2 Background

Graph Neural Networks (GNNs) are powerful
neural networks designed for processing non-
Euclidean2 data organized in complex, intercon-
nected graphs (Scardapane, 2024; Waikhom and
Patgiri, 2021). Using their ability to utilize re-
lations between different data points (Xu et al.,
2019), GNNs have shown tremendous promise in

1In this work, the terms "hate speech towards Islam" and
"Islamophobic hate speech" is used interchagably.

2In this context, non-Euclidean data refers to data that
lacks a regular grid structure, like graphs where nodes (data
points) are connected by edges (relationships). Unlike Eu-
clidean data such as images or sequences, which follow a
structured grid or linear pattern, non-Euclidean data is irregu-
lar and interconnected, such as a social network where users
(nodes) have varying numbers of connections (edges). GNNs
are designed to process this complex graph structure, captur-
ing relationships and patterns that traditional neural networks
cannot handle effectively (Scardapane, 2024).

text classification and detection tasks (Lu et al.,
2020; Zhang et al., 2020; Pal et al., 2020). GNNs
have the ability to enhance hate speech detection on
social media by modeling complex relationships
between users and content, capturing contextual
information from interactions. They propagate in-
formation across the network, identifying coordi-
nated and evolving hate speech patterns. We also
present a case study in Section 5 to illustrate how
incorporating related information enhances the pro-
cess. Recent graph-based approaches uses LLM to
develop knowledge graphs BanglaAutoKG (Wasi
et al., 2024c), World Knowledge in Implicit Hate
Speech Detection (Lin, 2022), and HRGraph (Wasi,
2024).

In this work, we adopted a general bag of words-
based approach to create graphs, without LLMs.
By integrating with pretrained NLP models, GNNs
leverage contextual word embeddings to better un-
derstand the subtleties of hate speech. This com-
bined approach improves the accuracy, context-
awareness, and adaptability of detection systems,
making them more effective in identifying hate
speech directed at Islam and potentially generaliz-
ing to other targeted groups.

3 Methodology

3.1 Notations

Let a graph G = (V, E , X), where V represents
nodes, E denotes edges. We also define N and M
as the numbers of nodes and edges, respectively.
Each node v is associated with a feature xi ∈ RF ,
and the node feature matrix for the entire graph is
denoted as X ∈ RN×F , where F represents the
feature vector length. In our approach, each con-
tent3 denotes a node, contextual similarity between
two nodes is denoted by an edge and word em-
beddings are node features of the graph. The task
involves a node classification task to detect hate
speech and Islamophobic content.

3.2 Data Pre-Processing

Initially, the dataset was filtered to focus on hate
speech targeting Islam. Next, pretrained NLP mod-
els is applied to the text to obtain word embeddings
X as node features for all nodes V . Edges E are
determined using cosine similarity between em-
beddings with a threshold of 0.725. Subsequently,
GNN is applied for the classification task.

3Each content denotes the full post, that was labelled as
hate speech or not.
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Figure 2: Our framework for Explainable Identification of Hate Speech towards Islam using GNNs.

3.3 Graph Encoder

After data pre-processing, every data point4 x ⊂ X
undergoes a series of transformations to get output
p. First, it is processed by a linear layer producing
x1 (Equation 1).

x1 = Wx+ b (1)

Subsequently, x1 is passed into two initial graph
encoders to aggregate neighborhood information,
feature extraction, and yield x2, x3 utilizing G and
concatenated to x23 (Equation 2,3, 4). Here in
Equation 2, we aggregate features from a node’s
local neighborhood, to learn different characteris-
tics (Hamilton et al., 2017). In Equation 3 and
4, we use a semi-supervised learning on graph-
structured data, employing an efficient variant of
convolutional neural networks that operate directly
on graphs (Kipf and Welling, 2017).

x2 = W1x1 +W2 ·meanj∈N (i) x1 (2)

x3 = W1x1i +W2

∑
x1j (3)

x23 = concat(x2, x3); (4)

Here, N is the set of neighbouring nodes. Fol-
lowing this, x23 is passed through another graph
layer employing attention-based feature extraction,
utilizing masked self-attentional layers to implic-
itly assign different weights to nodes in a neigh-
bourhood (Veličković et al., 2018), producing x4
(Equation 5 and 6).

x4 = αi,iΘx23i +
∑

αi,jΘx23j (5)

α =
exp

(
LeakyReLU

(
a⊤ [

Θx∥Θx23j

]))
∑

exp (LeakyReLU (a⊤ [Θx23i∥Θx23k ]))
(6)

4the BERT-embeddings, denoting the features of each sen-
tence.

Here, θ refers to trainable model weights. α
is the attention value, calculated by the equation
mentioned.

Finally, x4 is passed through a final linear layer
to obtain logits pl, which are then subjected to a
softmax operation to derive probabilities p (Equa-
tion 7 amd 8).

xc = concat(x1, x4); pl = Wxc + b (7)

p = softmax(pl) (8)

An illustration of the network in presented in
Figure 2.

3.4 Loss Function

Cross Entropy loss (Mao et al., 2023) is designed
to minimize the difference between the predicted
probabilities and true values, as follows:

lCE = − 1

n

n∑

i=1

(
p′i log σ (pi) +

(
1− p′i

)
log (1− σ (pi))

)

(9)

3.5 Graph Explanation

GNNExplainer (Ying et al., 2019) is used to derive
explanations from the graph encoder network for in-
terpreting the results and find underlying relations
and causation. It works by taking a trained GNN
model and its predictions as input, and returns ex-
planations in the form of compact subgraph struc-
tures and subsets of influential node features. This
model-agnostic approach can explain predictions of
any GNN-based model on various graph-based ma-
chine learning tasks, including node classification,
link prediction, and graph classification. GNNEx-
plainer formulates explanations as rich subgraphs
of the input graph, maximizing mutual informa-
tion with the GNN’s predictions. It achieves this
by employing a mean field variational approxima-
tion to learn real-valued graph masks that select
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Table 1: Experimental Results (↑)

Model Accuracy Macro F1
CNN-GRU 0.628 0.604
BiRNN 0.591 0.578
BiRNN-HateXplain 0.612 0.621
BERT 0.692 0.671
BERT-HateXplain 0.693 0.681
XG-HSI-BiRNN (Ours) 0.742 0.737
XG-HSI-BERT (Ours) 0.751 0.747

important subgraphs and feature masks that high-
light crucial node features. Through this process,
GNNExplainer offers insights into the underlying
reasoning of GNN predictions, enhancing model
interpretability and facilitating error analysis.

4 Experiments

4.1 Experimental Setup
Dataset. We use HateXplain (Mathew et al., 2020),
a benchmark hate speech dataset designed for ad-
dressing bias and interpretability. The dataset has
hate speech targets labelled. We use this labelling
to collect only Muslim-focused sentences and cre-
ated a subset to work on this project. We have used
a 6:2:2 train, validation and test split in our work.
Baselines. The baseline models are:
CNN-GRU, BiRNN (Schuster and Paliwal, 1997),
BiRNN-HateXplain (Mathew et al., 2020), BERT
(Devlin et al., 2019), BERT-HateXplain (Mathew
et al., 2020). Mentioned HateXplain-based models
are fine-tuned on HateXplain dataset (Mathew
et al., 2020).
Implementation Details. Hugging Face trans-
formers library (Wolf et al., 2020) is used
to get embeddings from pre-trained BERT
(bert-base-uncased) (Devlin et al., 2019) and
BiRNN (Schuster and Paliwal, 1997). The model
is trained for 200 epochs with a learning rate of
0.001, using Adam optimizer. The experimental
results in Table 1 show that our model achieves
remarkable performance comparing to benchmarks
with explaining occurring phenomenons.We
utilized a single layer for each type of GNN, with
a maximum tokenization length of 512 in the
tokenizer and length of BERT embeddings (F ) set
to 128.

4.2 Experimental Results
Table 1 shows the performance of various mod-
els in detecting hate speech, highlighting accu-
racy and Macro F1 metrics. Traditional models

Figure 3: Explanation Graph

like CNN-GRU and BiRNN show lower performance,
with BiRNN-HateXplain offering slight improve-
ments. BERT-based models perform better, partic-
ularly BERT-HateXplain. However, our proposed
models, XG-HSI-BiRNN and XG-HSI-BERT, signif-
icantly outperform all others, with XG-HSI-BERT
achieving the highest accuracy (0.741) and Macro
F1 (0.747). These results demonstrate the superior
effectiveness of our dual GNN approach in hate
speech detection.

5 Graph Explanation Case Study

For a given post, "How is all that awesome Muslim
diversity going for you native germans? You have
allowed this yourselves. If you do not stand and
fight against this. You get what you asked for what
you deserve!", the predicted classification was of-
fensive towards Islam. As per the explainer (Fig-
ure 4), the neighbouring and self-tokens5 helped
to classify this as offensive to Muslims are fight,
Muslim diversity, brooks, ##rish, donald, syrian,
schultz, typed. The text’s association of "Muslim
diversity" with potential blame and its confronta-
tional tone in phrases like "stand and fight against
this," combined with neighbouring tokens like syr-
ians, brooks, syrians denoted negative sentiment.
More detailed analysis is added in Appendix A.

6 Discussion

We believe that our study not only addresses the
immediate challenge of identifying and explaining
hate speech directed at Islam but also recognizes
the broader impact of hate speech propagation on

5Each sentence was tokenized, and then we collected em-
beddings from BERT as features. Those numbers in the figure
denotes to particular token, used in tokenization.
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online platforms. The proliferation of Islamopho-
bic language fosters intolerance, division, and hos-
tility within communities, perpetuating harmful
stereotypes and prejudices. By leveraging GNNs
in our XG-HSI framework, we not only detect hate
speech but also provide explanations for its oc-
currence, shedding light on the underlying factors
driving such behaviour. GNNs excel in capturing
complex relationships and patterns within data, en-
abling them to effectively identify instances of hate
speech and elucidate the contextual nuances sur-
rounding them. By leveraging the inherent struc-
ture of social networks and textual data, our ap-
proach offers a comprehensive understanding of
how hate speech propagates in online discourse.

In future research, exploring the integration
of multimodal data sources, such as images and
videos, could enhance the robustness of hate speech
detection models, particularly in detecting nuanced
forms of Islamophobic content. Additionally, inves-
tigating the dynamic nature of online communities
and incorporating temporal aspects into GNN ar-
chitectures could provide deeper insights into the
evolution of hate speech propagation and enable
more proactive interventions to counter its spread.

7 Conclusion

Identifying and addressing Islamophobic hatred on
social media is crucial for achieving harmony and
peace. This research presents a novel method using
GNNs to detect hate speech towards Islam. Empir-
ical findings demonstrate that our model achieves
exceptional performance, significantly outperform-
ing all others, with XG-HSI-BERT achieving the
highest accuracy (0.741) and Macro F1 (0.747).
Explainability aspect of this approach is also very
promising, as it provides insights into both corre-
lations and causation. This further highlights the
potential of GNNs in combating online hate speech
and fostering a safer, more inclusive online envi-
ronment.

Limitations

The limitations of our study include the use of only
one dataset, which, while sufficient for this initial
exploration, should be expanded upon in future
research to validate and extend our findings. Addi-
tionally, while Graph Neural Networks (GNNs) are
known to be computationally intensive, especially
with large-scale datasets, the relatively limited num-
ber of hate speech keywords suggests that GNNs

may still be highly effective. Furthermore, more
efficient GNN training methods are now available
such as G3 (Wan et al., 2023) and Graphite (Gong
et al., 2022), which address some of the computa-
tional challenges in future applications.

Ethical Implications

Our work on using GNNs to detect hate speech
targeting Islam carries significant ethical respon-
sibilities. We focus on minimizing biases in the
model to ensure fair treatment of all groups, empha-
sizing the need for transparency in how the model
arrives at its decisions. By using interpretable GNN
methods, we strive to provide clear explanations
for the model’s classifications, allowing for greater
accountability. We also acknowledge the potential
risks of misuse and take steps to prevent these, ad-
hering to ethical guidelines that respect privacy and
avoid unjust censorship.

Societal Implications

The societal impact of our work lies in its potential
to create a safer online environment by effectively
identifying and mitigating Islamophobic content.
By enhancing the detection accuracy and providing
clear explanations for the identified hate speech,
our model contributes to fostering more inclusive
and respectful online communities. Additionally,
our work highlights the importance of combating
digital hate speech, which can lead to real-world
harm. We aim to empower platforms and policy-
makers with tools that uphold freedom of expres-
sion while curbing harmful rhetoric, thus promot-
ing social harmony and understanding.

Potential Risks

The application of our model presents several risks.
One major concern is the potential for model mis-
classification, which could lead to false positives or
negatives, impacting users unfairly. Additionally,
there is a risk of over-reliance on automated sys-
tems, which might not capture nuanced contexts
and could inadvertently suppress legitimate speech.
Annotation errors can also induce bias (Sap et al.,
2019), but as we used a previously peer-reviewed
benchmark dataset, we hope those type of concerns
are already addressed.
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A Extended Explanation of Case Study

The task of detecting and classifying offensive con-
tent, especially hate speech, is inherently complex
due to the nuanced and often implicit nature of
such language. In the example provided—"How is
all that awesome Muslim diversity going for you
native Germans? You have allowed this yourselves.
If you do not stand and fight against this. You
get what you asked for, what you deserve!"—the
model identified the post as offensive toward Islam.
This classification was aided by analysing specific
tokens and their relationships within the text using
a Graph Neural Network (GNN) framework, partic-
ularly with the GNNExplainer (Ying et al., 2019)
method.

As discussed above in Section 1, GNNs excel in
tasks where the relationships between data points
are as critical as the data points themselves. In the
context of hate speech detection, GNNs can capture
the intricate web of semantic and syntactic connec-
tions between words, phrases, and even larger text
segments. This capability allows the model to con-
sider not just isolated words but also the context in
which they appear, making it particularly powerful
for understanding language that may be implicitly
biased or offensive.

In this example presented in Figure 4, the GN-
NExplainer was employed to determine which
tokens—both in isolation and in combination
with their neighbouring tokens—contributed to the
model’s decision to classify the post as offensive.
The key tokens identified, such as "fight," "Muslim
diversity," and "Syrian," are not inherently negative
but, when analysed in context, reveal an underly-
ing sentiment of hostility and blame. The phrase
"stand and fight against this" suggests a confronta-
tional stance, while the juxtaposition of "Muslim
diversity" with a directive to "stand and fight" sub-
tly frames the diversity as a threat. The mention
of "Syrian" further adds to the narrative by invok-
ing a specific group, which, in the context of the
surrounding words, contributes to a negative senti-
ment.

GNN-based explainers are particularly effective
because they allow us to visualize and interpret the
model’s decision-making process by highlighting
the most influential tokens and their connections.
This interpretability is crucial in sensitive applica-
tions like hate speech detection, where understand-
ing why a model made a certain decision can help
in refining the model, addressing potential biases,

Figure 4: Explanation Graph

and ensuring that it aligns with ethical guidelines.
Moreover, by using a GNN-based approach, the
model can weigh the significance of different parts
of the text more effectively than traditional linear
models. The graph structure allows the model to ac-
count for the interactions between words and their
broader context, providing a more holistic under-
standing of the text. This is particularly important
in hate speech detection, where context often deter-
mines whether a statement is offensive.
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