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Abstract

Moral sentiments expressed in natural language
significantly influence both online and offline
environments, shaping behavioral styles and in-
teraction patterns, including social media self-
presentation, cyberbullying, adherence to so-
cial norms, and ethical decision-making. To
effectively measure moral sentiments in natural
language processing texts, it is crucial to utilize
large, annotated datasets that provide nuanced
understanding for accurate analysis and model
training. However, existing corpora, while valu-
able, often face linguistic limitations. To ad-
dress this gap in the Chinese language domain,
we introduce the Moral Foundation Weibo Cor-
pus. This corpus consists of 25,671 Chinese
comments on Weibo, encompassing six diverse
topic areas. Each comment is manually anno-
tated by at least three systematically trained an-
notators based on ten moral categories derived
from a grounded theory of morality. To assess
annotator reliability, we present the kappa test
results, a gold standard for measuring consis-
tency. Additionally, we apply several the latest
large language models to supplement the man-
ual annotations, conducting analytical experi-
ments to compare their performance and report
baseline results for moral sentiment classifica-
tion.

1 Introduction

Moral foundations, delineated as intrinsic, univer-
sally applicable, and emotionally grounded psy-
chological systems, stand as fundamental pillars of
human morality [Haidt and Graham, 2007]. The ex-
ponential surge in global social media usage over
the last decade has sparked inquiries into the in-
tricate interplay between human psychology and
online behavior [Van Bavel et al., 2024]. Online
behaviors, predominantly manifested through digi-
tal speech, serve as direct indicators of individuals’
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psychological states, with moral expressions play-
ing a pivotal role in this regard. Delving into the
moral foundations underlying online discourse of-
fers profound insights into users’ psychological
inclinations. Consequently, the establishment of a
corpus of moral foundations for natural language
processing becomes imperative for addressing such
inquiries.

Previous resources have predominantly catered
to English users [Hoover et al., 2020, Trager et al.,
2022], neglecting the vast Chinese online commu-
nity. With approximately 1.09 billion users, China
constitutes one of the largest social media popula-
tions globally [Gao and Feng, 2016]. In addition
to this, there is a big difference between Chinese
and English regarding the expression of moral val-
ues and sentiments [Gao et al., 2023, Huang et al.,
2005]. In English, sentiments are usually expressed
more directly, such as using explicit words to de-
scribe joy, anger, and sadness. In contrast, Chinese
culture is more concerned with maintaining face
and social harmony and thus may be more subtle
and euphemistic in its expression of sentiments. In
other words, only English corpus is insufficient for
analyzing the sentiments and moral foundations of
Chinese. Together, the development of a Chinese
corpus assumes paramount importance in advanc-
ing moral natural language processing.

In this context, our study focuses on construct-
ing a moral foundations Chinese corpus, leverag-
ing Weibo, China’s foremost social media plat-
form, as the primary data source. The Moral
Foundations Weibo Corpus (MFWC) consists of
25,761 posts. Adhering to the ten moral categories
delineated in moral foundation theory [Graham
et al., 2013, 2009]: Care/Harm, Fairness/Cheating,
Loyalty/Betrayal, Authority/Subversion, and Pu-
rity/Degradation, six prevalent topics among Weibo
users were selected for discussion: animal protec-
tion, real estate, people’s livelihoods, volunteers,
volunteer army, and the San Francisco meeting be-
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tween the Chinese and U.S. heads of state. Analyz-
ing moral sentiments within these thematic realms
facilitates a nuanced understanding of prevalent
moral sentiments on Weibo.

Weibo is a public social media platform, cur-
rent statistics reveal that Weibo boasts 598 mil-
lion monthly active users [Xu et al., 2020], it pro-
vides a rich and diverse dataset for analyzing moral
sentiments within the Chinese online community.
The choice of Weibo as the corpus foundation first
stems from its extensive user base, drawn from di-
verse backgrounds, ensuring a rich and comprehen-
sive dataset for analysis. MFWC has thus expanded
the coverage of the existing corpus to include a
significant portion of the global online population.
Furthermore, Weibo’s all-Chinese system allows
MFWC to bridge a crucial gap in existing corpora
by catering to non-English-speaking users, thus
fostering greater inclusivity and cross-cultural un-
derstanding in moral natural language processing
research.

We focused our corpus compilation effort on
Weibo for a number of reasons. Variations in moral
language across different social media platforms
can indeed be attributed to disparities in language
and social contexts [Curiskis et al., 2020]. The
distinctive features of Weibo, China’s predomi-
nant social media platform, elevate the significance
and uniqueness of the Moral Foundations Weibo
Corpus. Unlike its western social media platform,
Weibo boasts a content moderation system char-
acterized by heightened stringency. So it fosters
a digital environment where expressions of moral
sentiments are notably more moderated within the
MFWC. For instance, when it comes to sensitive
topics or political issues, you’re likely to see rela-
tively few angry comments or heated expressions
of sentiments in MFWC, which may be more com-
mon on western social media platform. Sentiments
that may be more common on Weibo are discreet,
restrained, or indirectly expressed sentiments as
well as innuendos to avoid touching on content
that may trigger censorship. The stringent content
moderation mechanisms on Weibo contribute to
the distinctiveness of the MFWC. By providing
a dataset characterized by more moderate expres-
sions of moral sentiments, the MFWC offers a valu-
able contrast to other corpus. This contrast not only
enriches the diversity of available datasets but also
underscores the importance of considering cultural
and contextual factors in moral natural language

processing research. Second, the existing English
annotation corpus cannot well adapt to the charac-
teristics and needs of Chinese moral expressions.
In order to gain a deeper understanding of moral
issues in Chinese culture and society, we need to
construct a Chinese annotated corpus that is consis-
tent with the latest theoretical revisions. Besides,
the complex language characteristics and contex-
tual understanding involved in determining moral
issues in the Chinese context. The meaning of basic
human communication can also become difficult
to understand due to the complexity of language
[Garten et al., 2016], it goes beyond the scope of
determining simple keywords. Therefore, sentence-
based research is the main direction for studying
the morality of Chinese texts [Peng et al., 2021].
Compared to English, Chinese has a unique gram-
mar structure and vocabulary expression, which
requires a Chinese annotated corpus to deeply un-
derstand moral issues in Chinese. We selected a
large number of samples based on Weibo entries in
different moral and sentimental fields. In the selec-
tion of data sources, the selected samples ensure
that they are representative and cover a variety of
topics and perspectives.

In order to ascertain the efficacy and comparative
performance of distinct language models in discern-
ing moral sentiments and to establish a baseline,
we subjected some the latest large language mod-
els, namely GPT-4 [Pietron et al., 2024], Llama 3
[Dubey et al., 2024] and Qwen 2 [Yang et al., 2024],
to testing. Besides, we also report baseline results
for multiple computational approaches to measur-
ing moral sentiment in text. These baselines can
serve as a foundation for the classification models
in moral sentiments detection tasks and provide a
reference for future research, which can be instruc-
tive in paving the way for improved performance
of more sophisticated models in the future.

In view of the lack of Chinese corpus resources,
the main contributions of this study include the
following three parts: (1) We have established a
Moral Foundations Weibo Corpus, providing im-
portant basic data for future related research. (2)
We provide richer and unique data interpretation
using measurement baselines, which can provide
inspiration for future research.

2 Corpus overview

As mentioned above, MFWC contains 25,671 blog
posts spanning seven distinct thematic domains.
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The selection of these thematic areas was guided
by several considerations: Firstly, we sought to
include topics featuring prominent moral and senti-
mental expressions (e.g., animal protection) in our
expectations to facilitate effective analysis of the
dataset. Secondly, the popularity and discussion
intensity of the topic are also taken into consider-
ation (e.g., real estate). The inclusion of widely
discussed topics with substantial participant en-
gagement enriches the dataset, fostering a diverse
range of sentimental expressions and moral con-
cerns. Thirdly, we cover some sensitive elements,
such as political and historical events (e.g., vol-
unteer army, China-U.S. Prime Minister meets in
San Francisco). Sensitive topics often encapsu-
late pressing societal issues and profound moral
dilemmas, thereby enhancing the corpus’s analyti-
cal depth and relevance. Additionally, we consid-
ered the relevance and significance of each topic in
contemporary culture and society, encompassing
a diverse array of subjects and aiming to capture
the multifaceted nature of digital discussions, thus
providing a balanced portrayal of the online land-
scape.

Through the selection of these themes, we aim
to enrich the diversity of the corpus and to differ-
entiate the expressions of moral sentiments in the
annotated corpus. In the domains we have chosen,
these themes focus on different social events and
the moral sentiments expressed within are suscep-
tible to the discourse context and therefore moral
sentiments are expressed differently. For example,
the moral sentiments contained in the Animal Pro-
tection corpus are substantively distinct from those
expressed in the Volunteer Army corpus, as these
two topics focus on very different objects, with the
former containing mainly care for animals and the
latter placing the bulk of them on trolling the film.
Extra-domain predictions appear difficult due to
this heterogeneity, and it is difficult for outsiders
to generalise data from different domains through
the expression of moral sentiments in one domain.
Based on this point, we provide moral sentiment
annotations for tweets from different contexts to
address this issue.

3 Annotation

3.1 Annotate procedure

Each post in the MFWC was labeled by three well-
trained annotators according to the 10 moral senti-
ment categories outlined in the Moral Foundations

Coding Guide (see Appendix).
These Moral sentiment label words are drawn

from Moral Foundations Theory [Graham et al.,
2013, 2009], which contain five universal moral
foundations. In this model, each factor includes
virtues and vices. The proposed moral foundations
are:

Care/harm: This foundation is related to our
long evolution as mammals with attachment sys-
tems and an ability to feel (and dislike) the pain of
others. It underlies the virtues of kindness, gentle-
ness, and nurturance.

Fairness/cheating: This foundation is related to
the evolutionary process of reciprocal altruism. It
underlies the virtues of justice and rights.

Loyalty/betrayal: This foundation is related to
our long history as tribal creatures able to form
shifting coalitions. It underlies the virtues of patri-
otism and self-sacrifice for the group

Authority/subversion: This foundation was
shaped by our long primate history of hierarchical
social interactions. It underlies virtues of leader-
ship and followership, including deference to pres-
tigious authority figures and respect for traditions.

Purity/degradation: This foundation was
shaped by the psychology of disgust and contami-
nation. It underlies notions of striving to live in an
elevated, less carnal, more noble, and more “natu-
ral” way. This foundation underlies the widespread
idea that the body is a temple that can be desecrated
by immoral activities and contaminants. It under-
lies the virtues of self-discipline, self-improvement,
naturalness, and spirituality.

Annotation was undertaken by three undergrad-
uate research assistants, who, after a series of
in-depth training, have profound and specialized
knowledge of the label of moral sentiments, and
are well versed in labeling the various moral foun-
dations in detail. However, even then, due to the
vastness and depth of the Chinese language, the
annotators still disagreed in their label. Unlike
other languages, the meaning of Chinese is not
only composed of sentences and words themselves,
but in many cases is also inextricably linked to the
tone and context of the utterance [Godfroid et al.,
2013], and the same utterance in different tones
and contexts will have different meanings. In many
situations, it is difficult to define exactly what type
of moral sentiment a Weibo post relates to, as such
a judgement is largely dependent on an individual’s
subjective judgement, and subjective judgement are
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different to different. We will pick out the Weibo
posts that disagree and discuss them together to
reach a consensus conclusion before arriving at the
result.

Specifically, labeling each Weibo post allows us
to determine whether it embodies a specific virtue
or vice, or is classified as non-moral. This means
that for any Weibo post, there will be a certain label
to describe its moral sentiment.

3.2 Annotation results

Each post within each topic was subjected to a re-
view by multiple annotators with the objective of
assigning moral sentiments label. The annotation
results can be seen in Table 1, the moral classifica-
tion of posts under each topic, was determined by
a majority vote. In particular, if at least two out of
three annotators assigned the same ethical tag to a
post, that tag was designated as the final annotation.
It is noteworthy that posts frequently received mul-
tiple tags during the annotation process. However,
a collective decision was made to retain only the
most significant tags and omit the rest.

It was observed that the distribution of ethical
labels across different topics is highly uneven. For
example, a considerable proportion of ethical labels
within the topic of animal protection are concen-
trated in category care. In contrast, the majority of
ethical labels within the topic of real estate and peo-
ple’s livelihood fall under the category non-moral.
This indicates a strong correlation between ethical
labels and the specific content of the topic areas.

To evaluate inter-annotator agreement, we em-
ployed the kappa test [Fleiss, 1971] and the PABAK
test [Sim and Wright, 2005]. The kappa coefficient
is a statistical method used to evaluate the degree
of agreement between multiple annotators. The
PABAK coefficient is an adjustment to the kappa
coefficient that takes into account the effects of
prevalence and bias. It measures the degree of
actual consistency relative to random consistency.
This adjustment facilitates a more reasonable as-
sessment of consistency in the presence of an un-
even class distribution. The results are presented
in table 2.It was found that approximately half of
the topic areas exhibited high kappa values, which
may be attributed to the explicitly moral nature of
these topics. The remaining topics exhibited lower
kappa values, indicating the inherent ambiguity of
the general tweets within these topics and the sub-
jective cognitive differences among annotators. As

might be expected, given the subjective nature of
the annotations, kappa values are lower under some
themes. Nevertheless, greater consistency can be
attained by addressing prevalence issues.

Table 1: Kappa and PABAK Test Results

Topic Kappa Pabak

Protecting Animals 0.92 0.90
Real Estate 0.61 0.75
People’s Livelihood 0.45 0.50
Voluntary Army 0.49 0.73
Volunteers 0.87 0.91
China-U.S. Prime Minister Meeting 0.56 0.70
Hangzhou Asian Games 0.69 0.74

4 Baseline classification language models
of moral sentiments

While human annotation remains the most accurate
method for measuring moral sentiment in text, due
to the diversity of the Chinese language and the
large sample sizes typically required to study text-
based moral sentiments, it is often necessary to
supplement human annotations with classification
models. Our goal here is to establish baselines
that can help us better predict moral sentiments.
Next, we report a baseline for moral sentiment
classification using a range of models.

To accomplish this task, we selected a number of
models from a range of widely used models. These
models include ChatGPT-4 [Pietron et al., 2024],
Llama 3 [Dubey et al., 2024], and Qwen 2 [Yang
et al., 2024]. Each post in the MFWC dataset is as-
signed a specific label by three annotators, i.e., the
six different moral sentiment categories discussed
in Section 3. This is a multi-label categorization
task, meaning the categories of moral sentiments
are not independent of each other, but are related.
Here, we provide both single-label and multi-label
categorization results.

GPT-4 [Pietron et al., 2024] In the first approach,
we used GPT-4. GPT-4, a state-of-the-art language
model developed by OpenAI, has been fine-tuned
to understand and generate human-like text across
various tasks, making it highly suitable for complex
sentiment analysis tasks.

Llama 3 [Dubey et al., 2024] In the second ap-
proach, we used Llama 3. Llama 3 is a versatile
language model that has been designed for a range
of natural language processing tasks. While it may
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Table 2: Frequency of Weibo posts per Foundation Calculated Based on Annotators’ Majority Vote.

Topic Care/Harm Fairness/Cheating Loyalty/Betrayal Authority/Subversion Purity/Degradation Non-Moral

China-U.S. Prime Minister Meeting 26 415 102 86 225 566
People’s Livelihood 779 283 454 150 146 4318
Voluntary Army 587 262 787 100 81 3084
Volunteers 326 185 79 279 104 1842
Real Estate 321 533 598 375 90 2751
Protecting Animals 609 53 70 165 312 869
Hangzhou Asian Games 877 841 159 744 360 675
All 3525 2572 2249 1899 1321 14105

not always match the specific performance of mod-
els like ChatGPT-4 in every scenario, it offers a
robust alternative with strong generalization capa-
bilities.

Qwen 2 [Yang et al., 2024] Lastly, we used
Qwen 2. Qwen 2 is an advanced language model
with particular strengths in precision tasks. It has
been optimized for handling nuanced language vari-
ations, which makes it a strong contender in the
moral sentiment classification task.

To compare models sets, we rely on three perfor-
mance metrics: precision, recall, and F1. Precision,
the number of true positives divided by the number
of predicted positives, represents the proportion
of predicted positive cases that actually are posi-
tive cases. In contrast, recall, the number of true
positives divided by the number of true positives
and false negatives, represents the proportion of
positive cases that the classifier correctly identifies.
Finally, The F1 score is the harmonic mean of pre-
cision and recall (the product of twice the precision
and recall divided by the sum of precision and re-
call), and is used to evaluate the performance of a
classification models in a comprehensive way. The
F1 score takes into account the balance between
precision and recall, and is a good metric to use
when there is a need to strike a balance between
the two.

Table 3: Moral Sentiment Results

models F1 Precision Recall

GPT-4 0.60 0.65 0.58
Llama 3 0.56 0.60 0.59
Qwen 2 0.38 0.75 0.32

Table 4: Care Results

models F1 Precision Recall

GPT-4 0.74 0.67 0.82
Llama 3 0.65 0.53 0.84
Qwen 2 0.36 0.93 0.22

Table 5: Harm Results

models F1 Precision Recall

GPT-4 0.65 0.70 0.61
Llama 3 0.40 0.35 0.50
Qwen 2 0.52 0.60 0.43

Table 6: Authority Results

models F1 Precision Recall

GPT-4 0.56 0.67 0.49
Llama 3 0.55 0.42 0.78
Qwen 2 0.56 0.73 0.46

Table 7: Subversion Results

models F1 Precision Recall

GPT-4 0.74 0.67 0.82
Llama 3 0.65 0.53 0.84
Qwen 2 0.36 0.93 0.22

Table 8: Fairness Results

models F1 Precision Recall

GPT-4 0.74 0.82 0.68
Llama 3 0.65 0.53 0.84
Qwen 2 0.69 0.87 0.57
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Table 9: Cheating Results

models F1 Precision Recall

GPT-4 0.67 0.65 0.69
Llama 3 0.58 0.61 0.56
Qwen 2 0.40 0.72 0.32

Table 10: Loyalty Results

models F1 Precision Recall

GPT-4 0.70 0.68 0.72
Llama 3 0.50 0.40 0.65
Qwen 2 0.55 0.75 0.45

Table 11: Betrayal Results

models F1 Precision Recall

GPT-4 0.60 0.75 0.50
Llama 3 0.35 0.40 0.35
Qwen 2 0.50 0.65 0.30

Table 12: Purity Results

models F1 Precision Recall

GPT-4 0.63 0.70 0.58
Llama 3 0.39 0.41 0.50
Qwen 2 0.52 0.55 0.30

Table 13: Degradation Results

models F1 Precision Recall

GPT-4 0.55 0.60 0.55
Llama 3 0.30 0.25 0.35
Qwen 2 0.22 0.30 0.20

5 Results

The results of the baseline models are provided
in Tables 3 to 13. As expected, performance var-
ied substantially across models, discourse domains,
and prediction tasks. Further, our results suggest
that in the context of different domains and predic-
tion tasks, each model showed different strengths
and weaknesses. For instance, we found that GPT-4
performs best in balancing Precision and Recall, so
its F1 value is usually the highest and suitable for

most tasks that require balancing the two. Llama 3
excels in Recall and is better suited for tasks requir-
ing high recall, but is slightly weaker in Precision
than the other models. Qwen 2, on the other hand,
excels in Precision excels and is suitable for tasks
requiring highly accurate predictions, but is weaker
in Recall, which affects its F1 value. Lastly, perfor-
mance differences, again, depend on the discourse
domain and the moral foundation being analyzed.

This variability in performance emphasises the
need to take full account of the applicability of mod-
els when selecting and applying them, especially
when dealing with complex and variable natural
language data. Our classification results generally
demonstrate the feasibility of using multiple meth-
ods to measure moral sentiments in natural lan-
guage. However, these results also highlight the
complexity and challenge of this task. Regardless
of the model used, we observed significant vari-
ability in performance across different discussion
domains and moral bases. This variability suggests
that there are still shortcomings in the adaptability
of the current approach to different contexts. In
future research, it is necessary to delve deeper into
the root causes of these performance variations and
develop methods that can reduce them. In particu-
lar, researchers should aim to identify and under-
stand the specific factors that lead to performance
fluctuations, such as the semantic complexity of
the text, the nuances of moral sentiments. In this
way, we can not only improve the performance of
current models, but also provide a more solid the-
oretical and technical foundation for the field of
moral sentiment analysis.

6 Discussion

Natural language processing provides the funda-
mental tools for processing and understanding hu-
man language, which is essential for automated sen-
timent analysis. Consequently, the integration of
natural language processing and sentiment analysis
represents an optimal convergence between linguis-
tic theory and computational technology [Cambria
et al., 2013]. As computational power increases,
the quality and quantity of text mining and nat-
ural language processing techniques continue to
improve, and the field of ethics through natural
language research is becoming more and more
widespread [Szép et al., 2024]). In the field of
moral sentiment analysis, the most crucial element
is the availability of theory-driven text data, which
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is necessary for the accurate quantification of moral
sentiments [Garten et al., 2018].

Moral text data encompasses information per-
taining to a multitude of dimensions within the do-
main of morality. By identifying the salient moral
elements in a text, it will help to make moral judg-
ments [Park et al., 2024]. To address this need, we
developed the MFWC using posts and comments
from Weibo. The MFWC comprises 25,671 Weibo
posts from seven distinct topic areas, each of which
has been annotated with one of ten types of moral
sentiments based on the Moral Foundations Theory.
Furthermore, the MFWC has been employed to es-
tablish a series of models classification baselines
for measuring moral sentiments in texts. These
baselines provide a foundation for further research
and development in the field, enabling researchers
to benchmark their models and improve their un-
derstanding of moral language dynamics.

The construction of our Chinese corpus ad-
dresses a significant gap in existing moral corpora.
Historically, the majority of moral language re-
sources and datasets have been concentrated on
Western languages, particularly English. The con-
struction of a comprehensive Chinese moral corpus
enables the reflection of the linguistic and cultural
nuances of moral discourse in Chinese [Chen et al.,
2023]. This corpus is of particular benefit to re-
searchers seeking to develop linguistically super-
vised models tailored to Chinese. The corpus offers
a robust dataset for natural language processing ap-
plications, enhancing the capacity to analyse and
interpret moral reasoning, sentiment, and values
in Chinese texts. The creation of such a corpus
enables more accurate sentiment analysis, moral
judgement, and ethical reasoning within the context
of Chinese culture and language. Furthermore, this
corpus can facilitate cross-cultural studies by pro-
viding a basis for comparing moral language across
different languages and cultures[Schwartz, 2006].
Researchers can utilise this resource to develop
models that are not only linguistically appropri-
ate but also culturally sensitive, thereby ensuring
that moral judgments and sentiments are under-
stood within the correct cultural framework. By
expanding the moral corpus to include Chinese, we
contribute to the creation of a more inclusive and
representative dataset that can support a range of
natural language processing applications. These in-
clude automated ethical decision-making systems
and sentiment analysis in social media.

In MFWC, we also present research on a new
Chinese moral-sentimental computation. Our re-
sults demonstrate that the logistic regression mod-
els outperforms the other two on the classification
task. However, these performance differences do
not appear to be consistent across different dis-
course domains. With MFWC, researchers can
gain a deeper understanding of the reasons for this,
enabling them to comprehend the dynamics of sen-
timent in online language, capture trends in popular
opinion, and identify subtle changes in social me-
dia.

It is our hope that MFWC and this report will as-
sist researchers by providing a unique data set and
facilitate new contributions to the fields of natural
language processing and social sciences. However,
due to the vastness of Chinese culture, our corpus
may not be able to contain all Chinese corpora. As
more and more researchers utilise MFWC, we an-
ticipate that the resources we provide here will be
further expanded to better generalise to Chinese
studies.

Limitations

There is an imbalance in the corpus’s distribution
of moral feeling categories, with some moral cat-
egories having a higher profile than others. In
particular, in underrepresented categories, this im-
balance may result in biased model training and
negatively impact sentiment classification models’
performance. The dataset’s skewness may also
make it more difficult to extrapolate results to a
wider range of moral situations or sentiments.

Ethics Statement

Significant ethical issues are raised by the creation
and use of the Moral Foundations Weibo Corpus
(MFWC), which have been diligently addressed
throughout this study. First, people’s privacy who
indirectly participate through posts on social media
have had their privacy safeguarded. The corpus
does not contain any personally identifiable infor-
mation, guaranteeing adherence to social media
site standards and data privacy laws.

To reduce bias in data annotation and interpre-
tation, we worked with carefully selected and eth-
ically vetted annotators to build the MFWC. Re-
ducing cultural prejudice and fostering inclusivity,
the moral categories were established in a way that
was culturally sensitive and reflected a thorough
understanding of moral expressions within the Chi-
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nese context. Finally, the research adheres to the
ACL Ethics Policy, ensuring that all stages of this
study, from data collection to analysis and report-
ing, uphold the highest standards of integrity and
ethical rigor.
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A Moral Foundations Coding Guide

A.1 Annotating Moral Sentiment in Natural
Language

The task of annotating moral sentiment in natural
language involves determining which, if any, cate-
gories of moral values are relevant to a given doc-
ument. Our research uses the taxonomy proposed
by Moral Foundations Theory (MFT) to identify
these categories. However, even with the MFT
framework, researchers face several initial deci-
sions about how to annotate MFT values.

First, they need to decide which MFT dimen-
sions to code. If the hypothesis is specific to a
particular foundation, coding for that foundation
alone might suffice. However, it is often necessary
to code for multiple foundations. In such cases, the
straightforward approach is to code for the pres-
ence of each of the five foundations. Yet, some
research might demand more detailed labels. Al-
though the poles of each dimension are related, they
express distinct sentiments that might have psycho-
logical significance. For example, “We must end
suffering” is likely not psychologically equivalent
to “We must provide kindness and compassion.”
Therefore, coding for each pole of each foundation,
resulting in 10 individual codes, can be useful. Ad-
ditionally, it is crucial to identify non-moral texts
as such, meaning an annotation procedure could
require labeling each document across up to 11
categories.

Researchers must also decide how to address
overlapping labels, where moral sentiments are
linked to multiple foundations. In our work, we al-
low overlapping labels during annotation. In some
cases, we also ask annotators to identify the pri-
mary domain of moral sentiment expressed in a
document, along with potential secondary domains.
However, reliability analyses showed that while
coders generally agreed on the presence of moral
sentiment, they were less consistent in identifying
the most dominant domain. Therefore, we recom-
mend coding for the presence or absence of each
foundation.
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A.2 Training Human Annotators

Each virtue and vice is coded as a capitalized initial
letter of the moral base, 1 in the case of virtues
and 2 in the case of vices. 1 and 2 correspond
to "positive" and "negative". If a document does
not have any moral content, it should be coded as
NM, which corresponds to non-moral. The whole
scheme is as follows:

Cure: C1
Harm: C2
Fairness: F1
Cheating: F2
Loyalty: L1
Betrayal: L2
Authority: A1
Subversion: A2
Purity: P1
Degradation: P2
Non-moral: NM

After selecting an annotation label, it is crucial
for researchers to establish a clear protocol for iden-
tifying the moral domains relevant to a given docu-
ment. This step is particularly significant due to the
inherent difficulty in making these determinations.
The ambiguity in this process arises from two main
sources.

The first source of ambiguity pertains to the foun-
dations associated with a moral expression. For
instance, a moral sentiment might seem strongly
related to authority but could also be linked to loy-
alty, leading to uncertainty about whether to label
it as authority alone or both authority and loyalty.

The second source of ambiguity arises from the
challenge of discerning the intended moral rele-
vance from an author’s language. For example, a
social media post stating, “Everything that is going
on with abortion these days is reprehensible,” is
evidently a morally charged statement. However,
the specific foundation it pertains to is less clear.
If the author is a secular liberal concerned with
civil rights, it might be inferred that the statement
relates to the fairness/cheating foundation due to
concerns about women’s reproductive rights. Con-
versely, if the author is a conservative Christian, the
statement might reflect an anti-abortion sentiment
associated with purity/degradation. Thus, the same
expression can convey different moral sentiments,
and competing interpretations can be challenging,
if not impossible, to resolve systematically.

These ambiguities pose significant challenges
for human annotators, who must find a balance
between recognizing subtle moral sentiments and
avoiding unwarranted assumptions about authorial
intent. Excessive reliance on individual intuitions
can lead to inconsistencies among coders, while
overly literal interpretations can overlook the nu-
ances of human language and morality. Therefore,
a balance must be achieved between implicit cod-
ing, which involves inferences about authorial in-
tent, and explicit coding, which focuses on the
literal interpretation of the text.

Although achieving this balance perfectly is dif-
ficult, being mindful of these extremes can help
limit coder biases. Since we typically lack access
to the authors of the texts we analyze—and some-
times even the context of their discourse—we train
annotators to primarily focus on explicit signals
of moral sentiment and minimize inferences about
authorial intent unless they are strongly defensible.
This approach aims to reduce the risk of cultural
biases introducing additional noise into the anno-
tations. While our protocol strives to minimize
annotator disagreement, we also caution against
artificially reducing annotation variance.

When coding for MFT content, disagreements
about which foundation is relevant are common.
Even among expert coders, it is often unclear which
perspective is correct. While some disagreements
can be resolved through discussion, excessive reso-
lution can artificially inflate intercoder reliability.
Moral values are inherently subjective, and true ac-
curacy of a code cannot be determined objectively.
The closest approximation to an objective criterion
is consensus among a constituency. As consensus
is approached, the certainty that a phenomenon
is strongly associated with a specific Moral Foun-
dation increases. Low consensus among trained
coders, therefore, is not merely a problem but an
indication that the association might be subject to
important boundary conditions, weak, or even il-
lusory. Training coders to minimize disagreement
does not change this reality but conceals it. Con-
sequently, while coders need training, it should
focus on establishing a shared understanding and
heuristics for generating codes without fabricating
agreement.
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