
Proceedings of the 1st Workshop on NLP for Science (NLP4Science), pages 188–196
November 16, 2024 ©2024 Association for Computational Linguistics

Personalized-ABA: Personalized Treatment Plan Generation for Applied
Behavior Analysis using Natural Language Processing

Aman Kumar, Mareiko Au, Raj Semlawat, Malavica Sridhar, and Hitesh Gurnani
TheraDriver, Basil Therapy Inc.

{aman,mareiko,raj,mal,hitesh}@theradriver.com

Abstract

Autism Spectrum Disorder (ASD) is a neuro-
logical and developmental disability that af-
fects how an individual learns, communicates,
interacts with others. Applied Behavior Anal-
ysis (ABA) is a gold standard therapy for chil-
dren and adults suffering from ASD to im-
prove their learning, social, and communica-
tion skills. Today, 1 in 36 children are diag-
nosed with ASD with expectations that this
rate will only continue to rise. The supply of
certified ABA providers is alarmingly insuffi-
cient to meet the needs of children with ASD.
In fact, waitlists to receive ABA therapy in the
United States exceed 10 months in most states.
Clinicians or Board Certified Behavior Ana-
lysts (BCBAs) are now experiencing intense
bottlenecks around diagnostic evaluations and
developing treatment plans quickly enough to
support timely access to care. Over the past
few years, Artificial Intelligence has changed
the way industries operate by offering powerful
ways to process, analyze, generate, and predict
data. In this paper, we have addressed the prob-
lem of both time and supply restrictions faced
by ABA providers by proposing a novel method
for personalized treatment plan generation and
program prediction by leveraging the capabil-
ities of Deep Learning and Large Language
Models (LLM). Additionally, we have intro-
duced two separate models for behavior pro-
gram prediction (F1-Score: 0.671) and skill ac-
quisition program predictions (Rouge-1 Score:
0.476) which will help ABA providers in treat-
ment plan implementation. Results are promis-
ing: an AI-generated treatment plan demon-
strates a high similarity (Average Similarity
Score: 0.915) to the original treatment plan
written by a BCBA. Finally, as we partnered
with a multi-state ABA provider in building
this product, we ran a single-blind study that
concluded that BCBAs prefer an AI-generated
treatment plan 65 percent of the time compared
to a BCBA-generated one.

1 Introduction

Over the past years, there has been a signifi-
cant rise in the cases of Autism Spectrum Dis-
order (ASD). According to data collected by the
Autism and Developmental Disabilities Monitoring
(ADDM)(Maenner et al., 2023), 1 in 36 children
in United States have autism. Increased aware-
ness and screening, broadened diagnostic criteria,
and better infrastructure for autism research have
played a vital role in the rise of ASD prevalence.
Applied Behavior Analysis (ABA) is regarded as a
gold-standard therapy and is one of the most widely
accepted therapies. Today, it is 100 percent covered
by insurance and children are diagnosed as earlier
as 2 years of age.

Effective ABA treatment relies on early diag-
nosis and effective treatment planning to individ-
ualize the behavior reduction goals and skill ac-
quisition needs of every child. The type of ABA
treatment plan is conventionally determined by a
trained Board Certified Behavior Analyst (BCBA)
via integrated assessment like VB-MAPP(CS et al.,
2014), ABLLS(Partington and Analysts, 2010),
Vineland, etc. and information derived from de-
tailed patient intake forms, diagnostic reports, and
the functional analysis of the patient. ABA treat-
ment plans are comprehensive and tailored to meet
the specific needs of individuals with Autism Spec-
trum Disorder (ASD). These plans encompass vari-
ous components that work together to improve be-
haviors and enhance overall functioning. However,
with a rise in ASD cases and increased demand for
ABA services, there has been a shortage of ABA
providers or Board Certified Behavior Analysts
(BCBAs)(Chiri and Warfield, 2012)(Smith-Young
et al., 2020). As the demand for ABA therapy esca-
lates, maintaining a balance between workload and
service quality therapy becomes increasingly com-
plex for BCBAs. Due to this, individuals diagnosed
with ASD face challenges in accessing the neces-
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Figure 1: Illustration of the proposed method designed for end-to-end generation of treatment plan for ABA therapy
personalized for each individual.

sary therapy and the required support. The scarcity
of quality ABA therapy affects the progress of the
individual in managing ASD, impacting mental
health.

To address this problem, we have introduced a
novel approach for creating individualized treat-
ment plans tailored to the specific needs of any
client using the advancements in the field of Deep
Learning. We have also proposed two separate
transformer-based(Vaswani et al., 2023) models to
predict "Behavior Reduction" and "Skill Acquisi-
tion" programs, considering client’s assessments
(like VB-MAPP, ABLLS, etc.), diagnostic reports,
and parent interviews. We have further shown our
proposed models outperforms other state-of-the-art
models in prediction tasks. The first-draft gener-
ated via our model will save a significant amount
of time, as we are able to effectively analyze thou-
sands of clinical documents to create and individ-
ualize a treatment plan. Through the experiments
conducted for measuring the similarity of the AI-
generated treatment plan versus the original one,
the potential of the proposed method is revealed.
The main contribution of the paper can be summa-
rized as follows:

1. We propose an end-to-end novel method for
generating a personalized treatment plan for
an individual with ASD which takes Assess-
ment Documents (like ABLLS, VB-MAPP),
Parent Interview documents, and Diagnostic
Reports as inputs. This will significantly re-
duce the time it takes a BCBA to create a
treatment plan in addition to increasing the
quality of goals for each child.

2. We also introduced two transformer-based
models for the prediction of programs for the
"Behavior Reduction" and "Skill Acquisition"
Section.

3. Skill Acquisition program prediction uses an
ensemble approach combining a rules-based
and transformer-based model. We introduced

our own word embedding model fine-tuned on
the ABA treatment data for the ensemble ap-
proach using sentence-transformers(Reimers
and Gurevych, 2019).

4. Treatment Plans generated using our approach
show very high similarity with the original
treatment plan and achieves an average sim-
ilarity score of 0.915. When conducting a
single-blind study with 35 BCBAs compar-
ing AI-generated treatment plans vs. BCBA-
generated treatment plans, BCBAs preferred
AI-generated treatment plans 65 percent of
the time. This strengthens our belief that AI
can enable BCBAs to create the best version
of a treatment plan for a child, as it is capa-
ble of processing and analyzing thousands of
treatment plans in the past to create the most
suitable and personalized treatment plan for a
child. Furthermore, our models outperforms
other state-of-the-art deep learning models
used for similar tasks. To our knowledge,
the proposed method for end-to-end treatment
plan generation customized for an individual
is first to be used in the domain of ASD.

2 Related Work

Artificial Intelligence and Deep Learning is
increasingly used in the field of modern medicine
for managing neurological conditions such as
Alzheimer(EL-Geneedy et al., 2023)(Al Mamun
et al., 2021) due to abundance availability of
structured and unstructured data. The goal of
Deep learning is to replicate cognitive abilities of
human beings by analyzing complex datasets and
generating meaningful pattern out of them without
any human intervention(Pandey et al., 2022)(Egger
et al., 2022). The healthcare sector has benefited
from the advancements in the domain of deep
learning with early diagnosis(Sorrentino et al.,
2024), drug discovery(Carracedo-Reboredo et al.,
2021), personalized treatment plan(Ng et al., 2021),
etc. Recently, there has also been a used of deep
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learning for detecting depression(Fang et al., 2023)
and managing mental health conditions(Shatte
et al., 2019).

Recent advancements in the domain of deep
learning has significantly impacted the field of
Autism Spectrum Disorder (ASD) by offering new
means for diagnosis and treatment. (Kollias et al.,
2022) proposes a method for ASD detection using
eye movement of an individual. Deep learning,
particularly involving neural networks have shown
promising results in the field of ASD. For instance,
(Ahammed et al., 2021) uses Convolutional Neural
Network (CNN) for classification of ASD on
functional MRI data. Similarly, there has also been
use of Recurrent Neural Networks (RNN)(Sudha
and Vijaya, 2021) and Long Short-Term Mem-
ory (LSTM) for analyzing time-series data for
diagnosis of ASD. For instance, (Li et al., 2019)
uses LSTM to diagnose children with ASD based
on raw video data. Deep learning techniques
are also used for dimensionality reduction and
feature extraction which helps in ASD research.
(Kim et al., 2021) uses Variational auto-encoder
(VAE) for representation learning, enhancing
the interpretability of complex datasets. Person-
alization of treatment(Kohli et al., 2022) for an
individual with ASD has also benefited from the
advancements in deep learning while there has also
been work on Ensemble learning for classification
of ASD(Gaur et al., 2023). As the field of deep
learning continue to evolve, it can play a crucial
role in ASD research.

3 Methodology

This section presents the proposed method for an
end-to-end treatment plan generation personalized
for each individual (as depicted in Figure 1) along
with the details about the prediction of behavior
and skill acquisition programs. It takes the raw as-
sessment file (generally in excel format for ABLLs,
VB-MAPP, etc), diagnostic reports, and the parent
interview documents of the client as inputs. Our
proposed method has been divided into different
sections for pre-processing and the analysis of the
input, prediction, and generation of goals tailored
to meet the specific requirements of the client.

3.1 Preprocessing of Input

We take raw assessment files, diagnostic reports
and parent interview forms as inputs for our pro-

posed method. We then extract the following in-
formation from the corresponding document for
formulation of the treatment plan:

• Client Demographics and Diagnostic Code:
Diagnostic Report

• Client Medical History, Language or Commu-
nication Skills, Social or Play Skills, Repeti-
tive, Rigid, Restrictive or Challenging Behav-
ior: Parent Interview Docs

We use image processing and with the help of
opencv(Bradski, 2000) and openpyxl(Clark and
Gazoni, 2010), we analyze the raw assessment files
and convert them into a summary table containing
domains(like Mand, Tact, Intraverbal, etc.) and
score of the client in that particular domain. This
saves a significant amount of time for BCBAs, who
typically spend time analyzing these assessments
and converting them into structured formats manu-
ally. In fact, we surveyed roughly 40 BCBAs who
quantified that it takes between 10-15 hours to cre-
ate a treatment plan for a child in their caseload.
We believe our AI-generated treatment plan will
bring this time down to 1 hour or less.

3.2 Behavior Program Prediction

In ABA therapy, Behavior Programs are focused
on addressing specific behavior of an individual
which maybe interfering with their daily life rou-
tine. These goals are aimed to decrease the chal-
lenging behavior and increase the desired behavior.

We formulated the problem of Behavior Goal
Prediction as a multi-label classification tasks
which takes Language/Communication Skills, So-
cial/Play Skills and Restrictive or Challenging Be-
havior of the client as an input and outputs the set of
the behavior program which interferes with client’s
daily life and functioning and which needs to be ad-
dressed in the ABA therapy. We used a transformer
based model named Deberta-v3(He et al., 2021) for
the multi-label classification problem. Deberta-v3
is an improvement over BERT(Devlin et al., 2019)
and RoBERTa(Liu et al., 2019) based models by
using disentangled attention and enhanced mask
decoder. We train the model on our curated dataset
using binary cross entropy loss which measures
the dissimilarity between the true labels and the
predicted probabilities (Eq.1).

Loss = (Y)(−log(Yp)) + (1-Y)(−log(1-Y)p)(1)
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where Yp = predicted probability of the class and
Y = true label.
We calculate the loss for each class and then sum
over all the classes for training our model.

3.3 Skill Acquisition Program Prediction

In ABA Therapy, Skill Acquisition Goals play a
crucial role by providing a structured framework,
which helps the client with developmental or be-
havioral challenges and helps them gain essential
skills including communication, social skills, and
self-management.

3.3.1 Transformer-based Model
Since the number of skill acquisition programs can
be very large in number, it was not feasible to train
a classification model for this task with a limited
dataset. Hence, we formulated the problem as a
question-answering task, where the input is the
client information which includes their demograph-
ics information, previous medical history, clinical
and home observation data and assessment results
(like VB-MAPP, ABLLs, Vineland, etc.) and out-
put is the set of skill acquisition programs suited
for the particular client. We used FlanT5(Chung
et al., 2022) which is an encoder-decoder(Vaswani
et al., 2023) based model for this question answer-
ing task using a labeled dataset. Here, our labeled
dataset consisted of a question x, and a response
y(list of skill acquisition programs) corresponding
to the given question or client information. Conse-
quently, the training process is aimed at minimizing
the cross-entropy loss between the predicted proba-
bilities and true class labels(Eq.2.)

Loss(θ) = −E[logpθ(y|x)] (2)

3.3.2 Rule-based Model
The rules-based model for predicting skill acqui-
sition programs leverages assessment summary ta-
bles created from raw assessment files for gener-
ating tailored recommendations for skill develop-
ment of an individual. The model employs a struc-
tured set of rules derived from gold-standard assess-
ment curriculum guides, then validated with the
help of BCBA domain expertise. The model iden-
tifies the client-specific deficits in each domain by
analyzing detailed data from raw assessment files
and then translate these identified deficits into set
of skill acquisition goals using the set of predefined
rules. This approach ensures that goal predictions
are tailored to unique needs of an individual.

3.3.3 Ensemble Model

The Ensemble Model for predicting skill acqui-
sition programs integrates both the transformer-
based and rules-based model. We create a client
vector which includes the demographic information
of the client and their home and clinical observa-
tion results. We created our own embedding model
by fine-tuning the ClinicalBERT(Alsentzer et al.,
2019) model to improve its performance on our
specified use case. Our dataset consists of a pair
of sample in the format {x1, x2, s}, where x1 and
x2 are pair of sentences and s is a binary label. s
= 1 if x1 and x2 are deemed similar, and s = 0 if
they are deemed dissimilar. We utilize sentence-
transformers for fine-tuning and use contrastive
loss between the input vector consisting of client
demographic information, home and clinic observa-
tion results(x1) and the program list(x2). The client
vector was created from our fine-tuned embedding
model. We then calculate the similarity of each of
the predicted skill acquisition program from both
the approaches (Transformer-based and rule-based
model) with the client vector. Final set of results
contains those programs which posses similarity
score of greater than 0.5 with the client vector.

3.4 Goals Generation

In our proposed method, we utilized GPT-3.5
Turbo(Liu et al., 2023) for generating the short-
term and long-term goals corresponding to each
of the program. In our research, we implemented
Retrieval-Augmented Generation (RAG) combined
with Prompt Engineering with GPT-3.5 Turbo for
enhancing the quality of the generated goals. We
developed a specialized custom database tailored
to our specific need which includes client infor-
mation and short-term and long-term goals corre-
sponding to that client. Retrieval-Augmented Gen-
eration (RAG) enabled the GPT model to utilize
the custom-built database of relevant information
to inform and enhance the goal generation pro-
cess. Prompt engineering involves designing and
refining input prompts to guide the model in pro-
ducing more relevant and accurate outputs. This
process included providing explicit instructions to
the model, experimenting with different prompt
structures, and iteratively refining prompts based
on the model’s responses. Combining RAG and
Prompt Engineering, we aimed to leverage GPT’s
advanced language capabilities for generating more
accurate and precise goals specific to a particular

191



Figure 2: The left figure presents the number of client in each age group, with bars indicating the count of clients.
Right figure presents a pie chart indicates the percentage distribution of male and female clients relative to the total
client population.

individual.

4 Experiments

4.1 Experimental Settings

4.1.1 Models and Datasets
We evaluate the effectiveness of our proposed
method using the following models for program
prediction task:

• Behavior Program Prediction: Deberta-v3-
base. The DeBERTa V3 base model has 12
layers and 86M backbone parameters with a
vocabulary size of 128k tokens and is trained
on 160GB of data as Deberta v2.

• Skill Program Prediction: Flan-t5-base. Flan-
T5 is an improvement over T5-based models.
FLan-T5-base contains 12 hidden layers and
250M model parameters.

We further calculate the semantic textual
similarity of the final treatment plan generated
with the original treatment plan using pre-trained
sentence transformer models.

We curated a custom dataset for validating the ef-
fectiveness of our proposed method. All the clients
included in the study have been diagnosed with
Autism Spectrum Disorder (ASD) and are within
the age range of 2 to 14 years. The full dataset en-
compasses a total of 617 clients which were further
divided into training and testing set with an 80:20
split. The distribution of clients by age group and
gender proportions is shown in Figure 2. For each
client, the dataset includes the original treatment
plan formulated by BCBA and other input docu-
ments like the parent interview form, diagnostic
report, and raw files of the assessment which were
conducted for that particular client, for example:
VB-MAPP, ABLLS, Vineland, etc.

4.1.2 Implementation Details

We trained our model for behavior programs and
skill program predictions using 4 Nvidia T4 GPUs
using the Pytorch deep learning framework. We
used the Accelerate library to make our distributed
training easier, more effective, and efficient at the
same time. Batch size has been set to 4 for all the
experiments. The learning rate is set to 2e-5 for
behavior program prediction , and 3e-4 for skill
acquisition program prediction using a cosine rate
scheduler. Pre-processing steps including infor-
mation retrieval from input documents and anal-
ysis of raw assessment files were carried out in
CPU(Apple M3 Pro chip: 12-core CPU).

4.1.3 Evaluation Setting

All the evaluation were carried out on the test set
of our curated dataset. For the quantitative perfor-
mance comparison, we adopt an F1-score, Rouge
score and Exact Match as an evaluation metric. The
F1-score is specifically developed for assessing
the performance of a classification model, while
Rouge score are used to evaluate the quality of
machine-generated text. A higher F1 and Rouge
score indicated better model performance. Exact
Match (EM) is another question-answering evalua-
tion metric that only gives two scores (0 or 1). EM
score is 1 if the generated answer is precisely the
same as the predicted answer, else, it gives 0. We
also evaluate the effectiveness of our end-to-end
treatment plan generation approach by calculating
its similarity with the original treatment plan. We
used sentence transformers for this approach which
outputs a similarity score in range of -1 to 1, where
-1 indicates complete dissimilarity while 1 indicates
complete similarity.
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Model Params Rouge-1 Rouge-2 Rouge-l Exact Match
Flan-T5-base(Chung et al., 2022) 250M 0.0139 0.0 0.010789 0.0
Flan-T5-large(Chung et al., 2022) 780M 0.01986 0.0 0.01708 0.0
Phi-2b(Abdin et al., 2023) 2.7B 0.05830 0.0043 0.03389 0.0
Ours(based on Flan-T5-base) 250M 0.4762 0.3583 0.3764 0.3376

Table 1: Performance comparison for Skill Program Prediction using different models. It can be observed that our
model outperforms all the other models on rouge score and exact match metric having least number of parameters
compared to other models.

Model Params F1-score
Deberta-v3-base(He et al., 2021) 86M 0.1023
Deberta-v3-large(He et al., 2021) 304M 0.0662
Roberta-base(Liu et al., 2019) 125M 0.087
Biobert v1.1(Lee et al., 2019) 110M 0.19535
Ours(Based on Deberta-v3-base) 86M 0.671

Table 2: Table shows the F1-score comparison of different model for behavior program prediction. Our model
achieves better results compared to other models with minimal number of parameters.

Name Minilm-L6-v2 Bert-base Mpnet-base
Client 1 0.883945 0.97367 0.950932
Client 2 0.84949 0.92193 0.923908
Client 3 0.949224 0.97867 0.95126
Client 4 0.93826 0.962447 0.95891
Client 5 0.90818 0.939519 0.94793
Client 6 0.746431 0.82151 0.858006
Average 0.879255 0.93296 0.93182

Table 3: Table shows the semantic textual similarity score between the treatment plan generated using our approach
and the original treatment plan for 6 random clients from the test set. Similarity score was calculated using
sentence-transformers using different models. It can observed that our treatment plan shows very high similarity
score with the original treatment plan hence validating the effectiveness of our proposed method.

4.2 Experimental Results

4.2.1 Behavior Program Prediction
We evaluate our model trained for behavior pro-
gram prediction using Microsoft Deberta-v3-base
model on the test set of our custom curated dataset.
We compare its performance with similar other
models as shown in Table 2. We observe that our
approach is able to beat all other models by a huge
margin and has fewest number of parameters, hence
making it a suitable choice for deployment in a
resource-constrained environment.

4.2.2 Skill Acquisition Program Prediction
We evaluate our model trained for skill acquisi-
tion program prediction using Google Flat-T5-base
model on the test set of our custom curated dataset.
Table 1 shows the performance of our model using

Rouge Score and Exact Match evaluation metric.
We observe that our model is able to outperform all
the other models which validates the effectiveness
of our approach.

4.2.3 Full Treatment Plan Generation

We further evaluate the effectiveness of our pro-
posed method for entire treatment plan generation
by measuring the similarity between generated and
original treatment plan as show in Table. We took
6 random client from the test set and generated
the full treatment plan by taking diagnostic report,
parent interview and raw assessment files as an
input. We then calculated the similarity using dif-
ferent models with the original treatment plan for
better validation using sentence-transformers. We
observe that the treatment plan generated using
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our proposed method posses very high similarity
with the original treatment plan, which validates
the effectiveness of our proposed methodology.
When sharing AI-generated treatment plans versus
BCBA-generated treatment plans via a single blind
study to 35 BCBAs, our AI-generated treatment
plan was preferred 65 percent of the time.

4.3 Ablation Studies

Our proposed method for an end-to-end treatment
plan generation shows promising results and also
outperforms state-of-the-art NLP models on behav-
ior program and skill acquisition program predic-
tion tasks. We performed extensive ablation experi-
ments to demonstrate the effectiveness of the pro-
posed method on personalized downstream tasks.
We tried an exhaustive hyperparameter search and
fine-tuning the learning rate. All these modifica-
tions results in a very negligible change in the over-
all performance of the model. We also tried modi-
fying the loss function by incorporating ABA Ther-
apy rules, however, no significant changes were
observed in model performance.

5 Conclusion

In this work, we propose a novel method for full
treatment plan generation specific to the needs of a
particular individual. Our proposed method out-
performs other state-of-the-art model in similar
domain in program prediction tasks. We further
validate the effectiveness of our approach by calcu-
lating the similarity of the generated treatment plan
with the original treatment plan. The treatment plan
generated using our approach possess very high
similarity with the original treatment plan. Our
proposed method will not only help in automating
the treatment plan generation process but will also
reduce the time taken by a BCBA in formulating
the treatment plan. On average, a BCBA spends
anywhere between 10-15 hours creating a single
treatment plan from start to finish. We believe that
our AI-generated treatment plan will enable them
to do so in 1 hour or less. The applicability of
our proposed method on other neurodevelopmental
disorders outside of autism are open avenues for
future work.

6 Limitations

While our proposed end-to-end method for treat-
ment plan generation achieves a very high semantic
similarity score with the original treatment plan and

our proposed models for behavior program predic-
tion and skill acquisition program prediction gener-
ates better results, it does have certain limitations
that we plan to address in future. Since our curated
dataset contains client suffering from ASD, the ap-
plicability of our approach to similar neurological
problems is still unexplored. We used deberta-v3
as a backbone for multi-label classification task in
the domain of ASD. However, validating the effec-
tiveness of techniques like label clustering(Ding
et al., 2020) and graph-label attention(Pal et al.,
2020) in the domain of ASD can be the scope of
future work. There is also a lack of labelled dataset
due to scarcity of available open-source data in the
domain of ASD. Furthermore, the variances in the
response of BCBAs or ABA providers can be one
of the areas of research in the future for improving
the robustness of the model. To address this, we
plan to leverage reinforcement learning techniques
to address and incorporate the individualized pref-
erences of BCBAs when generating a treatment
plan for a child in their caseload.
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