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Abstract
Understanding and modeling collective intelli-
gence is essential for addressing complex social
systems. Directed graphs called fuzzy cogni-
tive maps (FCMs) offer a powerful tool for
encoding causal mental models, but extracting
high-integrity FCMs from text is challenging.
This study presents an approach using large lan-
guage models (LLMs) to automate FCM extrac-
tion. We introduce novel graph-based similar-
ity measures and evaluate them by correlating
their outputs with human judgments through
the Elo rating system. Results show positive
correlations with human evaluations, but even
the best-performing measure exhibits limita-
tions in capturing FCM nuances. Fine-tuning
LLMs improves performance, but existing mea-
sures still fall short. This study highlights the
need for soft similarity measures tailored to
FCM extraction, advancing collective intelli-
gence modeling with NLP.

1 Introduction

Social science has long sought to understand and
model the collective intelligence underlying hu-
manity’s most pressing problems such as climate
change, sustainable food supply, and violent con-
flict driven by inequitable resource distribution.
These are social-ecological systems (SES) prob-
lems characterized by complex, interwoven feed-
back loops involving human and natural systems
(Ostrom, 2009; Partelow, 2018). To model collec-
tive intelligence about SES, we can leverage mental
models of causal system structure.

Researchers in the social sciences have formally
encoded SES mental models using fuzzy cogni-
tive maps (FCMs) that represent causal systems

as signed, weighted digraphs, where edges repre-
sent causal relationships among natural language
concepts (Kosko, 1986) like that depicted in Figure
1. FCMs are inspired by human causal mental mod-
els that people use to explain causal mechanisms
and generate predictions (Craik, 1967).

FCMs have been widely used to facilitate cross-
disciplinary communication within research teams
(Gray et al., 2013), make qualitative and numeri-
cal predictions, and assess collective intelligence
(Gray et al., 2020; Aminpour et al., 2020; Voinov
et al., 2018). However, little work has explored ex-
tracting high-integrity FCMs from textual corpora.
The development of a robust text-to-FCM method
would enable more rapid synthesis of science- and
stakeholder-informed perspectives to provide ac-
cess to latent collective intelligence about SES.

This work presents a natural language process-
ing (NLP) approach to (1) extracting FCMs from
text with large language models (LLMs) and (2)
measuring extracted FCM quality with novel soft
F1 measures that permit approximate semantic
matches rather than requiring exact node and edge
matches. This helps capture and accumulate di-
verse causal collective intelligence of SES domains.
We provide code and datasets for reproducibility.1

2 Background and Objectives

Extracting FCM edges is a specialization of extract-
ing semantic relations or causal graphs: each node
is a textual span describing causal factors, and each
edge is a directed causal increase or decrease rela-

1The source codes and dataset are available at
https://github.com/kuldeep7688/soft-measures-causal-
intelligence.
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Figure 1: FCM describing the Mmahi and James (2023) mental model of conflict and food system dynamics in
Zamfara State, Nigeria; blue (resp. red) edges indicate causally increasing (resp. decreasing) relations; visualized
with Mental Modeler.

tionship where the source of the edge quantitatively
increases or decreases the target. Two issues distin-
guish FCM extraction from previous graph-based
extraction tasks: (1) high expressiveness and (2)
partial correctness. We describe these two issues
briefly to motivate our approach.

High expressiveness. Causal variables (i.e.,
FCM nodes) and relations may be expressed multi-
ple ways, so human annotators may disagree and
a machine prediction may actually outperform a
pre-determined human-generated gold standard ac-
cording to human judges. Many graph extraction
approaches are validated by their proximity to a
singular gold standard generated by human experts,
where small deviations from the standard greatly af-
fect the measure. This includes neural network loss
functions. Some relaxed matching strategies help
account for textual containment or overlap (Chen
et al., 2019; Toba et al., 2010), but these have not
been adequately extended to graph extraction.

Partial correctness. A sub-optimal node or edge
that captures a valid causal relationship is often use-
ful to report as a component of an FCM—especially
in data-poor contexts, as even limited information
can improve the understanding of a given system—
so an NLP model’s capability to produce partially
correct edges is important to capture (Table 1).

Consequently, binary judgments of correctness—

Source Target Direction Issue

turbine
structures

blue
mussels

increase NA (gold standard)

numbers
of blue
mussels

turbine
structures

increase source & target
swapped; extra
source text

turbines mussel
populations

decrease simplified source;
extra target text;
incorrect direction

turbine
structures

blue
mussels

decrease incorrect direction

Table 1: Examples of partially correct causal relation-
ships. Original text: "Some fishermen described the
establishment of large numbers of blue mussels on the
turbine structures" (ten Brink et al., 2021, p. 245).

such as precision, recall, and F1 scores—are sub-
optimal measures for our task. Decades of re-
search has produced numerical measures to score
the similarity (or distance) between spans of text to
avoid the need for absolute correctness (Mihalcea
et al., 2006; Bär et al., 2012; Lavie and Denkowski,
2009), but development of textual similarity mea-
sures for graphs, and FCMs in particular, has been
limited (Pilehvar and Navigli, 2015).

This paper (1) assesses fine-tuned LLM-based
methods to extract FCMs from text and (2) intro-
duces and evaluates edge-based similarity measures
for validating FCM quality, addressing the limita-
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tions of previous measures. Additionally, it (3) ini-
tiates an approach for validating graph-based NLP
predictions by (a) ranking predictions through pair-
wise comparative human judgments using Elo and
(b) comparing the rankings produced by humans
and similarity measures. This proof-of-concept
study suggests a methodology by which to improve
the qualitative evaluation of NLP-generated FCMs
en masse and, thereby, takes a step towards im-
proved collective intelligence models.

3 Methods and Data

3.1 Dataset
We curated a dataset of 318 short text passages ex-
tracted from a diverse set of research articles on
SES. These articles cover a wide range of SES top-
ics including offshore wind farm development, the
impact of banditry on the food system in north-
ern Nigeria, the distribution of food and medi-
cal aid in conflict regions, and maternal and child
health in countries with low Human Development
Index scores. We annotated each text passage with
(source, target, direction) tuples.

3.2 Annotation Ranking
To rank annotations for each text passage, we (1)
generated multiple annotations for each of a subset
of passages, (2) presented pairs of annotations to
raters, and (3) applied the Elo rating system.

3.2.1 Annotation Generation
Each of a subset of 20 passages were manually
annotated with (source, target, direction)
tuples by all authors. This subset was further aug-
mented with LLM annotations. This was achieved
through two distinct methods: few-shot learning
and instruction tuning with LoRA (Wei et al., 2021;
Hu et al., 2021). We employed the Llama-2-7B-
chat-hf (Touvron et al., 2023a,b), Llama-3-8B-
Instruct (Meta AI, 2024), and Mistral-7B-Instruct-
v0.2 (Jiang et al., 2023) models from Hugging
Face (Hugging Face, 2024). Fine-tuning was ac-
complished using splits of the 318 data points. A
detailed presentation of these methods appears in
Appendices F, C, and E.

3.2.2 The Elo Rating System
The Elo rating system, introduced by Arpad Elo
(Elo, 1967, 1978), is a widely used method for
quantifying the relative skill levels of players in
two-player competitive games. It has been demon-
strated to effectively rank models based on human

judgment (Boubdir et al., 2023), benchmark LLMs
(Zheng et al., 2023), and rank preferences, such as
humor in Twitter posts (Zheng et al., 2023) through
pairwise comparisons. Inspired by previous re-
search (Berijanian et al., 2024; SEE-Insight, 2024),
we used the Elo system to rank annotations and
then compared these rankings with those generated
by the candidate similarity measures.

3.2.3 Elo Tournaments
Each author was presented with a series of com-
parisons between annotations via a web interface
(Appendix G). Raters were instructed to select the
better annotation as ‘winner’ or to choose ‘tie’ fol-
lowing a set of guidelines (see Appendix I). Elo
scores were computed per passage, so each pas-
sage acted as an individual ‘tournament’. Raters
did not rate their own annotations to avoid potential
bias. Inter- and intra-rater reliability were captured
through overlaps (Appendix H.1).

3.3 Similarity Measures
We devised five candidate FCM similarity measures
based on the established textual similarity measures
in Table 2. The similarity between an FCM and a
gold standard is computed as a softly thresholded
F1 score between edge sets. Given a textual simi-
larity measure S (·, ·), a threshold T , and edge sets
E and Egold, as well as any textual edge attributes
A (we use A = {source, target}) and non-textual
edge attributes N (we use N = {direction}):

TP: For each e ∈ E, our method counts a true
positive if there exists an egold ∈ Egold such
that S

(
e.a, egold.a

)
≥ T for every a ∈ A and

e.n = egold.n for every n ∈ N ;

PP: For each e ∈ E, our method counts a partial
positive if there exists an egold ∈ Egold such
that S

(
e.a, egold.a

)
≥ T for every a ∈ A and

there exists an n ∈ N such that e.n ̸= egold.n;

FP: For each e ∈ E, our method counts a false
positive if for every egold ∈ Egold, we have
S
(
e.a, egold.a

)
< T for any a ∈ A;

FN: For each egold ∈ Egold, our method counts a
false negative if for every e ∈ E, we have
S
(
e.a, egold.a

)
< T for any a ∈ A.

For any S, once the TP, PP, FP, and FN have been
counted, the corresponding edge-based measure
can be calculated using the F1-like formula:

2 · TP + PP
2 · TP + PP + FP + FN

. (1)
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Measure Strengths Weaknesses

Exact match Simple and direct
measurement.

Sensitive to minor
textual differences.

BLEU (Pap-
ineni et al.,
2002)

Considers n-gram
precision and
brevity.

Does not account for
synonyms or gram-
matical meaning.

ROUGE
(Lin, 2004)

Flexible in mea-
sure type and n-
gram method.

Does not account for
synonyms or gram-
matical meaning.

METEOR
(Banerjee
and Lavie,
2005)

Accounts for
synonyms, stems,
and word order.

Does not account for
context or grammati-
cal meaning.

BLEURT
(Sellam
et al., 2020)

Captures abstract
meanings using
neural networks.

Potential biases and
limited user control.

Table 2: Text similarity/matching strategies.

For each S, a threshold T is chosen by grid search
(Appendix D.3). Note that by disallowing for par-
tial positives, when S (·, e.a) = 1e.a (·)—an exact
match criterion—and T = 1, this reduces to the
classical F1 score between edge sets.

For BLEU, ROUGE, METEOR, and BLEURT,
we refer to our novel edge-based measures as
BLEU-E, ROUGE-E, METEOR-E, and BLEURT-
E, respectively.

3.4 Correlation Analysis

The winning annotation of each tournament was
deemed the gold standard. We then produced a
ranking of annotations per passage using each
candidate similarity measure applied to each
(gold standard, annotation) FCM pair. The
Spearman correlations (Spearman, 1904) between
human- and similarity measure-generated rankings
were computed. We then applied the measure
with highest correlation to evaluate LLM-generated
FCMs and compared with an LLM-only tourna-
ment.

4 Results

4.1 Spearman Correlation

The Spearman correlation coefficients for each
measure, averaged across all passages, are summa-
rized in Table 3. Higher values indicate greater
mean correlation with human rankings. Novel
measure-produced rankings have positive mean cor-
relations with human-generated rankings, and each
improves upon vanilla F1 in this regard (Table 4).

Measure Mean 90% CI 95% CI
F1 0.016 (-0.057, 0.089) (-0.072, 0.104)
BLEU-E∗ 0.109 (-0.018, 0.237) (-0.045, 0.263)
METEOR-E∗ 0.126 (0.001, 0.252) (-0.025, 0.278)
ROUGE-E∗ 0.124 (0.007, 0.241) (-0.018, 0.266)
BLEURT-E∗ 0.152 (0.038, 0.265) (0.014, 0.289)

BLEU-E 0.415 (0.257, 0.574) (0.223, 0.607)
METEOR-E 0.333 (0.146, 0.520) (0.106, 0.559)
ROUGE-E 0.387 (0.205, 0.570) (0.166, 0.608)
BLEURT-E 0.338 (0.178, 0.498) (0.144, 0.532)

Table 3: Mean correlations of similarity measures with
human judgment and their confidence intervals. E∗

scores are computed without partial positives.

Figure 2: Mean BLEU-E across model variants.

4.2 LLM Inferences

Figure 2 presents the average BLEU-E scores for
FCM inferences on the test set by each LLM before
and after fine-tuning. As expected, fine-tuned mod-
els outperform their default counterparts, with Mis-
tral scoring highest, followed by Llama-2 and then
Llama-3.is consistent with the human-generated
ranking.

5 Discussion and Conclusions

This paper presents an evaluation of fine-tuned
LLM-based methods for extracting FCMs from
text, while also introducing and assessing novel
edge-based similarity measures to validate the qual-
ity of these FCMs. The study highlights the lim-
itations of traditional measures, which often fail
to capture the nuances and partial correctness in
FCMs, especially in the context of SES research.
For instance, there were cases where LLMs out-
performed human annotators, yet these instances
might have been overlooked if we relied solely on
traditional measures like the F1 score or validation
set loss. The novel edge-based measures allowing
for partial positives show markedly greater correla-
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tion with human judgments.
In addition to examining similarity measures,

this work initiates a new approach for validating
graph-based NLP predictions by employing pair-
wise comparative human judgments, using the Elo
rating system, to rank predictions. This method
was used to compare human-derived rankings with
those generated by similarity measures, providing
a proof of concept for enhancing the qualitative
evaluation of NLP-generated FCMs.

Fine-tuning LLMs proved beneficial, resulting
in higher BLEU-E scores and improved model per-
formance. Whereas the validation set losses for all
fine-tuned LLMs appear similar (Figure 3 in Ap-
pendix C), their qualitative performances differed
significantly. Although BLEU-E offers a more ac-
curate assessment than validation set loss, these
improvements do not fully resolve the underlying
issues with the current similarity measures.

The study’s findings emphasize the necessity
of developing more specialized measures that are
better aligned with human judgment and capable of
capturing the complexities of FCM extraction. This
study represents an initial step towards that goal,
highlighting the limitations of current approaches
and setting the stage for future research.

Future work will focus on developing and val-
idating new similarity measures that can better
capture the complexities and partial correctness in
FCM extraction. For instance, greater correlation
with human judgment should be achievable by pa-
rameterizing TP and PP with scalars and employing
optimization. Additionally, integrating human-in-
the-loop approaches may help refine LLM outputs,
leading to more accurate FCMs. We also imagine a
range of applications and extensions. For instance,
the proposed measures can be straightforwardly ex-
tended to knowledge hypergraphs. Furthermore, by
symmetrizing any one of our typically asymmetric
measures we may interpret it as a kernel (Kriege
et al., 2020; Scholkopf and Smola, 2018). Explic-
itly, let f = BLEURT-E and G1 and G2 be FCMs,
and define a kernel K as,

K (G1, G2) =
f (G1, G2) + f (G2, G1)

2
.

This interpretation brings to bear the entire suite of
kernel methods for the study of FCMs to facilitate
visualization, classification, and general pattern
recognition.

In conclusion, this study has provided insights
into the evaluation of LLM-generated FCMs and

also underscores the need for continued research.
Our framework provides a structured approach for
these evaluations. This paper marks just the begin-
ning of a journey towards improving the overall
evaluation framework for FCMs and enhancing the
role of LLMs in collective intelligence research,
particularly in SES contexts with small quantities
of low quality textual data.
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A Limitations

While our approach is robust, it is important to
acknowledge potential limitations that could im-
pact the generalizability and effectiveness of our
findings.

Firstly, the passages we selected for our study are
specific to a particular context and may not be rep-
resentative of different domains, which could limit

the generalizability of our findings across other con-
texts. Future research should explore cross-domain
evaluations to validate the effectiveness of our ap-
proach in various settings.

Secondly, our methodology relies on initial hu-
man annotations, then selecting between human
and LLM annotations as the gold standard, which
introduces the possibility of bias due to the diver-
sity of cultural and disciplinary backgrounds of the
annotators. The initial annotations may not encom-
pass all possible interpretations or nuances present
in the text. Future work will focus on expanding
the dataset to include a wider variety of texts and
annotations, which will help in creating a more
comprehensive and representative gold standard.

Furthermore, while we aimed to fine-tune LLMs
for improved performance, we did not tune all hy-
perparameters. Specifically, we only optimized the
rank parameter r for LoRA. The primary reason for
not extensively tuning all hyperparameters, such as
the learning rate, was that the focus of this paper
was on measure alignment instead of optimizing
hyperparameter settings. Future studies should aim
to explore a broader range of hyperparameter tun-
ing to fully explore the capabilities of the LLMs.

Additionally, our experiment was conducted
with a limited number of annotation samples for
LLM training and Elo ranking. Although the sam-
ple selection aimed to cover a broad spectrum of
text complexities, the small sample size may not
fully capture the variability in real-world data. Fur-
thermore, the samples were selected to provide
difficult examples, which may not represent typical
data. Moreover, the limited sample size may limit
the capabilities of LLMs due to a lack of surplus
of data available for fine tuning. Elo rankings may
have marginally deviated due to a limited sample
size. Expanding the number of samples in future
experiments will enhance the reliability and appli-
cability of our results.

Moreover, our current approach does not lever-
age human-in-the-loop (HITL) strategies to itera-
tively improve LLM inferences based on human
feedback. Integrating HITL mechanisms with the
Elo rating system could significantly enhance the
quality and accuracy of LLM-generated annota-
tions. By continuously integrating human judg-
ment, this iterative process would allow for ongo-
ing refinement and improvement of LLM outputs.
Future work should explore implementing HITL
strategies to capture real-time human feedback and
use it to fine-tune and validate LLM performance.
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To summarize, our approach demonstrates
promise. However, addressing these limitations
in future work will be crucial for further validat-
ing and enhancing the robustness, reliability, and
applicability of our findings.

B Ethical Considerations

This study involves the extraction and validation
of fuzzy cognitive maps (FCMs) from text using
large language models (LLMs). Several ethical con-
siderations are relevant to this work, particularly
regarding data use, annotation processes, biases,
and the environmental impact of our research.

Data Use and Privacy: The data used in this
study were created and annotated by the authors.
This ensures that we have complete control over the
data’s provenance and the conditions under which
it was generated. Since the data were produced
specifically for this research, issues related to intel-
lectual property and participant privacy are mini-
mized.

Annotation Process: All annotations were car-
ried out by the authors, ensuring a consistent under-
standing of the task and eliminating the need for ex-
ternal annotators. This method addresses concerns
about fair compensation and working conditions
for annotators, as the work was part of the authors’
research activities.

Bias and Fairness: Inherent biases in language
models can affect the outcomes. Researchers
should explore methods to identify and mitigate
such biases to enhance the fairness and reliability
of FCM extractions.

Environmental Impact: The environmental im-
pact of training and fine-tuning LLMs is a signifi-
cant concern in NLP research. In our study, each
training session lasted approximately 40 minutes,
which is relatively short. This brevity was due to
our primary focus on developing and validating
measures for extracting and evaluating FCMs from
text, rather than optimizing LLM performance.
Consequently, we did not extensively tune the LLM
hyperparameters, such as the learning rate, as our
focus was on measure alignment rather than finding
the ideal hyperparameter settings. This approach
not only aligns with our research goals but also
minimizes the environmental footprint of our com-
putational experiments.

Potential Misuse: NLP technologies can be mis-
used in various ways, such as generating mislead-
ing information or reinforcing harmful stereotypes.

Researchers and practitioners should be aware of
these risks and take steps to mitigate them when
deploying such technologies.

Researchers should incorporate comprehensive
strategies to address these ethical challenges, ensur-
ing that the development and application of NLP
technologies are aligned with broader societal val-
ues and ethical standards.

C Fine-Tuning Parameters and
Hyperparameters

For fine-tuning the models with instruction tuning,
we focused on adjusting the rank r in LoRA, while
maintaining other training parameters at constant
values. The cost function for training and vali-
dation was cross-entropy loss. The Huggingface
library (Hugging Face, 2024) was utilized to run
the training jobs with 4-bit quantization.

The common hyperparameters and their corre-
sponding values used for fine-tuning the three mod-
els are listed below. Note that while the maximum
number of training epochs was set to 15, early stop-
ping was employed, so not all experiments reached
the full 15 epochs. The early stopping mechanism
halted training when the validation loss did not
improve for 3 consecutive epochs.

• Maximum number of training epochs: 15
(subject to early stopping)

• Batch size: 4
• Optimizer: Paged AdamW 32-bit
• Learning rate: 2e-4
• Learning rate scheduler: Cosine decay
• Gradient accumulation steps: 1
• Gradient clipping: 0.3
• Gradient checkpointing : True (to
save memory)

• Weight decay: 0.001
• Warmup ratio: 0.1
• Use of 4-bit precision: Enabled (to
reduce memory and computational cost)

• Data type for 4-bit computations:
bfloat16

• Quantization type for 4-bit
precision: nf4

• Nested quantization: Disabled
• LoRA dropout rate: 0.1

The following hyperparameters were optimized
during the fine-tuning process:

• LoRA rank (r): 2, 4, 8, 16, 32, 64,
128, 256
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• LoRA α : 2 ∗ r
We used one Nvidia V100 GPU to execute the

training jobs. On average, each experiment took
approximately 40 minutes to complete.

C.1 Optimal Rank (r) Values for LoRA
Fine-Tuning

To determine the optimal rank r for each model, we
experimented with various r values and monitored
the validation loss.

The best r values, based on the minimum valida-
tion set loss for Llama-2-7B-chat-hf, Llama-3-8B-
Instruct, and Mistral-7B-Instruct-v0.2 after testing
different r values, are as follows:

• Llama-2-7B-chat-hf: 128
• Llama-3-8B-Instruct: 64
• Mistral-7B-Instruct-v0.2: 128

As shown in Figure 3, all three models achieved
similar validation losses with their respective opti-
mal r values.

D Other Formulas and Hyperparameters

D.1 Elo Rating System
The Elo rating system (Elo, 1967, 1978), is a
method for quantifying the relative skill levels of
players in two-player competitive games such as
chess. It assigns a numerical rating to each player,
representing their skill level.

The Elo rating system updates players’ ratings
after each game based on the outcome. The formula
to update the rating involves several steps. First,
the expected score for player A against player B is
calculated using the formula:

EA =
1

1 + 10(RB−RA)/400
,

where RA and RB are the current ratings of players
A and B, respectively. Similarly, the expected
score for player B is:

EB =
1

1 + 10(RA−RB)/400
.

Note that EA + EB = 1. The actual score SA is
1 if player A wins, 0 if player A loses, and 0.5 in
the case of a draw. Similarly, SB is 1 if player B
wins, 0 if player B loses, and 0.5 for a draw. The
new ratings for players A and B are updated using
the formulas:

R′
A = RA +K(SA − EA)

R′
B = RB +K(SB − EB)

Here, K is a constant known as the K−factor,
which determines the sensitivity of the rating sys-
tem. A higher K−factor means ratings change
more significantly after each game, making the sys-
tem more responsive to recent results. Conversely,
a lower K–factor results in smaller changes, mak-
ing the ratings more stable and less sensitive to new
results. The K−factor can vary; in chess, it is of-
ten set to 32 for new players and 16 for established
players, but these values can be adjusted depending
on the specific application and the desired stability
of the ratings.

It can be shown that while the values of K and
the initial Elo ratings RA and RB affect the nu-
merical scores obtained after calculation, the rela-
tive ranking of players remains unchanged. Addi-
tionally, the order of "games" does not affect the
final ranking, ensuring the consistency of the sys-
tem regardless of the sequence in which games are
played.

D.2 Hyperparameters for Elo Rating
Calculation

In the process of calculating Elo ratings for annota-
tion evaluations, we utilized the following hyperpa-
rameters:

• K–factor: 32
• Initial Elo rating: 1000

D.3 Hyperparameters for Similarity
Measures

The English-trained checkpoint bleurt-base-128
and ROUGE-1 were used in this study. We con-
sidered a range of thresholds, T , for each measure
through exploratory data analysis and adaptive grid
search. The T chosen for each measure coordi-
nates to the highest achieved Spearman correlation
to the human-generated rankings. The T selected
for each measure is:

• BLEURT-E: -0.1532
• BLEU-E: 0.352
• METEOR-E: 0.01
• ROUGE-E: 0.45.

E Prompts Format for Instruction Tuning

This section details the prompts format used for
instruction tuning. This format ensures that the
model clearly understands the task and generates
the appropriate response based on the given instruc-
tion.
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Figure 3: Validation losses for Mistral-7B-Instruct-v0.2, Llama-2-7B-chat-hf, and Llama-3-8B-Instruct during
training with their respective optimal ranks r in LoRA. Plot generated using WandB (Weights & Biases, 2024).

E.1 Llama-2-7B and Mistral-7B
Both Llama-2-7B-chat-hf and Mistral-7B-Instruct-
v0.2 use the same prompt format for instruction
tuning. We provide the instructions for the model
within the [INST] and [/INST] tags, and the model
generates everything following the [/INST] tag.
The entire prompt is enclosed within <s> and </s>
tags.

The prompt format used is mentioned below:
<s>[INST] Given the input sentence, identify

all the triplets of entities and the
corresponding causal relationships between
them. The entities should be phrases from
the input sentence, and the relationships
should either be 'Positive' or 'Negative'.
Each new extracted triplet should start
with the <triplet> token, followed by the
subject phrase, the object phrase, and the
relationship, separated by <subj> and <obj>
tokens.

Input Sentence: <Sentence> [/INST]

Causal Relation Triplets : <triplet> Subject_1
<subj> Target_1 <obj> Relationship_1

<triplet> Subject_2 <subj> Target_2 <obj>
Relationship_2 </s>

A complete example, including the prompt, a
sample sentence, and its causal relation triplets
used for instruction tuning, is provided below:
<s>[INST] Given the input sentence, identify

all the triplets of entities and the
corresponding causal relationships between
them. The entities should be phrases from
the input sentence, and the relationships
should either be 'Positive' or 'Negative'.
Each new extracted triplet should start

with the <triplet> token, followed by the
subject phrase, the object phrase, and the
relationship, separated by <subj> and <obj>
tokens.

Input Sentence: Islamist violence in Mali has
also hit cattle herding areas, forcing
farmers to abandon their trade. Climate
change too has led to competition for
grazing lands and water, leading to
intercommunal conflicts. The result,
increased costs for breeders. [/INST]

Causal Relation Triplets : <triplet> islamist
violence <subj> cattle herding <obj>
negative

<triplet> climate change <subj> competition for
grazing lands and water <obj> positive

<triplet> competition for grazing lands and
water <subj> intercommunal conflicts <obj>
positive

<triplet> intercommunal conflicts <subj>
increased costs for breeders <obj> positive
</s>

E.2 Llama-3-8B
Llama-3-8B-Instruct follows a different prompt for-
mat compared to Llama-2 or Mistral. An example
of the prompt format for Llama-3-8B-Instruct is
provided below:
<|begin_of_text|><|start_header_id|>

system<|end_header_id|>

Given the input sentence, identify all the
triplets of entities and the corresponding
causal relationships between them. The
entities should be phrases from the input
sentence, and the relationships should
either be 'Positive' or 'Negative'. Each
new extracted triplet should start with the
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<triplet> token, followed by the subject
phrase, the object phrase, and the
relationship, separated by <subj> and <obj>
tokens. <|eot_id|><|start_header_id|>
user<|end_header_id|>

Input Sentence : A direct negative effect that
for example a wind farm can have on the
trawl fishery (reduced fishing activity),
<|eot_id|><|start_header_id|>
assistant<|end_header_id|>

Casual Relation Triplets : <triplet> wind farm
<subj> trawl fishery <obj> negative
<|eot_id|>

F Prompts Format For Zero- and
Three-Shot Learning

F.1 Zero-Shot Learning

To achieve structured output in zero-shot and three-
shot in-context learning, we optimized the prompts.
Examples of the prompts used in zero-shot in-
context learning for all the models are as follows:

F.1.1 Llama-2-7B-chat-hf

<s>[INST] <<SYS>> Given the input sentence,
identify all the triplets (subject,
object and causal relation) . The
subject and object should be phrases
from the input sentence.

The causal relation between subject and
object should strictly be either
"Positive" or "Negative" and nothing
else.

Each new extracted triplet i.e. subject,
object and relation should start with a
newline should be within <triple> and
</triplet>. The subject should be
within <subj> and </subj> tokens. The
object should be within <obj> and
</obj> tokens. The causal relation
should be within <relation> and
</relation> tokens. The format of
output of each triplet should be
strictly like below:

<triplet>
<subj> </subj>
<obj> </obj>
<relation> </relation>

</triplet>
<</SYS>>
Input Sentence : pastoralists in the arid

and semi-arid regions of Mali continue
to face increasing risk due to low
levels of rainfall [/INST]

Causal Relation Triplet :

<triplet>
<subj> pastoralists</subj>
<obj> low levels of rainfall</obj>
<relation> Negative</relation>

</triplet>

<triplet>
<subj> Mali</subj>
<obj> increasing risk</obj>
<relation> Positive</relation>

</triplet>

Note: The subject and object phrases are
enclosed within <subj> and <obj>
tokens, respectively, and the causal
relation is enclosed within <relation>
and </relation> tokens.

F.1.2 Llama-3-8B-Instruct

<|begin_of_text|> <|start_header_id|> system
<|end_header_id|>Given the input
sentence, identify all the triplets
(subject, object and causal relation).
The subject and object should be
phrases from the input sentence.

The causal relation between subject and
object should strictly be either
"Positive" or "Negative" and nothing
else.

Each new extracted triplet i.e. subject,
object and relation should start with a
newline should be within <triple> and
</triplet>. The subject should be
within <subj> and </subj> tokens. The
object should be within <obj> and
</obj> tokens. The causal relation
should be within <relation> and
</relation> tokens.

The format of output of each triplet should
be strictly like below:

<triplet>
<subj> </subj>
<obj> </obj>
<relation> </relation>

</triplet> <|eot_id|><|start_header_id|>
user <|end_header_id|>

Input Sentence : Women identified forced sex
and men highlighted lack of awareness
about contraception and fear of side
effects as important causes of kunika.
<|eot_id|><|start_header_id|> assistant
<|end_header_id|>

<triplet>
<subj>Women</subj>
<obj>forced sex</obj>
<relation>Positive</relation>

</triplet>

<triplet>
<subj>men</subj>
<obj>lack of awareness about

contraception and fear of side
effects</obj>

<relation>Positive</relation>
</triplet>

<triplet>
<subj>men</subj>
<obj>kunika</obj>
<relation>Negative</relation>

</triplet>

F.1.3 Mistral-7B-Instruct-v0.2
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<s>[INST] Given the input sentence, identify
all the triplets (subject, object and
causal relation) . The subject and
object should be phrases from the input
sentence.

The causal relation between subject and
object should strictly be either
"Positive" or "Negative" and nothing
else.

Each new extracted triplet i.e. subject,
object and relation should start with a
newline should be within <triple> and
</triplet>. The subject should be
within <subj> and </subj> tokens. The
object should be within <obj> and
</obj> tokens. The causal relation
should be within <relation> and
</relation> tokens. The format of
output of each triplet should be
strictly like below:

<triplet>
<subj> </subj>
<obj> </obj>
<relation> </relation>

</triplet>

Input Sentence : pastoralists in the arid
and semi-arid regions of Mali continue
to face increasing risk due to low
levels of rainfall [/INST]

Causal Relation Triplet :
<triplet>

<subj> pastoralists in the arid and
semi-arid regions of Mali </subj>

<obj> face increasing risk </obj>
<relation> Positive </relation>

</triplet>
<triplet>

<subj> Low levels of rainfall </subj>
<obj> cause pastoralists in the arid and

semi-arid regions of Mali to face
increasing risk </obj>

<relation> Negative </relation>
</triplet>

F.2 Three-Shot Learning

To achieve structured output in three-shot in-
context learning, we optimized the prompts. Below
are examples of the prompts used in three-shot in-
context learning for all the models:

F.2.1 Llama-2-7B-chat-hf

<s>[INST] <<SYS>> Given the input sentence,
identify all the triplets of entities
and the corresponding causal
relationships between them. The
entities should be phrases from the
input sentence, and the relationships
should either be 'Positive' or
'Negative'. Each new extracted triplet
should start with the <triplet> token,
followed by the subject phrase, the
object phrase, and the relationship,
separated by <subj> and <obj> tokens.

Don't add extra sentences.

<</SYS>>
Input Sentence : the current price of local

rice (sold loose) at the local market
is 1850 ngn/1kg. the price is expected
to rise to 2100 ngn/1kg in 6 weeks, due
to the high cost of oil. [/INST]

Causal Relation Triplets : <triplet> high
cost of oil <subj> price of local rice
<obj> positive

</s>
[INST]
Input Sentence : Participants also believed

that illiteracy and low levels of
education among some of the women were
barriers to seeking skilled pregnancy
health care. [/INST]

Causal Relation Triplets : <triplet>
illiteracy among women <subj> access to
skilled pregnancy health care <obj>
negative

<triplet> low education among women are
understaffed <subj> access to skilled
pregnancy health care <obj> negative

</s>
[INST]
Input Sentence : Other health sources of

protein are lean meats, low-fat milk,
nuts, and beans such as kidney beans.
[/INST]

Causal Relation Triplets : <triplet> nuts
<subj> health sources of protein <obj>
positive

<triplet> meats <subj> health sources of
protein <obj> positive </s>

<triplet> milk <subj> health sources of
protein <obj> positive </s>

<triplet> beans <subj> health sources of
protein <obj> positive </s>

</s>
[INST]
Input Sentence : pastoralists in the arid

and semi-arid regions of Mali continue
to face increasing risk due to low
levels of rainfall [/INST]

Causal Relation Triplets :
<triplet> low rainfall <subj> risk faced by

pastoralists <obj> negative

F.2.2 Llama-3-8B-Instruct

<|begin_of_text|> <|start_header_id|> system
<|end_header_id|> Given the input
sentence, identify all the triplets of
entities and the corresponding causal
relationships between them. The
entities should be phrases from the
input sentence, and the relationships
should either be 'Positive' or
'Negative'. Each new extracted triplet
should start with the <triplet> token,
followed by the subject phrase, the
object phrase, and the relationship,
separated by <subj> and <obj> tokens.

Don't add extra sentences.
<|eot_id|><|start_header_id|> user
<|end_header_id|>

Input Sentence : the current price of local
rice (sold loose) at the local market
is 1850 ngn/1kg. the price is expected
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to rise to 2100 ngn/1kg in 6 weeks, due
to the high cost of oil.
<|eot_id|><|start_header_id|> assistant
<|end_header_id|>

Causal Relation Triplets : <triplet> high
cost of oil <subj> price of local rice
<obj> positive
<|eot_id|><|start_header_id|> user
<|end_header_id|>

Input Sentence : Participants also believed
that illiteracy and low levels of
education among some of the women were
barriers to seeking skilled pregnancy
health care.
<|eot_id|><|start_header_id|> assistant
<|end_header_id|>

Causal Relation Triplets : <triplet>
illiteracy among women <subj> access to
skilled pregnancy health care <obj>
negative

<triplet> low education among women are
understaffed <subj> access to skilled
pregnancy health care <obj> negative
<|eot_id|><|start_header_id|> user
<|end_header_id|>

Input Sentence : Other health sources of
protein are lean meats, low-fat milk,
nuts, and beans such as kidney
beans.<|eot_id|><|start_header_id|>
assistant <|end_header_id|>

Causal Relation Triplets : <triplet> nuts
<subj> health sources of protein <obj>
positive

<triplet> meats <subj> health sources of
protein <obj> positive

<triplet> milk <subj> health sources of
protein <obj> positive

<triplet> beans <subj> health sources of
protein <obj> positive
<|eot_id|><|start_header_id|> user
<|end_header_id|>

Input Sentence : pastoralists in the arid
and semi-arid regions of Mali continue
to face increasing risk due to low
levels of rainfall
<|eot_id|><|start_header_id|> assistant
<|end_header_id|>

Causal Relation Triplets : <triplet> forced
sex <subj> kunika <obj> positive

<triplet> lack of awareness about
contraception <subj> kunika <obj> positive

<triplet> fear of side effects <subj> kunika
<obj> positive

F.2.3 Mistral-7B-Instruct-v0.2

<s>[INST] Given the input sentence, identify
all the triplets of entities and the
corresponding causal relationships
between them. The entities should be
phrases from the input sentence, and
the relationships should either be
'Positive' or 'Negative'. Each new
extracted triplet should start with the
<triplet> token, followed by the
subject phrase, the object phrase, and

the relationship, separated by <subj>
and <obj> tokens.

Don't add extra sentences.
Input Sentence : the current price of local

rice (sold loose) at the local market
is 1850 ngn/1kg. the price is expected
to rise to 2100 ngn/1kg in 6 weeks, due
to the high cost of oil. [/INST]

Causal Relation Triplets : <triplet> high
cost of oil <subj> price of local rice
<obj> positive

</s>
[INST]
Input Sentence : Participants also believed

that illiteracy and low levels of
education among some of the women were
barriers to seeking skilled pregnancy
health care. [/INST]

Causal Relation Triplets : <triplet>
illiteracy among women <subj> access to
skilled pregnancy health care <obj>
negative

<triplet> low education among women are
understaffed <subj> access to skilled
pregnancy health care <obj> negative

</s>
[INST]
Input Sentence : Other health sources of

protein are lean meats, low-fat milk,
nuts, and beans such as kidney beans.
[/INST]

Causal Relation Triplets : <triplet> nuts
<subj> health sources of protein <obj>
positive

<triplet> meats <subj> health sources of
protein <obj> positive </s>

<triplet> milk <subj> health sources of
protein <obj> positive </s>

<triplet> beans <subj> health sources of
protein <obj> positive </s>

</s>
[INST]
Input Sentence : pastoralists in the arid

and semi-arid regions of Mali continue
to face increasing risk due to low
levels of rainfall [/INST]

Causal Relation Triplets :
<triplet> low levels of rainfall <subj>

risk faced by pastoralists in arid and
semi-arid regions of Mali <obj>
positive.

G User Interfaces

In this appendix, we provide screenshots of the two
custom Dash-based user interfaces (UIs) (Plotly,
2024) developed for this study. These UIs were
integral to the annotation and evaluation processes,
facilitating consistent data collection and pairwise
comparisons.

G.1 Annotation Interface

Figure 4 shows the UI used by the seven partic-
ipants to annotate the 20 selected samples. This
interface was designed to be user-friendly and effi-
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cient, allowing participants to focus on the quality
of their annotations. The annotations were saved in
JSON format for consistency and ease of process-
ing.

G.2 Elo Comparison Interface

Figure 5 displays the UI used for the Elo rating
comparisons. In this interface, pairs of annotations
were presented to participants, who were asked to
choose the better annotation for each pair. This
interface randomized the sequence of comparisons
to eliminate potential biases and ensured that par-
ticipants could not see their own annotations to
prevent bias.

H Split Creation

The splits were created by taking the labelers an-
notations (7), extracting the names into a set, and
generating a list of random numbers the length
of which is the amount of combinations times the
amount of texts chosen. Then, with nested loops,
the outer of which being the texts, and the inner
being the possible labeler combinations, these num-
bers were assigned in order (front of list to back
of list). The dictionary was then sorted and made
back into a dictionary. Then, this list was divided
into splits by iterating through it, assigning one dat-
apoint at a time to each labeler skipping that point
if the labeler that is up is in the combinations. This
loop continues until all points are assigned.

LLM additions followed a similar process. We
looped through each labeler and created a combi-
nation list with them and the LLMs, but not the
LLMs with each other. After, we generated values
a random list and added the current length of the
list to each point. Then, looping through the rest of
the labelers, we follow the same process of looping
through the dictionary and assigning one point at a
time to a labeler. After all labelers had been paired
with the LLMs, we created the combination list of
the LLMs with each other, and followed the same
process of looping through the labelers.

Finally, we generated a list of random numbers
for each labeler as long as an individual labeler’s
split. Then, we reassigned the key values to the new
list of random numbers to obscure the ordering in
which the labels were added so as to randomize
the order of presentation of pairings between la-
beler+labeler, labeler+LLM and LLM.

Inter-rater splits were created using only LLM
outputs, where each labeler compared the three

combinations for each of 20 samples.

H.1 Inter- and Intra-Rater Reliability
The bar plot in Figure 6 illustrates the inter- and
intra-rater reliability among different percentages
of raters. Specifically, 57.1% of raters agreed on
10% of the samples, 71.4% of raters agreed on
20% of the samples, another 85.7% of raters also
agreed on 20% of the samples, and finally, 100% of
raters agreed on 50% of the samples. Notably, this
distribution shows that 90% of the data (0.2 + 0.2
+ 0.5) received agreement from 71.4% of raters or
more, highlighting a substantial consensus among
the majority of raters in this evaluation. Raters,
furthermore, demonstrated 90.5% self-consistency.

I Rater Guidelines

To support annotation scoring consistency and sci-
entific reproducibility, raters were instructed to use
the following guidelines when choosing a winner
during pairwise comparisons:

1. Prefer more ‘better’ tuples rather than more
‘worse’ ones (this constitues our ’human-
thresholded’ F1 per discussion today).

2. Prefer node names that do not introduce new
concepts that are not present in the text.

3. Prefer source/target in correct position.

4. If A affects B and if B affects C, we can also
infer that A affects C. However, we should
not include "A affects C” in the annotations,
unless it is explicitly mentioned.

5. Prefer node names as close to the text as pos-
sible.

6. Prefer verbose node names (include adjec-
tives) as these contain information that can
be referenced, utilized, or abstracted away as
necessary by downstream tasks/processes.

7. Prefer splitting node names at ‘and’ conjunc-
tions when concepts are ‘distinct’, e.g., in
“It is expected that both ecological and so-
cial compensation measures improve the over-
all acceptance of a local infrastructure, thus
anchoring the latter within the surrounding
community” it is better to have one source
nodes corresponding to ecological compensa-
tion measures as well as one corresponding to
social compensation measures.
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Figure 4: Screenshot of the annotation interface used by participants to annotate the text samples.

Figure 5: Screenshot of the Elo comparison interface used for pairwise comparisons of annotations. This interface
helped in generating the Elo scores by allowing participants to select the better annotation in each presented pair.

8. Prefer correct direction of causal relation.

Some of these guidelines can be in conflict with
each other. In these cases, prefer a heuristic higher
on the above list; but in all cases, use your best
judgment.

J Contrasts with F1

Table 4 provides paired differences in correlations
between edge-based measures and vanilla F1 rank-
ings.

Measure Mean 90% CI 95% CI
BLEU-E 0.399 (0.263, 0.535) (0.234, 0.564)
METEOR-E 0.317 (0.142, 0.492) (0.105, 0.528)
ROUGE-E 0.371 (0.210, 0.532) (0.176, 0.566)
BLEURT-E 0.322 (0.173, 0.471) (0.141, 0.503)

Table 4: Mean paired differences between similarity
measures’ and the baseline F1 measure’s correlations.

K Datasheet

K.1 Motivation for Dataset Creation

• Why was the dataset created? (e.g., were there
specific tasks in mind, or a specific gap that
needed to be filled?) The dataset is an amal-
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Figure 6: Inter-rater reliability for paired annotations

gamation of SES literature that is relevant to
the authors of this article and/or their collab-
orators. Each sub-dataset was created in the
process of developing FCM models of the rel-
evant system.

• What (other) tasks could the dataset be used
for? Are there obvious tasks for which it
should not be used? Absolutely. We plan to
further utilize this data in the construction of
’collective intelligence’ models of these SES.

• Has the dataset been used for any tasks al-
ready? If so, where are the results so others
can compare (e.g., links to published papers)?
No.

• Who funded the creation of the dataset? If
there is an associated grant, provide the grant
number. The dataset creation was funded un-
der the grants listed in the Acknowledgements
section.

K.2 Dataset Composition
• What are the instances? (that is, examples;

e.g., documents, images, people, countries)
Are there multiple types of instances? (e.g.,
movies, users, ratings; people, interactions
between them; nodes, edges) Are relationships
between instances made explicit in the data
(e.g., social network links, user/movie ratings,
etc.)? How many instances of each type are
there? Instances are text passage-tuple pairs
that correspond to text data and associated
concept pairs connected by causal relation
edges. The dataset is apportioned as follows:

– Total unique in Training: 224

– Total unique in Validation : 38
– Total unique in Testing : 56

• What data does each instance consist of?
“Raw” data (e.g., unprocessed text or images)?
Features/attributes? Is there a label/target as-
sociated with instances? If the instances are
related to people, are subpopulations identi-
fied (e.g., by age, gender, etc.) and what is
their distribution? See above. Concepts
can consist of anything that, roughly, ’qualita-
tively or quantitatively increases or decreases.’

• Is everything included or does the data rely
on external resources? (e.g., websites, tweets,
datasets) If external resources, a) are there
guarantees that they will exist, and remain
constant, over time; b) is there an official
archival version. Are there licenses, fees or
rights associated with any of the data? The
data does not rely on external resources.

• Are there recommended data splits or eval-
uation measures? (e.g., training, develop-
ment, testing; accuracy/AUC) When training
on multiple models, it is important to use a
consistent test set.

• What experiments were initially run on this
dataset? Have a summary of those results and,
if available, provide the link to a paper with
more information here. Any other comments?
N/A

K.3 Data Collection Process
• How was the data collected? (e.g., hardware

apparatus/sensor, manual human curation,
software program, software interface/API;
how were these constructs/measures/methods
validated?) Text passages were collected by
extracting raw text from PDF documents and
encoding them as strings. Annotations were
assigned via the UI described in the main pa-
per body and appendices.

• Who was involved in the data collection pro-
cess? (e.g., students, crowdworkers) How
were they compensated? (e.g., how much were
crowdworkers paid?) Only authors were in-
volved in the data collection process. Funding
consisted of salary and hourly pay.

• Over what time-frame was the data collected?
Does the collection time-frame match the cre-
ation time-frame? 3 years. How was the data
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associated with each instance acquired? Was
the data directly observable (e.g., raw text,
movie ratings), reported by subjects (e.g., sur-
vey responses), or indirectly inferred/derived
from other data (e.g., part of speech tags;
model-based guesses for age or language)?
If the latter two, were they validated/verified
and if so how? The data was directly observed
in text.

• Does the dataset contain all possible in-
stances? Or is it, for instance, a sample (not
necessarily random) from a larger set of in-
stances? If the dataset is a sample, then what
is the population? What was the sampling
strategy (e.g., deterministic, probabilistic with
specific sampling probabilities)? Is the sam-
ple representative of the larger set (e.g., geo-
graphic coverage)? If not, why not (e.g., to
cover a more diverse range of instances)?
How does this affect possible uses? This
dataset is a sample. The population consists of
"all possible passage-tuple pairs." The dataset
is representative in the same sense as data in
other fine-tuning efforts (i.e., there is not a
precisely meaningful sense of ’representative-
ness’).

• Is there information missing from the dataset
and why? (this does not include intention-
ally dropped instances; it might include, e.g.,
redacted text, withheld documents) Is this data
missing because it was unavailable? N/A

• Are there any known errors, sources of noise,
or redundancies in the data? Conversion of
PDF to raw text can introduce errors, which
we manually evaluated through samples.

K.4 Dataset Distribution

• How is the dataset distributed? (e.g., website,
API, etc.; does the data have a DOI; is it
archived redundantly?) It has thus far been
shared only within the research team.

• When will the dataset be released/first dis-
tributed? (Is there a canonical paper/refer-
ence for this dataset?)The dataset will be re-
leased upon publication of the work.

• What license (if any) is it distributed under?
Are there any copyrights on the data? The
data will be openly available.

• Are there any fees or access/export restric-
tions? No.

K.5 Dataset Maintenance
• Who is supporting/hosting/maintaining the

dataset?

• How does one contact the owner/curator/man-
ager of the dataset (e.g. email address, or
other contact info)? The dataset may be re-
quested from the main author.

• Will the dataset be updated? How often and
by whom? How will updates/revisions be doc-
umented and communicated (e.g., mailing list,
GitHub)? Is there an erratum? Potentially.

• If the dataset becomes obsolete how will this
be communicated? N/A

• Is there a repository to link to any/all paper-
s/systems that use this dataset? N/A

• If others want to extend/augment/build on this
dataset, is there a mechanism for them to
do so? If so, is there a process for track-
ing/assessing the quality of those contribu-
tions. What is the process for communicat-
ing/distributing these contributions to users?
Please send a request to the corresponding
author.

K.6 Legal & Ethical Considerations
• If the dataset relates to people (e.g., their at-

tributes) or was generated by people, were
they informed about the data collection? (e.g.,
datasets that collect writing, photos, interac-
tions, transactions, etc.) N/A

• If it relates to other ethically protected sub-
jects, have appropriate obligations been met?
(e.g., medical data might include information
collected from animals) N/A

• If it relates to people, were there any ethical
review applications/reviews/approvals? (e.g.
Institutional Review Board applications)N/A

• If it relates to people, were they told what the
dataset would be used for and did they con-
sent? What community norms exist for data
collected from human communications? If
consent was obtained, how? Were the people
provided with any mechanism to revoke their
consent in the future or for certain uses? N/A
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• If it relates to people, could this dataset ex-
pose people to harm or legal action? (e.g.,
financial social or otherwise) What was done
to mitigate or reduce the potential for harm?
N/A

• If it relates to people, does it unfairly ad-
vantage or disadvantage a particular social
group? In what ways? How was this miti-
gated? N/A

• If it relates to people, were they provided with
privacy guarantees? If so, what guarantees
and how are these ensured? N/A

• Does the dataset comply with the EU General
Data Protection Regulation (GDPR)? Does it
comply with any other standards, such as the
US Equal Employment Opportunity Act? N/A

• Does the dataset contain information that
might be considered sensitive or confidential?
(e.g., personally identifying information) No.

• Does the dataset contain information that
might be considered inappropriate or offen-
sive? No.
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