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Abstract

Perspective-getting (i.e., the effort to obtain
information about the other person’s perspec-
tive) can lead to more accurate interpersonal
understanding. In this paper, we develop an ap-
proach to measure perspective-getting and ap-
ply it to English Wikipedia discussions. First,
we develop a codebook based on perspective-
getting theory to operationalize perspective-
getting into two categories: asking questions
about and attending the other’s perspective.
Second, we use the codebook to annotate
perspective-getting in Wikipedia discussion
pages. Third, we fine-tune a RoBERTa model
that achieves an average F-1 score of 0.76 on
the two perspective-getting categories. Last,
we test whether perspective-getting is associ-
ated with discussion outcomes. Perspective-
getting was not higher in non-escalated discus-
sions. However, discussions starting with a
post attending the other’s perspective are fol-
lowed by responses that are more likely to also
attend the other’s perspective. Future research
may use our model to study the influence of
perspective-getting on the dynamics and out-
comes of online discussions.

1 Introduction

Understanding what other individuals think or
feel is important for effective interpersonal behav-
ior, such as building and maintaining social re-
lationships (Hughes and Leekam, 2004; Keysar
et al., 2003), effective customer service (Axtell
et al., 2007), or reaching agreements in nego-
tiations (Galinsky et al., 2008; Trötschel et al.,
2011). Individuals take another individual’s per-
spective (i.e., engage in perspective-taking) by
putting themselves in the same “mental shoes” as
the other (Galinsky et al., 2008) and by recogniz-
ing that this other person’s perspective differs from
their ego-centric perspective (Epley et al., 2004a).
Scholars have shown that imagining someone else’s

perspective and incorporating this alternative view-
point in communication is a notoriously difficult
task (Eyal et al., 2018; Epley et al., 2004a; Damen
et al., 2020, 2019). Individuals may take their own
perspective as an anchor for assessing other’s per-
spective, lack motivations to seek for information
about other’s perspective, or consider perspective-
taking as requiring too much mental effort (Epley
et al., 2004a,b). Consequently, individuals often
fail to accurately infer the perspective of others (Re-
alo et al., 2003; Eyal et al., 2018).

In contrast to the cognitive process of imag-
ining an other’s perspective through perspective-
taking, the strategy of perspective-getting results
in a more accurate assessment of the other’s per-
spective (Bruneau and Saxe, 2012; Eyal et al., 2018;
Kalla and Broockman, 2023). Perspective-getting
refers to directly asking about and listening to infor-
mation related to another person’s thoughts, feel-
ings, beliefs, or preferences (Damen et al., 2021;
Eyal et al., 2018; Kalla and Broockman, 2023)
instead of simply imagining the other’s perspec-
tive. In contrast to perspective-taking, perspective-
getting can likely be more accurately annotated and
detected as it is about detecting visible behavior as
opposed to cognitive states from text. Perspective-
getting has been operationalized as whether the
interlocutor asks a target interlocutor about their
perspective (Eyal et al., 2018; Damen et al., 2021)
and as whether interlocutors summarize the other’s
perspective (Kalla and Broockman, 2023).

Previous work manipulated perspective-getting
via participant instructions in experimental settings
(Bruneau and Saxe, 2012; Eyal et al., 2018; Damen
et al., 2021; Kalla and Broockman, 2023). To the
best of our knowledge, perspective-getting was not
studied outside lab settings and has not been in-
vestigated computationally. We study perspective-
getting in a natural online discussion settings on
Wikipedia and build a classifier for computational
analysis.
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Shortened Example

Attending the
Other’s Perspec-
tive (AOP)

3 Message: MOS:INTRO states for the LEDE explicit ”Do not hint at startling facts without
describing them”. I suppose that the "War beginning" is such a startling facts , @DS: why do you
refuse to give the reader the information about issues 1-4 in the lede?.
Reply: To state when the war started is not a “startling fact”. I see no reason to mention in the
lede that the Chilean troops capturing Antofagasta got a warm welcome, it is quite simply an
undue bit of trivia for the lede.

7 Message: If the statement is not in serious dispute (i.e. in high-quality sources) then it’s a fact we
can just assert. Failing to do so would not be neutral. ||
Reply: We’ve gotten circular at this point, need input from others.

Asking for Clarifi-
cation (AFC)

3 Message: This article barely reads like an article. Opinions are stated as facts, speculations are
presented as conclusions, etc., and numerous questions are omitted.
Reply: It would help if you were more specific.

7 Message: Isabel Allende is the Spanish speaking equivalent to English author E.L. James. She
is the author of the fifty shades of grey books. I’m curious, would you use a biography of E.L.
James to validate an assertion on a war history article? I’m going out on a limb here but it appears
your clearly out of you depth when comes to Latin american history articles, the fact your clearly
using a quote finder and not being scrupulous with the quote and the source validates my point.
Reply: You do not get to dismiss a source just because you do not like it, not a single piece of text
you have written actually disputes the sources I have supplied, cheers.

Table 1: Perspective-getting. For our perspective-getting categories AOP and AFC, we display two example mes-
sages, one displaying (3) and one not displaying (7) the category. We also display the previous message (Message)
that the considered message replies to (Reply). Annotators see both messages during annotation, RoBERTa only
sees the Reply. Perspective-getting refers to AFC about the other’s perspective (Damen et al., 2021; Eyal et al.,
2018) and listening to the other’s perspective — which was operationalized with summarization by Kalla and
Broockman (2023) and Bruneau and Saxe (2012). Our AOP category encompasses summarization.

Approach and contributions In this study, we
aim to measure perspective-getting in messages in
online discussions.

First, we develop a codebook to operationalize
perspective-getting into two categories: Attend-
ing an Other’s Perspective (AOP) and Asking For
Clarification (AFC). Our codebook is grounded in
previous literature on perspective-getting (Kalla
and Broockman, 2023; Eyal et al., 2018; Damen
et al., 2021) and contains examples from Wikipedia
discussions. We specifically focus on discussions
between editors on Wikipedia, during which editors
have to reach a consensus on a difference in point
of view (Black et al., 2011; De Kock and Vlachos,
2021, 2022). We expect this to be a relevant setting
to study perspective-getting as, to come to a joint
resolution, it should be important to understand
each other’s perspective.

Second, we annotate perspective-getting in
Wikipedia discussions and then fine-tune a
RoBERTa model (Liu et al., 2019), which achieves
a macro average F1 score of 0.76.

Third, we test whether perspective-getting scores
are associated with (i) the escalation of Wikipedia
discussions to a moderator and (ii) the develop-
ment of perspective-getting in Wikipedia discus-
sions. Perspective-getting was not higher in non-

escalated discussions. However, discussions start-
ing with a post attending the other’s perspective
(AOP) are more often followed by responses that
show AOP as well. The codebook, dataset and code
are included in our project’s OSF repository.

2 Background

Perspective-getting (Eyal et al., 2018; Damen et al.,
2021; Kalla and Broockman, 2023) has been a more
recent term to differentiate the cognitive process
of perspective-taking from strategies that aim at
“getting” the perspective from another person (e.g.,
directly asking about their perspective). This under-
standing of perspective-getting has previously been
and sometimes still is incorporated in some defi-
nitions of perspective-taking (Bruneau and Saxe,
2012; Kalla and Broockman, 2020, 2023). In this
work, we focus on perspective-getting but we in-
clude insights from “perspective-taking” studies if
they operationalize it similar to our understanding
of perspective-getting as defined in Section 3.

Perspective-getting has not yet been measured
using NLP methods. But our two categories for
perspective-getting (AOP and AFC, see also Ta-
ble 1 and Section 3) are related to various research
topics in NLP. Attending the Other’s Perspective
(AOP) can manifest in various ways, including
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quoting, paraphrasing or summarizing the other’s
message. In NLP, various studies have investi-
gated quotation detection (Pareti et al., 2013), para-
phrase detection (Dolan and Brockett, 2005; He
et al., 2020; Kanerva et al., 2023), and summariza-
tion (El-Kassas et al., 2021; Tuggener et al., 2021).
However, AOP can not be fully represented by any
of them and even a combination would face new
challenges in the dialog setting.

Asking for Clarification (AFC) is related to de-
tecting questions, which can be challenging in on-
line messages as, for example, question marks can
be absent or questions might be phrased as informa-
tion requests (Wang and Chua, 2010). Transformer-
based architectures have been used with moder-
ate success to detect questions in informal online
texts (Saha et al., 2020, 2021; Kalouli et al., 2021).
For clarification questions specifically, there ex-
ist corpora (Rao and Daumé III, 2018; Xu et al.,
2019) and generative models (Zamani et al., 2020;
Rao and Daumé III, 2019). However, our problem
is even more complex than detecting clarification
questions. We are interested in questions aimed at
understanding the other’s perspective. Some “clari-
fication questions” might not aim to do that (e.g.,
“You’re joking, right?” in Table 5).

Our categories have also been relevant in
other work: For example, AFC and paraphras-
ing/summarizing operationalized in the AOP cate-
gory have been found to be critical to establish a
common ground of shared knowledge (Clark and
Brennan, 1991; Clark, 1996; Krauss and Fussell,
1991) and increasing understanding of each other
(Rogers and Farson, 1957).

A related task is empathy detection (Khanpour
et al., 2017; Xiao et al., 2012; Gibson et al., 2015;
Zhou et al., 2021; Buechel et al., 2018; Barriere
et al., 2022; Lahnala et al., 2022). For example,
Gibson et al. (2015) predicted the empathy level
of therapists in motivational interviews and de-
fined empathy as: “the extent to which the ther-
apist understands and/or makes an effort to grasp
the client’s perspective”. Furthermore, Sharma
et al. (2020) developed a framework to measure
expressed empathy in online mental health dialogs.
Two categories, Explorations (acquiring more in-
formation about others’ internal states) and Inter-
pretations (expressing understanding of states of
others), relate to perspective-getting but are still too
far removed from the setting of online discussions.

3 Operationalizing Text-Based
Perspective-Getting

Perspective-getting refers to directly asking
about (Eyal et al., 2018; Damen et al., 2021) or lis-
tening to (Eyal et al., 2018; Kalla and Broockman,
2023) other person’s perspective (Eyal et al., 2018;
Kalla and Broockman, 2023), for example, their
experiences, thoughts, feelings, beliefs, or prefer-
ences. In lab experiments, perspective-getting has
typically been operationalized (1) as whether the
perspective-getter asked about the perspective of
the other (Eyal et al., 2018; Damen et al., 2021) and
(2) as whether the perspective-getter summarized
the other’s perspective (Bruneau and Saxe, 2012;
Kalla and Broockman, 2023).

Based on (1) and (2), we introduce a codebook
(see Appendix A) for the text-based detection of
perspective-getting with two distinct categories:
Asking for Clarification of the other’s perspec-
tive (AFC) or Attending to the Other’s Perspec-
tive (AOP), for example, through summarization.
Examples of messages displaying each of the two
perspective-getting categories can be found in Ta-
ble 1. While each category could be more or less
pronounced in a text, we represent them as a binary
value in this work: present or absent. To the best
of our knowledge, we are the first to operational-
ize text-based perspective-getting. Although our
categories are intended to be generally applicable,
the added examples in the annotation codebook are
specific to the Wikipedia discussion pages. We now
discuss our categories in more detail.

Attending the Other’s Perspective (AOP) This
category is about whether the text message attends
the other’s perspective (AOP). The manifestation
of AOP can range from quoting or summarizing the
original message (Kalla and Broockman, 2023), to
otherwise mentioning or referencing specific parts
of the message when engaging with the other’s per-
spective (e.g., by taking a stance on it). Perspective-
getting and -taking literature has shown that explic-
itly attending the other’s perspective (e.g., sum-
marizing or paraphrasing the other) increases the
accuracy of understanding the other’s perspective
(Bruneau and Saxe, 2012; Kalla and Broockman,
2023). Note that AOP includes less prevalent (e.g.,
simply referencing and acknowledging the other’s
perspective) and more prevalent forms (e.g., ac-
tively engaging with the other perspective). In this
work, both forms are part of this category; we leave
more fine-grained distinctions to future work.
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Type initial no messages 1000+ words no errors only complete discussions ours

3
# messages 4,441 4,181 3,693 1,339 263
# discussions 217 208 203 96 20

7
# messages 133k 123,712 98,491 14,419 1,411
# discussions 9,006 8,768 8,711 2,834 263

Table 2: Data Pre-Processing Steps. We display the number of discussions and messages that remain for the
escalated (3) and non-escalated discussions (7), after the following pre-processing steps: (1) removing messages
with more than 1000 words, (2) removing duplicates or dangling messages (no errors) and (3) removing incomplete
discussions. Out of these, we annotated a selection of messages (ours) that showed disagreement.

Asking for Clarification (AFC) The second cat-
egory is about actively “getting” or understanding
the perspective of the other. This is mostly repre-
sented through asking questions (as operationalized
in previous perspective-getting literature (Damen
et al., 2021; Eyal et al., 2018)). We allow the “ques-
tions” to be implicit (e.g., “I think you meant ...”
instead of “Did you mean ...?”). Asking about the
other’s perspective can lead to better understanding
of the other’s perspective (Damen et al., 2021).

4 Dataset

WikiDisputes We use our codebook to anno-
tate perspective-getting in the WikiDisputes dataset
from De Kock and Vlachos (2021). This dataset
is derived from Wikipedia talk pages, where edi-
tors discuss possible changes to Wikipedia articles.
WikiDisputes consists of 133,019 messages in non-
escalated discussions and 4,441 messages in es-
calated discussions, i.e. where participants asked
for the discussion to be mediated by a moderator.
When editors do not reach consensus, the conflict
is escalated and resolved by arbitration.1 Previous
research shows that when task-related conflicts es-
calate, it decreases the group performance related
to editing the Wikipedia page (Arazy et al., 2013).

Data filtering We performed several steps to fil-
ter the dataset. See Table 2 for the number of re-
maining messages and discussions after each step.2

First, we removed messages with more than 1000
words to reduce annotation time (the mean number
of words in a message in the full dataset was 86.19).
Second, we removed message duplicates and mes-
sages that replied to a non-existent initial message
(i.e., the id of the ‘parent’ message points to a mes-
sage that is not in the dataset). Third, because of

1https://en.wikipedia.org/wiki/Wikipedia:
Dispute_resolution

2The initial #discussions differs from De Kock and Vla-
chos (2021) because they used different inclusion criteria.

our interest in discussion outcomes we removed in-
complete discussions, by removing all discussions
in which at least one message was removed in the
first two steps. This step led to a large reduction in
the number of discussions (Table 2).

Finally, a message was selected for annotation if
(i) the message was a reply to a discussion partner’s
message (so we did not evaluate topic-starters’ ini-
tial messages) and (ii) if the message demonstrated
a form of disagreement. When there is agreement
between the messages, we assume no perspective-
getting to be necessary as the ‘perspective’ is al-
ready shared.3 If a person wrote more than one
message in a row and directed them to the same
user, these messages were merged together.

Annotating perspective-getting Based on our
codebook, two researchers independently anno-
tated the WikiDisputes messages. Both annotators
were male, one being a master’s student in com-
putational social science and the other an assistant
professor in social science. The annotators each
independently labeled 165 messages across three
iterations. They labeled the perspective-getting of
a message with respect to the previous replied-to
message. After each iteration the messages that
were rated differently were discussed. While the
conceptual definitions of the categories remained
the same, we used the insights from these discus-
sions to adjust the illustrative examples in the code-
book. The 165 messages were not used for the
subsequent data analysis. In the final iteration, the
Cohen’s kappas for the separate categories were:
AOP = 0.78 and AFC = 0.71. Our values indi-
cate substantial to excellent annotator agreement
(Landis and Koch, 1977).

After the first three iterations, the two annota-
tors labelled the messages separately. In our final

3Perspective-getting can also take place in discussions
when participants already agree. However, such cases were
not the focus of this study.
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∑
AOP AFC

F1 P R F1 P R F1
LR 0.68 0.95 0.73 0.83 0.54 0.51 0.52
RB 0.76 0.78 0.71 0.74 0.78 0.78 0.78

Table 3: Classification performance. Performance of
Logistic Regression (LR) and RoBERTa (RB) on the
two perspective-getting categories. P stands for preci-
sion, R for recall and

∑
for macro-average. The results

for RoBERTa are means from three runs with different
seeds. Standard deviation is omitted as it stays consis-
tently ≤ 0.03. Best F1 performances are boldfaced.

dataset, AOP is present in 85% of the messages
(n=1429), while AFC is only present in 25% of the
messages (n=421). In total, we annotated 1,411
messages from the non-escalated and 263 from the
escalated discussions.

5 Predicting Perspective-Getting

We now use our annotated dataset to train and test
classification models to predict the two perspective-
getting categories.

5.1 Classifiers

As a message can contain both perspective-getting
categories, we train binary classifiers to predict the
presence of each category separately. We experi-
ment with a logistic regression model using a bag-
of-words representation and a fine-tuned RoBERTa
model. For the two perspective-getting categories,
we divide the dataset into different training (64%),
validation (16%) and test sets (20%). We do this
to keep the same proportion of present and absent
categories in the train, development and test sets.

We use logistic regression with L2 regularization
as a baseline, implemented using scikit-learn (Pe-
dregosa et al., 2011). Since Litvak et al. (2016)
found that specific words can signal perspective-
taking, we use the raw frequency of unigrams as
features. We remove stop words using a list from
the NLTK library (Bird and Loper, 2004). The
punctuation signs {‘?’, ‘!’, ‘.’} are treated as sep-
arate tokens and we replace all numbers with a
<num> token. To penalize the model inversely
proportional to the class frequency, we set the ‘class
weight’ parameter to ‘balanced’. We set the regular-
ization parameter to 0.1, after experimenting with
{10−3, 10−2, . . . , 102} on the development set.

We fine-tune a RoBERTa model (Liu et al.,
2019), with the default hyper-parameters: a learn-
ing rate of 5e−5, 500 warmup steps, and a dropout

AOP AFC

mention 0.41 ? 1.22

word 0.37 wikipedia -0.55

adding -0.36 work 0.42

edit -0.36 explain 0.38

know 0.35 feel 0.34

Table 4: Logistic Regression Coefficients. Features
with the highest predictive weight derived from the Lo-
gistic Regression models for the Perspective-Getting
Categories: Attending the Other’s Perspective (AOP)
and Asking for Clarification (AFC).

probability of 0.1. We use the Adam optimizer,
with β1 = 0.9, β2 = 0.999, ε = 1e−8 and a weight
decay of 0.1. We use five training epochs based on
results on the development set. We select the best
performing model by evaluating on every 50 steps
on the development set. We report the average
results after fine-tuning on three random seeds.

5.2 Results
We evaluate the models based on precision, recall
and F-1 scores. We report the macro average due
to the uneven class distribution in our dataset, see
Table 3. On average, RoBERTa outperforms the
logistic regression model (see the F1 macro avg).
RoBERTa performs worse for AOP (F1 of 0.74)
than for AFC (F1 of 0.78). In contrast, logistic
regression performs better for AOP (F1 of 0.83).

Feature and error analysis Table 4 shows
highly-weighted features of our Logistic Regres-
sion model. Some of these features are spe-
cific to the Wikipedia-based training dataset, like
wikipedia (AFC) and edit (AOP). The question
mark, the most important feature for the AFC cat-
egory, seems like a general sign of an attempt to
clarify the other’s position. However, a question
mark alone is not sufficient for predicting a gen-
uine ask for clarification in many cases (18% of
non-AFC utterances include a question mark, e.g.,
“Is this really difficult to understand for you??!?”
and 38% of AFC utterances do not include a ques-
tion mark, e.g., Table 1).

For RoBERTa, we manually analyzed a sample
of instances that the model predicted incorrectly
(Table 5). In the first example, the statement “If
there is no doubt it is a polish dialect” could be
understood as the author expressing interest in the
other’s perspective or a request to the previous au-
thor to explain their position. However, it could
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Cat Example P GT

AFC Message: There is no doubt it is a Polish dialect. One can doubt only by not knowing a history and
listening to todays’ dialect. But go back to the beginning of the 20th century and read some texts
written in the dialect from that period and you’ll clearly see it is a Polish dialect with very little Czech
influence. Today it sounds like a transitional dialect because of the presence (from 1920) of local
people in the Czech state, which heavily linguistically influenced the dialect. But let’s move some
500 metres to the Polish side of the border and you will hear more original version of the dialect (but
more tainted by the correct Polish language). Btw. read pl:Dialekt śląski. -

0 1

Reply: If there is no doubt it is a polish dialect, I am sure you will find reliable sources to support the
statement that it is a polish dialect and not anything else. If you do not, the text should be altered.
Before you support the statement by references or the article is altered, the NPOV tag should remain.

AOP Message: NPOV 1 0
Yes this is serious. The meanings of Abort Retry and Fail in this message were actually disntinct.
Abort would cause the program to return a TRUE value, fail would cause it to return a false value, and
retry would simply retry the operation to see if something changed(like a disc being placed in a drive).
Again, I’m totally serious about this concern.
Reply: You’re joking, right? If there’s a factual inaccuracy in the article then state your reason here
and make the change. I see no POV issues at all.

Table 5: Incorrect Model Predictions. Examples of incorrectly classified messages on AFC and AOP categories,
where the model predictions (P) differ from the annotation (GT) with high confidence.

also be read as an uptake of the previous position
(i.e., AOP) without genuine interest in further expla-
nation from the previous author. Similar to other
areas in NLP, our task might be subject to plau-
sible label variations (Pavlick and Kwiatkowski,
2019; Uma et al., 2021; Jiang and de Marneffe,
2022). However, overall, we reached reasonable
agreement between annotators – note though that
agreement was lower for AFC than for AOP.

For the second example, the model incorrectly
predicted AOP. This prediction is understandable
as it sounds like the responding author is paraphras-
ing the previous author’s message by addressing
the “factual inaccuracy” mentioned by them. How-
ever, when looking at the reply in context (i.e.,
in relation to the message it is answering to), it
becomes clear that the responding author did not
directly engage with anything specific the previous
author said. When adding even more context, this
becomes even clearer: The subsequent reply of the
original author starts with “No, I’m sadly not jok-
ing. And no, it’s not regarding factual inaccuracy
[...]”. Note that RoBERTa was only fine-tuned on
the reply and did not see the original message. This
might improve performance in future work.

6 How perspective-getting is associated
with discussion course and outcomes

Perspective-getting may influence online discus-
sions. First, conflict management and negotia-
tion scholars found that exchanging information
between negotiators positively influenced the ne-
gotiation process and outcomes (Trötschel et al.,

2011; Thompson and Hastie, 1990; Weingart et al.,
1993; Adair and Brett, 2005). Second, political
scientists demonstrated that exchanging narratives
between in and out-group members in interper-
sonal conversation may reduce negative attitudes
between the groups (Kalla and Broockman, 2020).
Recently, Kalla and Broockman (2023) found that
perspective-getting reduced negative stereotypes in
inter-group interaction. In sum, there are indica-
tions that perspective-getting is an effective strategy
to reduce conflict. We therefore now use our anno-
tated dataset to study the influence of perspective-
getting on online discussions’ outcomes.

6.1 Hypotheses
Perspective-getting and escalations to a moder-
ator In Wikipedia discussions, participants can
request a moderator when they can not resolve
a discussion by themselves (De Kock and Vla-
chos, 2021). Morrell (2010) suggest a relation-
ship between interpersonal understanding and hav-
ing constructive discussions without conflicts be-
tween citizens. Further, perspective-getting may
reduce conflicts between opposing groups by de-
creasing thinking in stereotypes (Kalla and Broock-
man, 2023). Hence, our first hypothesis (H1) is
that higher perspective-getting in a discussion are
related to a lower rate of escalations to a moderator.

Initial perspective-getting and the course of the
discussion Scholars have demonstrated how im-
portant the first message in an online conversation
is for the course of the conversation (Zhang et al.,
2018). Additionally, previous studies have found
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that perspective-getting is related to increased pos-
itive intentions towards the other and their social
group (Kalla and Broockman, 2023; Pagotto, 2010).
As perspective-getting is considered as a more
effective strategy to understand others (Damen
et al., 2021; Eyal et al., 2018; Kalla and Broock-
man, 2023), we expect a similar influence on the
course of the discussion: perspective-getting breeds
perspective-getting. Therefore, our second hypoth-
esis (H2) is that subsequent levels of perspective-
getting in a discussion are positively related to
higher perspective-getting in the first reply. Con-
sequently, the null hypothesis states that the afore-
mentioned relationship is insignificant.

6.2 Control Variables
The course and outcomes of discussions on
Wikipedia do not only depend on perspective-
getting behavior. There are several factors that
need to be controlled for when testing hypotheses.
First, discussions may differ in deliberation: how
much effort discussants put in providing support
for the arguments. Deliberation among discussants
is known to decrease the likelihood of escalation.
Second, discussions vary in the tone of how discus-
sants communicate with each other. A disrespectful
tone, e.g. with insults, is a typical cue for content
moderation (Stockinger et al., 2023). Third, discus-
sions may vary in how controversial the topic is.
Controversial discussions on Wikipedia, e.g. about
religion, are more likely to escalate and require
moderation (Yasseri et al., 2014).

Providing Support of own Arguments (PSA)
We control for whether the discussants provide
evidence for their own arguments while replying
to the original message, which is a sign that they
take the effort to justify their claims in a discus-
sion. It is a key measure of deliberation in online
discussions (Lundgaard and Etter, 2022), which
may decrease inter-group conflict in communica-
tion. We annotated PSA along the same process as
the perspective-getting categories. See an example
in Table 6. Cohen’s kappa was 0.86. In the anno-
tated data, 38% (637) of the messages show PSA
compared to 62% (1037) of the messages where
PSA was absent.

Respectful Tone of Voice (RTV) We control for
the extent to which discussants exercised a neutral
to respectful tone of voice towards the other. Tone
of voice has been suggested to be an important cue
to recognize genuine interpersonal understanding,

as it signals a discussant’s intention to engage with
other person’s perspective (Nilsen and Bacso, 2017;
Keysar, 1994). See an example in Table 6. The
Cohen’s kappa was 0.75. In the annotated data,
79% (1325) of the messages show RTV.

Topic controversiality Studies have shown that
how controversial a discussion topic is can influ-
ence discussion course and outcomes, such as esca-
lation (Rad and Barbosa, 2012; Alashri et al., 2015).
We therefore include how controversial a topic is
as a control variable to our analyses. Previous re-
search made a ranking of the most controversial
topic categories on Wikipedia (Yasseri et al., 2014).
This research identified and ranked controversial
topic categories on Wikipedia: politics, countries,
religion, history and social issues. We used this
ranking to develop an ordinal scale to measure
topic controversiality. This scale ranged from 5
for a discussion thread about the most controver-
sial category (politics) to 0 for discussion threads
about a non-controversial topic category (e.g., mu-
sic). We developed a codebook for this scale to
label the discussion threads in our dataset with
the topic categories. For example, the Wikipedia
discussion thread “List of sovereign states”4 was
labeled with the countries category, and received
a value of 4 as countries is the second most con-
troversial topic category in the ranking (Yasseri
et al., 2014). Two annotators used the codebook to
label the topics of all discussion threads into topic
categories (N=336). The intraclass correlation of
a doubly coded random sample (N=69) was very
good (0.77), implying a high level of agreement
between annotators.

6.3 Results

Perspective-getting and escalations to a moder-
ator (H1) We first conducted the Levene’s test
(Schultz, 1985) to test the t-test’s equality of vari-
ance assumption for the perspective-getting of mes-
sages in escalated and non-escalated conversations.
The test indicated equal variance (F = 0.5, p =
0.82). We then conducted a one-way ANCOVA
to test our first hypothesis. ANCOVA (analysis of
covariance) is a statistical method that adjusts for
control variables to isolate the influence of categor-
ical predictors (escalation) on an outcome variable
(perspective-getting). The null hypothesis stated
that the perspective-getting variables, AOP and

4https://en.wikipedia.org/wiki/List_of_
sovereign_states
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Category Example

Respectful
Tone of
Voice
(RTV)

3 Message: The images are of poor quality and editorially meaningless. They will continue to be
removed until better images or explanations can be found of their editorial utility.
Reply: They are the best images out there. Please do not remove the pictures. They are all relevant to
the article.

7 Message: I think you’re lost. Democrat Underground is over here.
Reply: [USERNAME], It’s disgusting to know that there are people with a bellow 20 IQ like you on
the internet. I really hope you’re not a U.S. citizen. What a stain on this country you are!

Providing
Support
of own
Arguments
(PSA)

3 Message: One of the problems with your proposal is that it never describes how popular Interstate
Football was in Victoria.
I am willing to change the line to (But Interstate Football mostly though out history was very popular
in Victoria), to describe again that not always, but mostly though out history it was very popular in
Victoria. But I won’t support not describing what is a fact, and supported in many places that Interstate
Football was mostly though out history very popular in Victoria.
Reply: Read this article from 1927 and this article from 1944 .

7 Message: And how is that relevant to this article or this discussion? This is not a forum. Cheers,
Reply: People die from censorship in China. Cheers as you put it.

Table 6: Control Variables. We display two example messages manifesting (3) or not manifesting (7) the consid-
ered control variable.

AFC, have higher scores for escalated messages
than for non-escalated messages or there was no
difference. Two ANCOVA tests were conducted to
investigate the effect of AOP and AFC separately.

For AOP, the ANCOVA results did not reject the
null hypothesis. While controlling for topic contro-
versiality, PSA and RTV scores, there was no signif-
icant difference between non-escalated (M = 0.86,
SD = 0.35, 95% CI [0.84, 0.87]) and escalated dis-
cussions (M = 0.84, SD = 0.36, 95% CI [0.8, 0.89]):
F(1,1668) = 0.12, p = 0.73, η2p < 0.01, N = 1,674.
For AFC, the ANCOVA results did not reject the
null hypothesis. There was also no significant dif-
ference between non-escalated (M = 0.26, SD =
0.44, 95% CI [0.24, 0.28]) and escalated discus-
sions (M = 0.21, SD = 0.41, 95% CI [0.16, 0.26]):
F(1,1668) = 0.64, p = 0.42, η2p < 0.01, N = 1,674.

Our hypothesis is thus not supported:
perspective-getting is not higher in non-escalated
conversations than in escalated ones. This contrast
with previous research on perspective-getting’s
positive influence on negative inter-group attitudes
(Kalla and Broockman, 2023). First, perspective-
getting may play less of a role because the goal
on Wikipedia is to reach agreement (Damen et al.,
2021; De Kock and Vlachos, 2021). Second,
De Kock and Vlachos (2021) found that the best
predictors to avoid escalation were politeness
and collaboration. We controlled for RTV, a
related concept to politeness, possibly leading to
reduced effects. Last, we did not consider previous
discussions between editors that may increase the
need for third-party escalation.

Initial perspective-getting and the course of the
discussion (H2) For this hypothesis, only discus-
sions where the first reply message disagreed with
the opening post were included, resulting in 262
out of 399 annotated discussions. A multivariate
regression analysis was conducted to test the hy-
pothesis. The effect of AOP and AFC were tested
separately, while controlling for topic controver-
siality. The regression analysis showed that the
relationship between the AOP score of the first re-
ply and the whole discussion is significant (b =
0.9, t(259) = 20.48, p = 0.04, 95% CI [0.06, 0.17]).
Topic controversiality had no significant relation-
ship with the AOP score (b = -0.08, t(259) = -1.13,
p = 0.26, 95% CI [-0.24, 0.07]). The effect of AFC
was not significant: b = 0.03, t(259) = 1.69, p =
0.47, 95% CI [-0.06, 0.12]). H2 is thus partially
supported: the level of AOP in the discussion are
positively associated with AOP in the first reply.
This association was not found for AFC.

Since perspective-getting could have a dimin-
ishing influence over time, we tested the curvi-
linear association of the summated perspective-
getting scores (sum of AOP and AFC) during the
course of discussions. A hierarchical multiple re-
gression analysis was conducted with the mean
perspective-getting score of a discussion as a de-
pendent variable, and perspective-getting scores
of the first reply and topic controversiality as con-
trol variables. The hierarchical multiple regression
revealed that the perspective-getting score of the
first reply contributed significantly to the regression
model, F(1,260) = 9.99, p = 0.002) and accounted
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for 3.7% of the variation of the mean perspective-
getting score of a discussion. Adding the quadratic
polynomial to the model explained additional 0.4%
of the variation, however, this change was not sig-
nificant: F(2,259) = 5.61, p = 0.04. Introducing the
cubic polynomial explained 1% of additional vari-
ance, F(3, 258) = 3.74, p = 0.01, but this change
also was not significant. Hence, we found evidence
that perspective-getting in a first reply has a di-
minishing influence on perspective-getting in the
discussion over time.

Although we measured perspective-getting in-
stead of perspective-taking, these findings on H2
are partially in line with previous studies on the
positive influence of empathetic reactions on har-
monious communication (Pagotto, 2010) and the
inhibiting influence on interpersonal aggression in
discussions (Richardson et al., 1994).

7 Limitations

First, annotation was sometimes challenging due
to characteristics of our data. Some replies were
intended for a different user, such as the opening
poster of the discussion, rather than the user who
was directly replied to, which could affect the an-
notation of AOP. Furthermore, users sometimes
added links to the text with the ‘insert link’ func-
tion. These links, however, are not visible in the
dataset, which could affect the annotation of the
PSA control variable, as links could lead to sources
that do not support one’s position.

Second, perspective-getting can be operational-
ized in a more fine-grained way than our binary
categories. For example, just acknowledging a per-
spective (e.g., “I understand that your view is X.
But here is what I think ...”) could be seen as less
AOP than actually engaging with it (e.g., “It seems
the point you are making is X. I understand how
this might come from the belief that ...”).

Third, the number of annotated messages is rel-
atively low. Due to the complexity of perspective-
getting, we opted for careful annotation by expert
annotators instead of item quantity. Due to the
small number of escalated discussions in the origi-
nal dataset, the number of escalated discussions is
especially small (c.f. Table 2), possibly influencing
the generalizability of the testing of hypothesis 1.

Fourth, the generalizability of our study is lim-
ited, as perspective-getting might manifest differ-
ently in other domains. For example, Wikipedia
editors have to come to an agreement, while so-

cial media users discussing presidential candidates
do not. Further, most replies in our dataset will
in some form disagree with the previous message,
including those with high perspective-getting. Still,
our codebook was developed based on theoretical
work and should be transferable to other settings,
possibly with some minor changes.

Fifth, our data sample is in English and is likely
skewed to specific demographics. Our classifiers
are therefore likely to be biased towards these same
demographics in performance. Furthermore, our
classifiers could latch on to spurious features. We
do not recommend using the classifier “out of the
box” on datasets that are not comparable.

8 Conclusion

In this study, we measured perspective-getting
in Wikipedia discussions. Based on theory, we
developed a codebook to annotate messages in
Wikipedia discussions on two perspective-getting
categories, and then fine-tuned a RoBERTa model
to predict the categories. In our dataset, perspective-
getting was not higher in non-escalated discussions.
However, discussions starting with a post attending
the other’s perspective are more often followed by
responses that also attend to other’s perspective.

With this work, we hope to contribute to stud-
ies of how and when strategies for interpersonal
understanding can reduce polarization in online dis-
cussions (Kwon and Cho, 2017; Shmargad et al.,
2022), as perspective-getting allows people to un-
derstand, consider and adopt the opposite position
in discussions (Eyal et al., 2018; Kalla and Broock-
man, 2023; Damen et al., 2021). Future research
could build on our work to study the relation be-
tween perspective-getting and online polarization,
while considering the contextual and causal limita-
tions of our study.
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A Codebook

HOW TO CODE 1 = the utterance fits with the perspective-getting category (present) 2 = the utterance
does not fit with the perspective-getting category (absent). To calculate the perspective-getting score of an
utterance: #(present)/#(absent or present)
DEFINITIONS: Original message: message, which is replied by the current utterance; Current message:
the message for which perspective-getting is measured; Author: a user who writes the reply, for which a
perspective-getting score is evaluated.
REQUIREMENTS for an utterance pair labeling: 1. The interaction has to be between two separate users.
If an interaction is a self-reply, its perspective-getting cannot be assessed and thus the utterance has to
be skipped. 2. The interaction must contain a disagreement. If disputers fully agree with each other, the
utterance pair should be skipped.
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Category & Definition Present Absent

Description Example Description Example

1. Attending the other’s
Perspective (AOP). Consider-
ation of the position of an op-
ponent is a crucial component
of perspective-taking. For this
criterion, it is necessary to en-
sure that the opponent’s posi-
tion or arguments are attended.
An opposite behaviour would
be to build own arguments
without paying attention to the
argumentation of an opponent.
The adaptation of the position
is not vital for this criterion.

Quoting or rephrasing the
original message; Mention-
ing words/phrases/arguments
in the original messages, while
trying to argue with them; The
answer involves constructive
criticism or agreement with
the ideas from the original
message; Shifting own per-
spective under the influence of
argumentation in the original
message; Using phrases such
as “I agree with you on. . . ”,
“You are right about. . . ”, etc.

B: . . . Technically spoken, Evropariver
did right. He cited a source correctly
and gave the references. Thus, in my
opinion he did nothing wrong there.
On the other hand: If someone claims
things such as “Western biology be-
gins in Egypt", my alert bells start to
ring very loudly. Egypt is not “west-
ern"... Second, the author of the book
Evropariver used claims that “Five thou-
sand years ago Egyptian priests were al-
ready starting to gather a tremendous
amount of medical data". . .

The arguments or ideas
from the original message
are ignored. The cur-
rent message only pro-
vides own argumentation.
Switching from on-topic
to off-topic (e.g., from the
page discussion to inter-
personal relations)

A: (Crimea is a part of Ukraine)
De jure according to Ukrainian law
only. No other country’s law con-
siders Crimea as Ukrainian land. B:
Oh look, another editor with a tiny
edit count who is totally not trying to
minimize international recognition of
Ukraine’s territory. (facepalm).

2. Asking for Clarification
(AFC). The author is inter-
ested in understanding of the
alternative position and tries to
obtain additional information
about the alternative perspec-
tive.

Asking clarifying questions;
Using phrases such as “If I un-
derstood you correctly. . . ”, “I
think you meant. . . .”.

A: Actually, Mein Kampf contained
quite a bit of criticism of Judaism: bi-
ased, self-serving and wrong-headed,
of course, but criticism nonetheless.
There’s no particular reason that a per-
son cannot be included in both cate-
gories which I think is the case here. B:
Did he criticize Judaism as a religion or
just the Jews as a group? Only in the
first case, the category applies.

The position of the oppo-
nent is not clarified; Expla-
nations of WikiDisputes
rules would not be enough
to satisfy this criteria as
“present”

A: That’s what I wrote according to
the source, but it says that real story
"Western biology begins in Egypt",
please read more carefully when delet-
ing. Also, why did you remove the in-
vention of medicin attributed to Egypt
and everything related to it, explain
yourself. B: Did you read what I wrote
above? Don’t pretend you didn’t see
that. Your source contradicts itself.
And why did you remove Lis Magner?
Because you don’t like it? That’s not
how we do things around here. And in
case you hadn’t noticed, this article is
about biology, not medicine.

Control variable: Providing
Support of own Arguments
(PSA). Ensuring that the argu-
ments will be understood by
the opponent and acknowledg-
ing that the opponent might
not know some information.

A person has put efforts to get
across own ideas to persuade
the opponent; Links to valu-
able sources are provided to
get across own ideas more ef-
fectively; Explaining concepts
or definitions that could be
unknown or sound ambivalent
for an opponent;
Specific examples or facts in-
stead of abstract ideas are
provided; References to the
WikiDisputes rules.

A: It’s mentioned that psychology is a
science in the first sentence, I don’t un-
derstand the problem. B: I am not say-
ing pyschology is not a science (even
though thats what I think), No I mean
a a section detected to the debate on
weather psychology is a science or not.
I can’t access your link, but if you read
Science it defines science as “a system-
atic enterprise that builds and organizes
knowledge in the form of testable ex-
planations and predictions about the uni-
verse". That describes psychology as
well as any other science. Psychology
uses the scientific method for much of
its research, and has done so for many
decades.

Arguments are provided in
an abstract manner or not
provided at all; People use
concepts, phrases or ab-
breviations that were not
mentioned in the original
message, without explana-
tions; No attempts to ex-
plain or support own po-
sition. Promises of evi-
dences in subsequent mes-
sages would be consid-
ered as “absent” for this
criterion Referencing to
own experience and noth-
ing else is considered as
“absent”

A: can you please explain your con-
cerns about this edit? I was undo-
ing disruptive, autobiographical edits
by a sockpuppet IP account. Some of
the added content was unduly promo-
tional or supported only by unreliable
sources.
B: You just deleted everything that
someone did saying that it’s all shit. I
guess, YOU should explain you very
aggressive behavior. Do you have any
personal issues with the article or the
person?

Control variable: Respectful
Tone of Voice (RTV). The au-
thor uses neutral or respective
language. Exercising offen-
sive or sarcastic language is
usually associated with intol-
erance towards the alternative
position.

The utterance has a neutral
or respectful tone; No direct
signs of hostility of disregard
towards the alternative posi-
tion are shown; Using such
phrases as ‘please’, ‘thank
you’, ‘excuse me’, etc. in a
non-sarcastic manner.

B: I haven’t read “Young Stalin" yet.
I do not doubt your quote (and there
was another source too,anyways) so this
isn’t any other than asking for a little
help (Wikipedia aside), if you please
just could tell me in which chapter
(number or name) the English pages
310-311 are found, I would be very
grateful.

Using hostile, offensive
words Using sarcasm Mak-
ing jokes about the oppo-
nent’s perspective Reduc-
tion of the opponent’s po-
sition to absurdity.

A: Except I compared the rankings
with the whole of Europe, did you
read what I said? And for some rea-
son, you want to ignore Africa, Asia
and Oceania And please assume good
faith.
B: . . . You don’t see anything written
in front of you. North America and
Latin America have nothing to do with
Russia, absolutely nothing. What are
you talking about? We’ll compare a
country to which continent it lies on,
not to foreign continents, for example
Africa. All this time, you did not con-
tribute a single thing to the discussion,
and just kept complaining. I’d sug-
gest you to leave. Not a single thing
sounds "sweet" in this sentence.

Table 7: Annotation rules. For each developed perspective-getting category, we display the description and ex-
ample(s) message(s) when the considered perspective-getting category is absent or present. Note: the category
names were changed after the annotation procedure for clarity. The initial categories’ names were Considering
Opponent Perspective (COP) instead of Attending the Other’s Perspective (AOP), and Finding Common Ground
instead of Asking for Clarification (AFC). As we focus on how interlocutors communicate to acquire more infor-
mation about the other’s perspective, we changed the initial AOP and AFC labels to better embed our research in
perspective-getting instead of perspective-taking literature. The instructions of the codebook remained unchanged.
Respectful Tone of Voice (RTV) and providing Support of own Arguments (PSA) remained the same. RTV and
PSA were initially dimensions of perspective-taking in our study, but were excluded from the perspective-getting
dimensions to increase constructive validity. Notations A and B in the Example columns represent original (those
that were replied to) and current (the one we label) messages respectively.
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