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Abstract
Sentences elicit different interpretations and reactions among readers, especially when there is ambiguity in
their implicit layers. We present a first-of-its kind dataset of sentences from Reddit, where each sentence is
annotated with multiple interpretations of its meanings, understandings of implicit moral judgments about mentioned
people, and reader impressions of its author. Scrutiny of the dataset proves the evoked variability and polarity
in reactions. It further shows that readers strongly disagree on both the presence of implied judgments and
the social acceptability of the behaviors they evaluate. In all, the dataset offers a valuable resource for socially
grounding language and modeling the intricacies of implicit language understanding from multiple reader perspectives.

Keywords: implicit language, interpretation, ambiguity, social grounding, moral reasoning, resource

1. Introduction

A sentence frequently evokes diverse and disagree-
ing interpretations. Disagreement in interpretation
can arise from explicit cues, such as the choice
and order of words, triggering phonological, lex-
ical, and structural ambiguities (Kennedy, 2019).
This disagreement is further amplified by a diver-
sity among readers, each guided by their unique
experiences, knowledge, and viewpoints. Despite
extensive exploration of ambiguity within compu-
tational linguistics (Bevilacqua et al., 2021; Haber
and Poesio, 2023), little attention has been devoted
to ambiguity in the implicit layers of sentences and
the resulting disagreement in interpretation.

This underexposure of the implicit is surprising
considering a substantial portion of human commu-
nication is inherently non-verbal. Even when using
language, we convey information between the lines.
Implicit communication is efficient since it obviates
the need to reiterate common sense or common
ground information (Stalnaker, 2002), and it is so-
cial as it can prevent a loss of face when sharing
social evaluations (Dunbar, 2004). Some people
also reside to the implicit layers of communication
when targeting a specific audience and deceiving
all others (e.g., dogwhistles (Henderson and Mc-
Cready, 2017)). Achieving such human-like com-
munication skills in computational models there-
fore necessitates a transition to multi-perspective
language production and understanding, in which
models are equipped with the ability to reason over
implicit content from multiple angles.

To facilitate the development of such models,
we curate a first-of-its-kind dataset of sentences,
where each sentence is annotated with multiple
interpretations, detailed descriptions of underlying

Attitude towards Author
positive

Interpretation
“The author lays millennials’ cost 

of living woes at the feet of 
boomers, as boomers make up the 

majority of politicians.”

Implied Moral Judgment
boomers: out of touch(-, vice)
politicians: corrupt(-, vice)

Attitude towards Author
negative

Interpretation
“Older politicians are to 

blame for modern problems.”

Implied Moral Judgment
boomers: uncaring(-, vice)

politicians: /

“And I do believe at least some if not most of the 
blame for this falls onto boomers because they make 
up the vast majority of politicians.” Author

Reader 
B

Reader 
A

Figure 1: Sample taken from the origamIM
dataset, demonstrating the diverging reader atti-
tudes towards the author, slightly different interpre-
tations, and disagreeing understandings of implicit
moral judgments a sentence can trigger.

moral judgments of people mentioned in the sen-
tence, and measures of reader attitude describing
a reader’s first impression of the author upon read-
ing the sentence1 (Figure 1). The latter two infor-
mation types socially ground the sentences from
multiple perspectives. The name of the dataset,

origamIM, refers to the analogy between the
Japanese art of paper folding and the diversity of

1The dataset is publicly available: https://
github.com/laallein/origamIM.

https://github.com/laallein/origamIM
https://github.com/laallein/origamIM
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Context Appropriateness

Sphere of Action Vice of De-
ficiency

Virtue of
Mean

Vice of Ex-
cess

Confidence, fear, un-
certainty

Cowardice Courage Rashness

Pleasures of the
body

Insensibility Temperance Profligacy

Giving & taking:
Small money

Stinginess Liberality Prodigality

Giving & taking:
Added value

Meanness Magnificence Vulgarity

Pride, honor as
cause

Little-
mindedness

High-
mindedness

Vanity

Ambition, honor as
goal

Lack of am-
bition

Proper am-
bition

Over-
ambition

Anger Spiritlessness Gentleness Wrathfulness
Pleasure and pain of
others

Cross, con-
tentious

Agreeableness Flattery

Truth, honesty about
oneself

Irony Truthfulness Boastfulness

Amusing conversa-
tion

Boorishness Wittiness Buffoonery

Table 1: Overview of spheres of actions and the
degrees of appropriateness (Hursthouse, 1999).

interpretations and attitudes that could be obtained
when presented with the same sentence.

2. A Moral Framework for Grounding

Moral judgments offer an interesting case for ex-
amining and modeling disagreement. Individuals
namely look through their own lenses when judging
people and interpreting judgments made by others,
despite a shared understanding of moral norms and
values. The judgments annotated in the dataset
are grounded in Virtue Ethics (Hursthouse, 1999).
The moral theory introduced by Aristotle poses that
a person’s moral character can be evaluated by
the contextual appropriateness of their voluntary
behavior within a sphere of action (see Table 1). A
virtuous behavior is characterized by moderation
and appropriateness within its context (e.g., con-
sidering the people involved and the severity of the
situation) while contextually deficient or excessive
behaviors are not celebrated in society.

The axis of appropriateness in Virtue Ethics pro-
vides a distinct advantage over other popular moral
frameworks (e.g., Moral Foundation Theory (Haidt
and Joseph, 2004)) as it enables individuals not
only to differentiate between negative behavior
based on its context, but also to annotate their un-
derstanding of the implied moral judgments given
their cultural and social backgrounds.

3. Dataset Creation

3.1. Data Collection
We automatically retrieve blog posts in English from
the Subreddit /r/ChangeMyView that were posted
between 13 July 2020 and 3 March 2022. These

posts typically present views on often controver-
sial and polarizing topics, such as abortion and
racism. We anticipate that a considerably large
portion of the posts pass judgments about people
given the human tendency to gossip (Dunbar, 2004;
Baumeister et al., 2004; Feinberg et al., 2012).
Moreover, negative judgments are expected to be
conveyed implicitly due to the subreddit’s modera-
tion policies2. We remove duplicated and deleted
blog posts and extract the title, body text, and ad-
ditional metadata3 for each post. Lastly, the body
text is segmented into sentences using SpaCy.

3.2. Data Annotation
We recruit crowd workers on Amazon Mechanical
Turk4 and let them annotate the sentences in two
rounds. An annotator never annotates the same
sentence in both rounds. The first round distin-
guishes sentences that mention people and imply
a character trait of at least one of them from those
that either lack explicit mentions people or do not
imply any character trait. A character trait presents
a voluntary aspect of a person’s attitude or behav-
ior, e.g., lazy and charitable. The second round
takes the first set of sentences and gathers multi-
ple reader attitudes, interpretations, and entity-level
moral judgments for each sentence.

3.2.1. First Round: People Entities

Two annotators mark all entities referring to people
other than the author (i.e., ‘I’) in a sentence and
indicate whether or not the author seems to imply
a character trait of at least one highlighted entity.
We show the title of the blog post from which the
sentence was taken as additional context. In cases
where they disagree on the presence or absence of
implied traits, a third annotator is consulted and a
majority vote is taken. Data quality and consistency
is manually checked. A total of 6,820 sentences
were annotated, of which 2,018 implied a character
trait of at least one people entity. These figures
confirm our expectations regarding the presence of
implicit social evaluations in these posts (see §3.1).

3.2.2. Second Round: Attitudes,
Interpretations, and Moral Judgments

Five annotators read the same sentence and first
describe their attitude towards its author using a

2The moderation rules dictate that posts sug-
gesting harm to others and hostile comments will
be removed. See https://www.reddit.com/r/
changemyview/wiki/modstandards/ [accessed
on 4 April 2024].

3The metadata is not used during the annotation pro-
cess.

4https://www.mturk.com/

https://www.reddit.com/r/changemyview/wiki/modstandards/
https://www.reddit.com/r/changemyview/wiki/modstandards/
https://www.mturk.com/
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Dataset Statistics

# Blog posts 396
# Sentences 2,018
– Total word count 44,902
– Min/max words per sentence 2 / 107
# People entities 3,313
– # Sentences with 1/2/3/4+ entities 1,103 / 661 / 174 / 80
# Interpretations 9,851
– Total word count 155,368
– Min/max words per interpretation 1 / 113
Distribution reader attitudes
– Very negative 813 (8.25%)
– Negative 1,971 (20%)
– Neutral 4,302 (43.67%)
– Positive 2,025 (20.56%)
– Very positive 740 (7.51%)

Table 2: Statistics of the origamIM dataset.

five-point Likert scale ranging from very negative
(1) to very positive (5). They then write down their
interpretation of the sentence. We explicitly instruct
them to not copy the sentence and manually check
the relatedness between sentence-interpretation
pairs, removing annotations that present unrelated
pairs or poorly-formulated interpretations. Going
over all the people entities marked in the first anno-
tation round, the annotators indicate for each entity
whether or not the author implies a character trait.
In case a trait is implied, they describe it using,
preferably, an adjective, mark whether it consid-
ered a good or bad trait in society, and classify it in
Virtue Ethics (see §2). A complete annotation for a
single sentence interpretation looks as follows:

Title CMV: It Should Be Mandatory for Every Person to
Work AT LEAST 1 Month in a Customer - Facing
Hospitality Role Before Leaving School.

Sent I truly believe it would have been life changing for
[him] to work in hospitality for a bit before leaving
school, to see and experience what [some people]
have to go through on a daily basis just to eat and
have a roof.

Att Positive (4)
Int “Real life experience is better than theory.”

Judg [him] ✓ “ignorant”, Bad, Pride/honor as cause, Vice
of Deficiency.
[some people] ✓ “hardworking”, Good, Ambi-
tion/honor as goal, Virtue of Mean.

4. Data Analysis

Table 2 presents general statistics of the
origamIM dataset.

4.1. Disagreement in Attitudes
Each annotater described their attitude towards the
author using a five-point Likert scale. Each sen-
tence therefore potentially evokes up to five distinct
attitudes among its readers. Figure 2 illustrates
the diversity of attitudes elicited by a sentence, re-
vealing that the vast majority of sentences trigger

Figure 2: Donut chart representing the disagree-
ment in reader attitude. The outer donut shows the
distribution of attitude diversity. The inner donut
shows the distribution of attitude divergence.

at least two different attitudes among readers. As
many as one in five sentences even evoke four or
five distinct attitudes. This underscores the vari-
ability in reactions among readers when presented
with the same sentence.

We also examine the divergence among those
attitudes by measuring the span between the low-
est and highest attitude, as indicated on the Likert
scale, among the five annotators for each sentence.
Figure 2 shows that more than one in four sen-
tences evoke strongly (e.g., very negative - positive)
or completely diverging attitudes (i.e., very nega-
tive - very positive). Similar attitudes are elicited
for fewer than 20% of the sentences. These find-
ings show that sentences frequently spark not only
different, but also diverging attitudes.

4.2. Disagreement in the Implicit

4.2.1. Moral Judgments

We observe that the diversification in interpretation
already starts when discerning the presence of im-
plicit moral judgments as annotators exhibited high
disagreement on this issue. Merely 291 sentences
(14.42%) garnered unanimous agreement among
all five annotators on this matter. This disagree-
ment may arise from varying degrees of subtlety
in the social evaluations, requiring more in-depth
reasoning to uncover them.

The annotators also disagreed on the societal de-
sirability of the implied character traits (i.e., whether
the traits are considered ‘good’ or ‘bad’), with Krip-
pendorff’s α = .354 (Krippendorff, 2011) over the
annotators’ evaluations of each entity. This en-
tails that often one annotator identifies a negative
judgment of an entity’s character while another
perceives a positive one, and vice versa. Even
when they agree, it does not automatically lead
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Title CMV: I don’t see a problem with people valuing to defend their property over an intruders life.
Sentence Who knows, maybe she is stealing his last 1000 dollars that will pay his rent.

Interpretation Attitude Moral Judgments

She is taking money which does not belong to her. very positive she: bad , greedy woman, VE: giving and taking
(money) - Vice of Excess.
his: good , generous, morality: giving and taking
(money) - Virtue of Mean

Perhaps the thief is stealing an individual’s last thousand
dollars that they needed for rent.

negative she: bad , dishonest, VE: ambition, honour (goal) - Vice
of Deficiency
his: good , innocent, VE: pride, honour (cause) - Virtue
of Mean

We never know who we are dealing with and other people
have different problems that we might not be aware of.

neutral she: bad , insensibility, VE: giving and taking (money) -
Vice of Deficiency
his: [No judgment]

Table 3: Sample from the dataset illustrating the disagreement existing between readers in terms of
interpretation, attitude, and inferred moral judgments.

to similar interpretations or attitudes (see Table
3). We suspect that the latter partially stems from
(dis)agreement between the beliefs held by the
reader and those seemingly held by the author.
One reader may find their beliefs confirmed by the
author and consequently report a positive attitude
while another disagrees with the author, indicating
a negative attitude.

4.2.2. Interpretations

We investigate whether a difference in interpreta-
tion is linearly correlated with a difference in attitude
and implicit moral judgments. We quantify the dif-
ference between two interpretations i of a sentence
by two readers j and k as di(ij , ik):

di(ij , ik) = 100− BLEU-1(ij , ik) (1)

where BLEU-1 (Papineni et al., 2002) measures the
lexical overlap at the unigram level. We specifically
opt for a simple lexical metric since more complex
semantic metrics (e.g., model-based metrics) do
not sufficiently capture subtle semantic variations.
The difference between two reader attitudes aj and
ak is denoted as da(aj , ak) and obtained by taking
the absolute difference in Likert score:

da(aj , ak) = |aj − ak| (2)

The difference in implicit moral judgments
dm(mj ,mk) is quantified as follows:

dm(mj ,mk) =
1

Q

Q∑
q=1

non_overl(mj,q,mk,q) (3)

where Q is the number of people entities in the sen-
tence and non_overl(mj,q,mk,q) counts the non-
overlapping moral judgment characteristics m of
people entity q annotated by reader j and k. The
moral characteristics include a binary indicator of
the presence/absence of an implicit character trait,
its description, its evaluation, its classification in

a sphere of action, and its contextual appropri-
ateness. The three difference metrics are propor-
tional to disagreement, with high values indicat-
ing high disagreement. The lexical difference in
interpretation di is positively correlated with the dif-
ference in attitude da (r = .4375, p < .01), and
moral judgment dm (r = .5207, p < .01). Correla-
tion between da and dm is also positive but weaker
(r = .3000, p < .01). These results present promis-
ing directions for automated multi-perspective mod-
eling of implicit language understanding.

Diversity in interpretation is especially interest-
ing as it may lay bare various implicit layers of
sentences and provide insights into the reason-
ing paths of readers. Take the five interpretations
provided for the following sentence:
“I hear a lot about adults job jumping nowadays just to get
bigger wages, and honestly?”

[1] “Adults are changing jobs for bigger paychecks.”
[2] “The writer describes having heard about many peo-

ple changing jobs to get higher wages.”
[3] “People switching jobs for better wages is a real

awful situation nowadays.”
[4] “People are only interested in money and not stabil-

ity.”
[5] “Capital pursuit is not worth moral sacrifice.”

Interpretation [1] and [2] reflect fairly similar under-
standings of the sentence that remain close to its
explicit phrasing. Interpretations [3 – 5], on the
other hand, dig deeper in its hidden layers, uncov-
ering strong evaluations of the presented situation.
Analyzing salient markers in the sentence guid-
ing the different interpretations (Mastromattei et al.,
2022) may here partly explain the reasoning paths
taken by the annotators.

5. Related Work

The non-aggregated annotations in origamIM
describe diverse reader understandings of implicit
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content. Works tackling the mining of implicit com-
munication have looked into the retrieval of implicit
sentiment (Zhou et al., 2021; Li et al., 2021), re-
covery of social and power implications (Sap et al.,
2020), and classification of underlying abuse in
statements (Wiegand et al., 2021; ElSherief et al.,
2021). Despite the subjective nature of such tasks
(Kanclerz et al., 2022), most of the studies relied
on aggregated datasets for modeling.

The dataset also contributes to the field of auto-
mated moral reasoning, where previous work fo-
cused on judging the morality of social conduct
(Hendrycks et al., 2021a; Forbes et al., 2020;
Emelin et al., 2021; Jin et al., 2022; Pyatkin et al.,
2023), classifying moral judgments (Botzer et al.,
2022; Efstathiadis et al., 2022), presenting answers
to moral dilemmas (Bang et al., 2022), and se-
lecting morally appropriate answers (Hendrycks
et al., 2021b; Ziems et al., 2022). Since debating
the morality of human behavior is characterized
by discord, we deliberately keep multiple ground-
truth annotations of moral judgment, in contrast to
the datasets supporting previous moral reasoning
tasks.

6. Conclusion

This work introduces a novel, non-aggregated
dataset of sentences from social media annotated
with diverse sentence interpretations, reader atti-
tudes, and implicit moral judgments. It presents a
valuable resource for investigating and modeling
ambiguity in the implicit layers of sentences and
grounding language in society. Possible NLP tasks
include perspective modeling, sentiment analysis,
and opinion mining. Lastly, future work may look
into techniques for dealing with disagreement in the
ground truth in the modeling and evaluation phase
(Lovchinsky et al., 2019; Uma et al., 2021; Davani
et al., 2022; Leonardelli et al., 2023).

7. Ethics Statement

We follow the recommendations in Pater et al.
(2021) for reporting annotator selection, compen-
sation and communication. Regarding selection,
workers were allowed to work on our annotation
task immediately after passing an initial annotation
instruction test, which was automatically corrected.
They were paid a fixed amount per accepted HIT
through the Amazon MTurk platform within three
working days after completion and could earn be-
tween the U.S. legal minimum wage of $7.5 and
$15/hour depending on their annotation flow and
experience with the task. In case we rejected a
HIT, we provided instructive motivations and gave
additional feedback upon request. The majority
of rejections originated from incorrect following of

explicit instructions. We personally replied to all
messages from the workers, most of them within
one working day. We did not discriminate between
the annotators in terms of gender, race, religion, or
any other demographic feature.
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