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Abstract
With growing interest in the use of large language models, it is becoming increasingly important to understand
whose views they express. These models tend to generate output that conforms to majority opinion and are not
representative of diverse views. As a step toward building models that can take differing views into consideration,
we build a novel corpus of social judgements. We crowdsourced annotations of a subset of the Commonsense
Norm Bank that contained numbers in the situation descriptions and asked annotators to replace the number with
a range defined by a start and end value that, in their view, correspond to the given verdict. Our corpus contains
unaggregated annotations and annotator demographics. We describe our annotation process for social judgements
and will release our dataset to support future work on numerical reasoning and perspectivist approaches to natural
language processing.
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1. Introduction

Language models are increasingly being used in a
wide array of applications, from education (Kasneci
et al., 2023), to empathic conversation (Ma et al.,
2020), to moral reasoning (Jiang et al., 2021b). An
underlying assumption of most of these models is
that there is a single ground truth or correct answer.
This tends to lead to models that only capture the
majority and silences minority voices (Fleisig et al.,
2023). Prescriptive approaches emphasize the im-
portance of multiple perspectives (Rottger et al.,
2022), which coincides with recent work on plural-
istic alignment, which has advocated new bench-
marks and for models that can express ranges of
opinion (Sorensen et al., 2024). They provide an
example where, when asked a question, a model
responds saying “Many think it’s not okay ... while
others deem it acceptable.” Instead of asserting
a single opinion, models can provide pluralistic re-
sponses like this, where multiple viewpoints are
represented. Similarly, understanding the varia-
tion in opinions can aid in tackling the challenging
problem of developing models that can express
uncertainty (Jiang et al., 2021c; Lin et al., 2022).

Differing perspectives of who acted appropriately
can be seen in judgements of conflict situations us-
ing Reddit data from previous works (Forbes et al.,
2020; Plepi et al., 2022; Welch et al., 2022). These
datasets provide valuable insight into what a per-
sons point of view on an issue is, but not about the
greater set of (un)acceptable behaviors. In order
to get a better picture of these differences, we col-
lected a dataset of social judgement ranges along
with annotator demographics. An example is shown
in Figure 1. One annotator says that you should not
spend any money on jewelry, while the other says
you should not spend over 5k. Similarly, one finds it

0 to ∞

1 to 3

5,000 to ∞

Disagree

You shouldn’t spend _ dollars on jewelry.

It’s okay to buy _ bus tickets to sit alone.

Figure 1: Example annotations of judgements.
Each annotator provides a number range for the
two questions, unless they disagree with any pos-
sible answer.

acceptable to purchase 1-3 bus tickets if you desire
to sit alone, while the other disagrees, stating that
no number makes this behavior appropriate.

We extracted statements containing numerical
values and asked crowd workers to replace a given
number in the statement with a range of values
that did not change the judgement. The corpus
contains 3k annotations from 30 annotators with
different backgrounds and can be used to study dif-
ferent people’s perspectives on conflict situations
and aid in the construction of models that can com-
municate varying or pluralistic points of view. Addi-
tionally, we believe that this corpus will be valuable
for addressing shortcomings in numerical reason-
ing with language models, especially as it pertains
to moral and social judgements (Geva et al., 2020).
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Filling in numbers allows us to easily extend an
existing corpus of judgements from the Common-
sense Norm Bank (Jiang et al., 2021a). This cor-
pus contains judgements of social actions and in
some cases moral reasoning as well. Moral rea-
soning about conflicts involves intuition, emotions,
and a form of practical reasoning (Bucciarelli et al.,
2008; Richardson, 2018). Recent work has de-
fined clearer distinctions between moral and social
judgements (i.e. convention), with the latter (e.g.
wearing pajamas to school) having less to do with
justice, rights, or welfare, and more to do with what
is socially acceptable in a given community (Do-
herty and Kurz, 1996; Turiel, 2002). Both forms
of judgement reveal people’s beliefs, values, and
shed light on their behaviors.

2. Related Work

Recent work in the field of natural language pro-
cessing has acknowledged that many tasks do not
have a single ground truth, including those that
have previously been thought to have been ob-
jective (Basile et al., 2021, 2020). Not having a
single ground truth is viewed as a positive, rather
than negative (Aroyo and Welty, 2015). Others
have suggested we move toward a data perspec-
tivist approach, where people are encouraged to
release unaggregated data and models are built
to take multiple different people’s perspectives into
account instead of prescribing a single answer for
any given task (Cabitza et al., 2023). We believe
this is the most promising way forward to compu-
tationally modeling these judgements. Language
models can be conceived in many forms, includ-
ing that of a search engine (Ziems et al., 2023), in
which case we would expect it to provide diverse
answers to a question of what is right or wrong (or
who acted inappropriately) that reflect a range of
human views.

Jiang et al. (2021a) fine-tuned a T5 model (Raf-
fel et al., 2020) for providing moral decisions on
the Rainbow dataset (Lourie et al., 2021), a ques-
tion and answer dataset containing commonsense
knowledge. To further fine-tune their model, Delphi,
on moral values they created the Commonsense
Norm Bank. This is a corpus comprised of four
datasets; Social Chemistry (Forbes et al., 2020),
the commonsense section of ETHICS (Hendrycks
et al., 2021), Moral Stories (Emelin et al., 2021),
and the Social Bias Inference Corpus (Sap et al.,
2020). The data contains judgements of every-
day situations annotated by crowd workers who
assigned a label, or verdict, such as “it’s okay” or
“you shouldn’t”. They are referred to as common-
sense, as they ask crowd workers to use their com-
monsense judgement, rather than to assign a label
based on a particular ethical theory. As shown by

Fraser et al. (2022), Delphi inherits the moral val-
ues from annotators, which they note as following
liberal Western values, neglecting other viewpoints.
They note that the model generally follows the pos-
itive core principle of utilitarianism by treating the
well being of all individuals equally, but does not
accept the principle of instrumental harm.

Moral judgement and decision making are sepa-
rate processes and though the former likely informs
the latter, the decision made is affected by disposi-
tional traits and attributes of the dilemma (Nasello
et al., 2023). Such situational and personal differ-
ences are not taken into account in current mod-
els that assign moral judgements. The evolution
of what is a social or moral judgement changes
over time (Turiel, 2002). Moral judgements are
concerned with “justice, rights, and welfare” (Turiel,
1983), while social judgements are about what is
socially acceptable. Both tell us about people’s val-
ues and beliefs as individuals and collectively as a
culture.

Using large language models is associated with
significant risks and societal harms (Wallach and
Allen, 2009). It has been widely suggested that
such models should not be used for automated de-
cision making, but that humans should be part of
the decision making process (Talat et al., 2021) and
that computer scientists should not try to “reinvent
ethics from scratch” (Hendrycks et al., 2021). A
variety of safety concerns with such models have
been identified, such as the Tay Effect, or the parrot-
ing of harmful information. Moral decision models
also suffer from the Eliza Effect, where a model
may agree with harmful content, e.g. responding
“it’s okay” to questions of causing harm (Dinan et al.,
2021). We do not advocate for the use of any model
for automated decision making. Instead we sug-
gest that our corpus could be beneficial for the
construction of models that can relay information
about the variance in human beliefs rather than
definitive judgement. These models could expose
people to other points of view and would have a
clearer positionality, which would allow for models
to be more transparent about where the views they
communicate originate from (Santy et al., 2023).

Another area where our corpus may help is with
numerical reasoning. There are many ways to
represent numbers, with performance varying by
task (Thawani et al., 2021). Due to the human un-
derstanding of numbers it is likely that a logarithmic
scale approach is the best choice for represent-
ing numbers in moral statements (Dehaene, 2011).
Number ranges that do not change a person’s view
are informative for understanding the magnitude of
an effect or boundaries a person might have and fu-
ture models could be trained to sample from ranges
or to encode the boundaries themselves.
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3. Data Selection and Annotation

As foundation for the new dataset, we used the
Commonsense Norm Bank (Jiang et al., 2021a).
Our goal was to find statements containing num-
bers and to ask people to replace the number with
a range, such that any number in the range sat-
isfies the given judgement. Due to the enormous
size of the Commonsense Norm Bank, it covers a
large variety of situations, many of which contain
numbers. We used spaCy 1 to extract situations
containing numbers, but there are three problems
with the extracted statements. First, the majority of
the sentences only contain one, but not in numeri-
cal sense. For instance, “The best way to perfect
one’s talent is to practice often.” Therefore, all sen-
tences only containing one are removed from the
dataset, to minimize the non-modifiable sentences.
Second, ordinal numbers are removed, as they of-
ten cannot be replaced in a way that changes the
judgement of a statement. Finally, numbers which
refer to a date or have a special meaning are also
not considered, e.g. 911, 24/7, and 50/50. In total,
there are 37,746 statements that contain numbers,
adhering to the specified criteria.

Although some statements may have more than
one modifiable number, we only ask annotators to
replace one of the numbers to simplify the annota-
tion process. The following provides an example for
the complexity of the interdependence of numbers:
“Am I expected to take legal action if someone is
doing something that is clearly illegal, in the context
of wanting to take legal action because my ex who
is 15 is dating a 23 year old man?”

Before they start the survey, annotators are given
a detailed description of the task and two examples.
They are informed about the study and the possibil-
ity to opt-out, and that their results including demo-
graphics will be published while maintaining their
anonymity. They are instructed that each statement
will contain at least one number and to enter the
start and end of a range that does not change the
judgement. The instructions say that if they dis-
agree with the text label or the number cannot be
changed, they should set the start to -1 and end
to -1. Otherwise, they should provide a number
span. If they think there is no upper bound, they
should set the end to -8 (positive infinity). The lower
bound should be greater than or equal to zero ex-
cept when using the special values -1 and -8. As
we are dealing with real life situations, the numbers
used correspond to the natural numbers.

Annotators were asked to provide their demo-
graphic information, including their gender identity,
nationality, age, religion, political orientation, and
level of education. For gender identity, 46.7% re-
ported male, 53.3% female, and 0% non-binary.

1https://spacy.io/

The majority of the participants were from the
United States, totaling 87%, with 3% each from
Georgia, Russia, India, and Germany. The ages
ranged from 20 to 58 with a median of 34. Christian-
ity was the highest reported religion at 73%, with
3% Muslim, 7% Hindu, and 17% unaffiliated. The
political leaning uses a 5 point scale, with 21% far
left, 14% left, 24% central, 10% right, and 31% far
right. The level of education included 13% upper-
secondary, 57% bachelor’s or equivalent, and 30%
masters or equivalent. Annotators were recruited
using Amazon Mechanical Turk (AMT). Others have
noted the skew of demographics of AMT workers
and future work would benefit from capturing more
diverse perspectives (Difallah et al., 2018). Sur-
veys contained 100 questions each. On average
an annotator took 47 minutes to complete the sur-
vey. This is roughly 30 seconds per question and
12.75 USD per hour.

We included an attention question in each sur-
vey that stated “This is an attention question, so
the start should be set to X and the end should be
set to Y.” Annotators were rejected if they put the
incorrect numbers. The surveys were then manu-
ally checked for quality, rejecting annotators who
put the same answer for most or every question
(commonly 0 to X) or who put answers that did not
make sense for certain statements (e.g. putting a
number for a time of day that is greater than the
number of hours in the day).

4. Corpus Statistics

In total, we collected three to six annotations for
each of 898 statements from 30 annotators. For
32% of the responses, annotators used infinity as
the end point, meaning that any number above the
start value aligns with the verdict. For 16% of re-
sponses, annotators disagreed with the verdict and
did not provide a number range, though only 19 to-
tal questions contain no number ranges from any of
the assigned annotators for that question. All other
instances contained variation in the provided num-
ber ranges, indicating the highly subjective nature
of the statements.

Only nine statements have entirely disjoint
ranges, each of which have at least one non-
modifiable answer. For 37 of the questions, at
least two annotators gave disjoint ranges, but there
is some overlap between the other answers. We
calculated the inter annotator agreement between
spans by treating each range as a set; disagree-
ment / not modifiable is treated as an empty range.
In ranges that end with infinity, we set the end value
to the highest value of all finite start and end ranges.
We treat ranges as inclusive and take the intersec-
tion divided by the union (Jaccard index). We find
the average agreement across spans to be 0.39

https://spacy.io/
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Situation Verdict Annotator 1 Annotator 2
Is Mike lowballing the seller by $1500 below the
car’s worth ok?

It’s not okay 1,000 to 2,000 1,000 to infinity

Appreciating your youth, in the context of I’m glad
I was born in 2000 and not earlier.

It’s okay 1900 to 2023 2000 to 2020

Is I buy alcohol for my 25-year-old little brother a
good behavior?

It’s ethical 18 to infinity 20 to infinity

In the context of Will’s team won, making him 10
bucks richer, must I place friendly bets on sports
games?

It’s okay 1 to 1,000 0 to infinity

Is playing Russian Roulette okay, if I have played
russian roulette on my birthday for the past 3
years?

It’s wrong Disagrees 3 to infinity

Table 1: Examples of situations, verdicts, and annotations from our corpus. Numbers that annotators
were asked to replace are shown in bold. Each instance has three to six annotations in total.

with an inter-quartile range of 0.12 to 0.83. This
high range is to be expected, as judgements are
highly subjective and vary across individuals.

We provide examples from our corpus in Table 1.
We see the top two rows pertaining to selling a
car and appreciating one’s youth. Lowballing the
seller of a car could be viewed through a moral
lens, though some may consider different ways of
negotiating as a social norm. The appreciation of
youth in certain years but not others points to per-
sonal preferences about the state of the world. The
middle example relates to the acceptable age to
have alcohol with annotators having slightly differ-
ent answers. The latter two examples in the table
reveal differences in annotator preferences on more
controversial issues, namely gambling and suicide.

We also notice that some annotators provide the
largest possible range in response to the survey
questions, using more X to infinity ranges than other
annotators. For these annotators, a number out-
side of that range would receive a different verdict.
For example, one question asks what amount of
money is unacceptable to spend on pornography.
One annotator indicates that any amount of money
is unacceptable, while another provides the range
10 to 250 dollars. This does not imply that spending
251 dollars should be acceptable.

Additionally, it would be beneficial to make distinc-
tions between the types of judgements. We could,
for instance, ask annotators if their judgement for
a given situation comes from moral reasoning, so-
cial norms, or personal preferences. Such anno-
tations would further assist in modeling each inde-
pendently and making distinctions between moral
judgements and other types of judgements (Talat
et al., 2021); a distinction recent work does not
always make. Though our corpus may support nu-
merical reasoning with number ranges, it would
also be interesting to extend this work with fill-in-
the-blank style annotations of non-number words.

5. Discussion and Future Work

As the financial resources for the survey were
bound to Amazon MTurk, getting more samples
with more diverse demographics was not possible.
This leads to two limitations of work at hand. First,
there is a strong bias in nationality. In future re-
search, this bias could be reduced by using demo-
graphic prescreening or a more diverse platform to
ensure a representative group of annotators. Sec-
ond, this work does not have enough examples to
provide a solid statistical analysis between judge-
ment and demographics. Further work should con-
sider a representative group of annotators as well
as the collection of more annotations per example
to support this analysis.

A more costly, but beneficial approach would be
to require a justification of the judgement to get a
deeper understanding and explanation of the an-
notators decision. By providing additional context
to the scenario, some ambiguities might be elim-
inated, e.g. specifying the value of the car in the
first example from Table 1, but may increase other
effects such as the anchoring effect. The context
might even change the judgement, as moral situ-
ations are often sensitive to small variations, see
(Awad et al., 2020) for different scenarios of the
trolley problem.

In future work, annotation could be expanded
to specify that annotators should determine the
type of range either hard or flexible transition and
whether there are multiple ranges or only one. A
hard range could be the minimum drinking age,
where the annotator has a belief about an exact
number. A flexible transition, e.g. for lowballing the
car seller, would be where the number is approx-
imate, but changing it slightly may not impact the
annotators opinion. This could be done by yes-no
questions or a textual justification of the range, as
the current version does not explain the decision
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making process. Questions with the age of people
often end with the upper bound of a human lifes-
pan; some annotator answer with ∞ others with 80
or 100. Clearly most of the statements are true for
all humans older than X and do not exclude people
who are 81 or older.

6. Conclusion

We constructed a corpus of social judgements that
asks people to fill in number ranges that do not
change a given judgement. Our corpus was crowd-
sourced from 30 annotators and contains 898 state-
ments for a total of 3k annotations. This work adds
to available social judgement data by providing
ranges of (un)acceptable behaviors and accom-
panying annotator demographics. This work sup-
ports perspectivist and pluralistic approaches with
a goal of creating models that can understand and
express multiple points of view, whose point of view
it is, and uncertainty about definitive answers. We
will publicly release our corpus to promote future
work on numerical reasoning, social norms, and
perspectivist natural language processing.

7. Ethics Statement

In this paper, we studied different views of moral
and social judgements. A potential misinterpreta-
tion of this paper’s intent would be that we condone
the idea of using LLMs to make ethical decisions.

• We do not condone the use of LLMs or any
other models to automate moral or ethical de-
cision making.

• We do not condone systems that could deceive
a user into believing they are interacting with
a human.

• We do not condone systems that in any man-
ner indicate it is a substitute for professional
assessment of specific situations requiring eth-
ical consideration.

Having stated this, we believe there may be a
place for researching how to create conversational
systems that can relay or incorporate diverse hu-
man perspectives. LLMs currently present many
risks in creating such systems and serious ethical
challenges.

Regarding our data collection, participants were
informed about the purpose of the study, the na-
ture of their involvement, and their freedom to with-
draw at any point. As the Commonsense Norm
Bank itself contains offensive material, annotators
were warned that the questions can contain offen-
sive content. As discussed in our related work,
there are risks associated with the use of LLMs

and others have advised against their use in auto-
mated decision making (Talat et al., 2021). Addi-
tionally, language models trained on huge amounts
of data will parrot hegemonic and discriminatory
world views (Bender et al., 2021). Fine-tuning a
model may alter it’s behavior but does not remove
these harmful biases, which will surface unpre-
dictably and can even be exploited via adversarial
attacks (Zou et al., 2023).

8. Availability

We provide a Hugging Face repository with the
dataset.2 This dataset is available under the CC
BY-NC-SA 4.0 licence.3
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