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Abstract
The varied backgrounds and experiences of human annotators inject different opinions and potential biases into the
data, inevitably leading to disagreements. Yet, traditional aggregation methods fail to capture individual judgments
since they rely on the notion of a single ground truth. Our aim is to review prior contributions to pinpoint the
shortcomings that might cause stereotypical content generation. As a preliminary study, our purpose is to investigate
state-of-the-art approaches, primarily focusing on the following two research directions. First, we investigate how
adding subjectivity aspects to LLMs might guarantee diversity. We then look into the alignment between humans and
LLMs and discuss how to measure it. Considering existing gaps, our review explores possible methods to mitigate
the perpetuation of biases targeting specific communities. However, we recognize the potential risk of disseminating
sensitive information due to the utilization of socio-demographic data in the training process. These considerations
underscore the inclusion of diverse perspectives while taking into account the critical importance of implementing
robust safeguards to protect individuals’ privacy and prevent the inadvertent propagation of sensitive information.
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1. Introduction

Large Language Models (LLMs) have revolution-
ized NLP field by making it possible to generate
human-like content. Nowadays, LLMs are compe-
tent in a wide range of downstream tasks. Human
involvement, particularly concerning the data in-
put, is responsible for the significant variance in the
model results. Therefore, it is crucial to look at the
training process of these models to comprehend
how and why they generate biased information as
well as the underlying resources they rely on. For in-
stance, it is well-known that human annotators may
introduce biases in annotations from their personal
opinions or beliefs due to their distinct backgrounds
in the context of supervised learning settings, which
require labeled data (Romberg, 2022; Soni et al.,
2024).

Perspectivism, a new current within the NLP
community, advocates for the usage of datasets
that gather diverse human judgments on subjective
tasks such as stance identification, hate speech
detection, and argumentation mining (Röttger et al.,
2021). This approach embraces the annotator’s
disagreement, expressed through differences in
annotations, which may result from ambiguity, un-
certainty, genuine disagreement, or the lack of a
single right answer (Plank, 2022). Moreover, per-
spectivism overcomes the constraints of traditional
aggregation techniques, such as majority voting,
which oversimplify real-world intricacies by assum-
ing a single ground truth (Basile et al., 2021; Kan-
clerz et al., 2022; Mokhberian et al., 2023).

Basile (2020) and Uma et al. (2021) explore the

improvement of models while trained on disaggre-
gated datasets with multiple annotations via the
development of more accurate and inclusive mea-
sures for model decisions. Likewise, Marchal et al.
(2022) investigate new evaluations for data with
multiple labels to enable new models to learn from
fewer but valuable sources.

According to Sap et al. (2021), disagreement is
common in subjective tasks and can vary depend-
ing on the identity and beliefs of the annotators. In
supervised learning tasks as well as in the context
of generative AI, especially LLMs, which seek to
reflect human language diversity, the unreliability
of a unique ground truth becomes a critical factor.

In the context of this paper, our primary goal is
to demonstrate how crucial it is to give LLMs the
ability to customize their outputs for distinct socio-
demographic groups. First, we ask if LLMs can
guarantee diversity in the perspectives they gener-
ate and why incorporating human annotations rep-
resenting various viewpoints is essential. Second,
by aligning LLMs with humans and using current
techniques to evaluate this alignment, we investi-
gate the possibility of fostering diversity. By tackling
these issues, we hope to prevent the perpetuation
of prejudices against particular communities and
promote the creation of more inclusive LLMs that
take into account a variety of viewpoints, including
those of minority groups. Although individual stud-
ies have been carried out on these topics, to the
best of our knowledge, this is the first attempt to
provide an overview of the subject by adopting this
particular angle.

The paper is structured as follows. In Section 2
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Figure 1: Outline of the topics of the paper.

we briefly present necessary background knowl-
edge on LLMs’ perspectives. The notion of diver-
sity is examined in Section 3, while the theme of
alignment is discussed in Section 4. The evalu-
ation techniques are finally reported in Section 5.
In Fig. 1, we display a diagram summarizing the
topics tackled in the review.

2. Background

Recent researches concentrate on the viewpoints
that LLMs embed. Kovač et al. (2023) claim
that people tend to erroneously anthropomorphize
LLMs by assigning certain values, personality traits,
knowledge, and abilities to them. Since the con-
text has a significant impact on LLMs’ values and
personality traits, the study suggests viewing LLMs
as a superposition of perspectives. Because of
their context-based role-playing, this may imply that
LLMs are unreliable in generating diverse view-
points that are consistent with particular human
behaviors (Shanahan et al., 2023).

Some argue that LLMs are neutral in certain
contexts, while others talk of Personalized Lan-
guage Models, which can mimic people by imitat-
ing their past linguistic patterns (King and Cook,
2020). Especially in situations with limited data
resources, Soni et al. (2024) recommend combin-
ing both individual and group-based features to
capture an individual’s identity. They acknowledge
the notion that unique characteristics and group
membership influence an individual’s identity.

Based on the aforementioned studies, LLMs are
capable of encompassing diverse viewpoints. Nev-
ertheless, due to their significant contextual depen-
dency, LLMs might be prone to instability over time,
despite their best efforts to capture and demon-
strate these differentiations, e.g., using a diversi-
fied vocabulary and personal values. We must
consider how input data can shape models. Given
the substantial impact on the model’s outputs, it is
critical to guarantee the veracity of the data and
that they represent a wide range of perspectives,

i.e., diversity should not be compromised by data
aggregation.

3. Diversity in LLMs

Traditional aggregation approaches have a ten-
dency to neglect the subjectivity and complexity of
many tasks for the sake of seeking a single ground
truth. Opposing viewpoints may naturally arise in
the context of studies that require annotation of con-
troversial topics like politics and religion, due to the
subjective nature of the task. For instance, Gezici
et al. (2021) illustrate the effect of annotator dis-
agreement by querying search engines, resulting
in low inter-rater agreement among crowd-workers,
on controversial topics such as abortion, gay mar-
riage, and medical marijuana.

Employing traditional aggregation methods to
condense labels into a singular ground-truth la-
bel poses challenges, particularly when training
black-box models. This issue becomes even more
pronounced when models’ learning processes fea-
ture limited transparency. One possible approach
would be to gather human annotations and incor-
porate socio-demographic details such as gender,
age, and levels of education. Even if studies have
demonstrated that socio-demographic information
improves LLM performance (Wan et al., 2023), one
must take into account concerns about the collect-
ing of private and sensitive information. In order to
make LLMs more fair and inclusive, prior research
has shown that there are valid reasons to explore
the possibility of incorporating diversity to these
models. Joshi et al. (2020) highlights the appar-
ent bias of the NLP field in favor of Western per-
spectives, which may be viewed as a significant
gap that requires attention. This argument is sup-
ported by the fact that LLMs frequently display a
biased viewpoint, exhibiting a tendency towards the
left and neglecting particular socio-demographic
groups (Santurkar et al., 2023).

3.1. Diversity Ensuring Strategies
Criteria-based Prompting Hayati et al. (2023)
introduce maximum diversity extraction from LLMs,
an approach proposed to promote differentiation.
Their objective is to investigate LLM’s ability to gen-
erate diverse perspectives and justifications for sub-
jective tasks. In other words, the researchers ana-
lyze the differences between the opinions produced
automatically by LLMs and those of humans. Au-
thors first train LLMs using human data, specifically
opinions on a given statement where humans can
either agree or disagree. Subsequently, the LLM is
prompted to generate a variety of stances, both in
agreement and disagreement with the statement,
while providing reasons for each stance (Table 1).
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Prompt
Given a text, how would a person of gender ’Female’, race ’White’, age ’25 - 34’, education level ’Master’s
degree’ and political affiliation ’Liberal’ rate the degree of toxicity in the text. Possible values are
’not toxic’, ’slightly toxic’, ’moderately toxic’, ’very toxic’ or ’extremely toxic’.

Text: ’Well when you have a welfare state that propagates an underclass of unskilled parasites’

Toxicity:

Statement: It’s okay to have privacy
Tell me opinions about the statement as many as possible from different people with, “Agree” or “Disagree,”
one-word or one-phrase criteria that is important for their opinions, and explain how they have different
opinions
Output:
{1:{“Stance” :“Agree”, “Criteria”: [“personal boundaries”, “autonomy”], “Reason”: “Having privacy allows
individuals to establish personal boundaries and maintain.” their autonomy."}, 2: {“Stance”: “Disagree",
“Criteria”: [“transparency”, “trust”], “Reason”: “Lack of privacy can promote transparency and build trust
in relationships.” ... 10: {“Stance”: “...", “Criteria”: [...], “Reason”: “ ..."}} ...

Statement: You’re expected to do what you are told
Tell me opinions about the statement as many as possible from different people with, “Agree” or “Disagree,”
one-word or one-phrase criteria that is important for their opinions, and explain how they have different
opinions

Output:

Table 1: Examples of prompting formulation from Beck et al. (2023) and Hayati et al. (2023), respectively.

Then, the LLM extracts certain criteria-words, which
are essentially framing keywords used to explain
the model’s generation process. Following that,
the LLM is prompted iteratively in one-shot and
few-shot learning settings, with the inputs of an
initial statement and several opinions expressing
agreement or disagreement concerning the given
statement, first with criteria words and then with-
out. Lastly, the opinions generated by humans
and LLMs are compared and it has been revealed
that human opinions are slightly more diverse than
those of LLMs.

The aforementioned methodology seems promis-
ing in terms of prompting LLMs with diverse state-
ments and asking them for the generation of new
opinions using keywords that may facilitate the gen-
eration of various perspectives. The present anal-
ysis, however, does not specify whether the per-
spectives generated by machines and humans are
representative of specific people or groups; instead,
it only compares perspective generation of humans
and machines. Consequently, rather than foster-
ing diversity amongst diverse perspectives, the ap-
proach may seem to neutralize them.

Socio-demographic Prompting Beck et al.
(2023) claim that varied backgrounds are asso-
ciated with a higher level of disagreement, high-
lighting the need for the model to consider a vari-
ety of socio-demographic information to generate
predictions that are socially aware. Initially, the
sociodemographic details of each individual’s pro-
file — such as gender, race, level of education,
and political affiliation — are provided. Subse-
quently, the LLM is prompted with and without socio-
demographic information to obtain different per-
spectives. In their research, Beck et al. (2023) as-
sess various types of LLMs with socio-demographic

profiles across several datasets for NLP classi-
fication tasks including sentiment analysis, hate
speech detection and toxicity detection. For in-
stance, the toxicity detection task has been de-
signed as follows. The LLM is prompted to ask how
a person with specific characteristics (e.g. female,
brown, aged 25-35 with a master’s degree, liberal)
would rate the toxicity level of the given text. The
prompt also contains the possible labels (answers)
of the given text in the context of toxicity detection.
After the prompting, predictions from different pro-
files have been collected and further aggregated
via majority voting. The goal is to compare the pre-
dictions made with and without sociodemographic
information.

It has previously been argued that socio-
demographic prompting may bias prompt-based
algorithms to focus on certain human group an-
notations while ignoring others that are under-
represented in the data. Nonetheless, socio-
demographic prompting has also been criticized for
potentially introducing stereotypical biases, which
can perpetuate negative generalizations about par-
ticular social groups (Blodgett et al., 2020; Cheng
et al., 2023; Deshpande et al., 2023). Still, in some
cases the strategy seems to be effective, showing
improvement in zero-shot performances. However,
it did not surpass the effectiveness of standard
prompting when directly modeling the original an-
notator’s sociodemographics. The effectiveness of
the models varied based on factors such as size, in-
put length, and prompt formulation. About aligning
with a person’s profile, this study appears to neglect
preserving the subjectivity of each profile. Initially,
the researchers incorporate personal data into the
prompt formulation, but then, after collecting the
output, they aggregate each piece of information,
thereby nullifying diversity. This results in the final
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goal being reduced to only comparing predictions
with socio-demographic data and without.

4. LLMs Alignment

An ideal NLP model should consider a broad spec-
trum of perspectives, avoiding bias towards a sin-
gular viewpoint. Ouyang et al. (2022a) define Align-
ment Learning as the process of aligning the behav-
iors of models with human values like safety and
truthfulness, while accurately adhering to the inten-
tions of users. Especially with LLMs, producing text
that is in line with human opinions could be crucial
for generating and spreading more representative
texts in society.

Despite their notable performance, these models
are prone to certain limitations such as misunder-
standing human instructions, generating potentially
biased content, or factually incorrect (hallucinated)
information. Acknowledging these shortcomings,
the research community’s focus has shifted towards
aligning LLMs with human perspectives, aiming to
enable models to meet user desiderata effectively.

4.1. Approaches to Align LLMs with
Human Perspectives

Shen et al. (2023) identify inner alignment and outer
alignment as key research agendas in AI alignment.
Inner alignment ensures that systems are actually
trained to achieve the goals set by their designers.
For an in-depth overview of current inner alignment
strategies, we refer to the work of Shen et al. (2023).
Outer alignment involves selecting appropriate loss
or reward functions to ensure that AI systems’ train-
ing objectives align with human values.

According to Shen et al. (2023), approaches
like fine-tuning and prompting, reward modeling,
human-in-the-loop approaches, and adversarial
training are often considered and employed in com-
bination to address the outer alignment of LLMs
with human perspectives. Outer alignment meth-
ods with Reinforcement Learning from Human
Feedback (RLHF) are currently the most commonly
used methods (Ziegler et al., 2019; Stiennon et al.,
2020; Ouyang et al., 2022b). Instead of an agent
receiving feedback from a pre-defined reward func-
tion or an environment, the reward is inferred from
human preferences and then used for tuning LLMs:
the model, therefore, learns from direct feedback
provided by users or experts. Several challenges
persist in the application of RLHF. Firstly, RLHF
may be susceptible to instability during fine-tuning
and presents challenges in implementation (Ziegler
et al., 2019; Stiennon et al., 2020; Ouyang et al.,
2022b). Secondly, it is hard to guarantee that
the model acquires suitable behaviors through this
feedback. Lastly, there is a need to develop algo-

rithms proficient in seamlessly integrating human
feedback into the learning process. While human
feedback is invaluable for creating high-performing
models, there are instances where complex tasks
present challenges to gather this feedback, poten-
tially leading to biases.

In line with prior research on outer alignment to
steer LLMs with human perspectives, Dong et al.
(2023) presents a novel framework named Reward
RAnked FineTuning (RAFT), aiming to align genera-
tive models efficiently. In RAFT, generative models
undergo fine-tuning using Reinforcement Learning
(RL), which uses human preferences as a reward
signal to fine-tune the models. Similarly, Glaese
et al. (2022) employ reinforcement learning with hu-
man feedback to train their models, integrating two
new components aimed at aiding human raters in
evaluating agent behavior. Liu et al. (2023) propose
a novel approach, denoted as Representation Align-
ment from Human Feedback (RAHF), which proves
to be effective and computationally efficient. Exten-
sive experiments demonstrate the efficacy of RAHF
is not only in capturing, but also in manipulating
representations to align with a broad spectrum of
human preferences or values. RAHF’s versatility in
accommodating diverse human preferences shows
its potential for advancing LLMs performance in
adherence to human values.

5. Evaluation

Automatic Evaluation Metrics such as BLEU
(Papineni et al., 2002) and ROUGE (Lin, 2004) are
commonly adopted to assess the performance of
LLMs across several datasets, especially in ma-
chine translation tasks. As LLMs’ capabilities grow,
their powerful generative ability can serve not only
as test takers but also as potential examiners to
evaluate other LLMs.

Santurkar et al. (2023) evaluate the LLMs’ align-
ment with humans w.r.t. representativeness and
steerability dimensions. The representativeness
has been examined by comparing the default opin-
ion distribution of LLMs with that of the US popula-
tion as well as with specific demographics. Steer-
ability tests models’ ability to adapt to a particular
demographic group represented by the data. Au-
thors expose how, generally, LLMs trained solely
on internet data, tend to align predominantly with
Moderate, Protestant, and Catholic demographics,
largely because of available training data. The
finding underscores the propensity of LLMs to over-
simplify different perspectives exposed to specific
values and cultures, ignoring minority ones.

In the experiments by Beck et al. (2023), results
have been evaluated through using both soft and
hard-labels, the latter involving majority voting on
predictions obtained via sociodemographic prompt-
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ing. Notably, socio-demographic prompting has a
more positive impact on soft-label evaluation, bring-
ing predictions closer to the original annotations.
However, it has been demonstrated that existing
quantitative evaluation metrics do not align well
with human opinions, indicating the necessity for a
more nuanced assessment (Xu et al., 2023; Zheng
et al., 2023; Dettmers et al., 2023).

Human Evaluation In the research conducted
by Hayati et al. (2023), the effectiveness of the
criteria-based prompting approach was evaluated
through human assessment with the participation
of crowd workers. Notably, criteria-based prompt-
ing garnered preference from humans in more than
half of the total statements. The evaluation then
has been extended to measure the human capacity
to generate diverse opinions for given statements.
Participants were instructed to express opinions
of agreement or disagreement as extensively as
possible on specific statements. Results revealed
that individuals tended to provide fewer opinions
on statements with more controversial and sub-
jective sentiments. Although human evaluation
is expensive, it often results in high-quality data
and therefore should be prioritized for high-stake
decision-making.

6. Conclusion

This review paper aims to highlight the need to in-
clude diverse perspectives that cover a wide range
of social groups, especially minority ones. It ap-
pears that LLMs can serve as a guide to produce
various perspectives while also being aligned with
human opinions. One key element to enable is to
embrace disagreement and diversity among anno-
tators. Therefore, diverse datasets, including dis-
aggregated ones, should be incorporated into the
NLP pipeline (Plank et al., 2014; Dumitrache et al.,
2019; Poesio et al., 2019). Proposed solutions,
based on the idea of integrating human opinions
and relevant personal information into prompts, like
socio-demographic prompting and criteria-based
prompting, aim to guide models toward responses
from specific human groups, but their effectiveness
depends on factors such as model size, prompt
formulation, input length, and the specific task at
hand.

This preliminary review serves as groundwork
for future investigations to achieve inclusivity and
practical alignment with human perspectives. An
initial study could involve guiding LLMs via fine-
tuning to generate various perspectives that ac-
count for various social groups rather than just pro-
viding socio-demographic information during the
prompting phase. This strategy may result in the
utilization of specialized perspective-aware models

that are trained on pairs of personal data and hu-
man opinions that are grouped to represent each
social group. Furthermore, leveraging human feed-
back to train the model with reinforcement learning
may improve the degree to which LLMs align with
human preferences.

Through this literature overview, we emphasize
the need to develop LLMs incorporating multiple
perspectives and viewpoints, ultimately encourag-
ing participatory design and community involve-
ment in building more equitable models. Concur-
rently, it is crucial to account for potential risks
associated with disclosing sensitive information:
socio-demographic data may be exploited to tar-
get content towards individuals without their explicit
consent.
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