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Abstract

Summarization is hard to evaluate due to its
diverse and abstract nature. Although N-gram-
based metrics like BLEU and ROUGE are
prevalent, they often do not align well with
human evaluations. While model-based al-
ternatives such as BERTScore improve, they
typically require extensive labelled data. The
advent of Large Language Models (LLMs)
presents a promising avenue for evaluation. To
this end, we introduce SummEQuAL, a novel
content-based framework using LLMs for uni-
fied, reproducible summarization evaluation.
SummEQuAL evaluates summaries by com-
paring their content with the source document,
employing a question-answering approach to
gauge both recall and precision. To validate
SummEQuAL’s effectiveness, we develop a
dataset based on MultiWOZ. We conduct ex-
periments on SummEval and our MultiWOZ-
based dataset, showing that SummEQuAL
largely improves the quality of summarization
evaluation. Notably, SummEQuAL demon-
strates a 19.7% improvement over QuestEval
in terms of sample-level Pearson correlation
with human assessments of consistency on the
SummEval dataset. Furthermore, it exceeds
the performance of the BERTScore baseline by
achieving a 17.3% increase in Spearman cor-
relation on our MultiWOZ-based dataset. Our
study illuminates the potential of LLMs for a
unified evaluation framework, setting a new
paradigm for future summarization evaluation.

1 Introduction

Summary evaluation remains a complex task, and
to this day, it cannot be adequately accomplished by
automatic metrics (Chen et al., 2022; Goyal et al.,
2022). While N-gram-based metrics like BLEU
(Papineni et al., 2002) and ROUGE (Lin, 2004)
are widely used, they often show a poor correla-
tion with human judgment, particularly in content
assessment (Kasai et al., 2022a; Reiter and Belz,

2009). In addition, these methods rely on refer-
ences as a "gold standard", which diminishes their
effectiveness especially when assessing varied and
abstract summaries due to the limited availability
of reference texts. Summary evaluation has higher
requirements for diversity and accuracy.

The rise of Large Language Models (LLMs) of-
fers a promising way to evaluate generative texts
more effectively, due to their understanding and
reasoning abilities. While previous studies have
been conducted in various contexts, such as ma-
chine translation Kocmi and Federmann (2023) and
summarization (Chen et al., 2023; Fu et al., 2023;
Liu et al., 2023) (without relying on reference sum-
maries), the use of LLMs for evaluation has its
limitations. Specifically, there are large variation
across different prompts and LLMs, which com-
plicates the use of a unified evaluation framework.
While the question-answering (QA) approach of-
fers a structured method for evaluation to mitigate
this issue, existing QA approaches still have several
limitations (Durmus et al., 2020; Manakul et al.,
2023; Scialom et al., 2021; Wang et al., 2020): (1)
previous works are more confined to direct answers,
and answers based on reasoning or hidden infor-
mation are often tricky; (2) models in generating
questions lack focus so they may introduce irrele-
vant information; and (3) models need expensive
pre-training and the performance will be influenced
by the coverage and quality of training data.

To address these issues, we propose a novel uni-
fied framework for summarization evaluation Sum-
mEQuAL, which can effectively identify abstract
information across a wide range of topics and per-
form complex inference. Specifically, SummE-
QuAL streamlines the evaluation process by break-
ing it down into separate tasks and conducts QA
to approximate human-like evaluation. It guides
LLMs with a structured schema to identify key
information and employs a QA mechanism to com-
plete the content evaluation, producing more re-
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Figure 1: Illustration of the SummEQuAL framework. The blue and red areas represent the recall-oriented and the
precision-oriented framework respectively. Solid colored lines and letters represent subtasks of LLMs. Other lines
are simple comparison and calculation. The right side is an example of prompts for the subtasks.

liable results. Our experimental results on the
SummEval dataset and MultiWOZ-based dataset
demonstrate that the QA process benefits from
LLMs. Particularly remarkable is that SummE-
QuAL improves the Spearman correlation with
human evaluation by 19.7% on SummEval con-
sistency, compared with our baseline QuestEval.

In summary, the main contributions of this paper
are as follows:

1. We propose a unified summarization evalua-
tion framework, SummEQuAL, for content
correctness via QA using LLMs, minimising
human works (§3).

2. We introduce a new dataset based on Multi-
WOZ to assess the quality of summarization
content evaluation (§4.2).

3. As demonstrated in our experiments, our
proposed framework, SummEQuAL, im-
proves the baseline by 19.7% on the Sum-
mEval benchmark (§5.1.2) and 17.3% on the
MultiWOZ-based dataset (§5.2.2).

4. Our further analysis reveals that LLMs can
evaluate uniformly and robustly by designing
a workflow with objective sub-tasks (§6).

2 Related Works

2.1 N-gram-based Evaluation Metrics

N-gram-based metrics measure the overlap be-
tween the generated summary and a reference sum-
mary. BLEU (Papineni et al., 2002) quantifies
the concurrence of n-grams in a precision-oriented
manner. ROUGE (Lin, 2004) assesses summariza-
tion from recall orientation. Since the above meth-
ods mainly focus on n-gram matching, they may
fail to capture higher-level issues such as sentence
structure, syntax, and semantics. Also, it can be af-
fected by the repeated use of common phrases. As
a result, they cannot accurately measure the content
quality of a generated text (Reiter and Belz, 2009).
Although many new metrics have appeared, nearly
70% of research works are still based on the old
BLUE and ROUGE metrics (Kasai et al., 2022b).

2.2 Pre-trained Model-based Evaluation

Pre-trained model metrics are a category of meth-
ods that utilize pre-trained language models to
evaluate. The language models can better cap-
ture semantic information and consequently as-
sess the quality of generated text more accurately.
BERTScore (Zhang et al., 2020) compares text em-
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beddings, calculating similarity scores through the
alignment of generated and reference summaries
at a token level. MoverScore (Zhao et al., 2019)
based on BERT considers the movement between
words to evaluate the similarity between the gener-
ated text and the reference text. BARTScore (Yuan
et al., 2021) regards evaluation as a text genera-
tion problem, which calculates the probability of
a text generating or generated from other texts to
evaluate.

2.3 QA-based Evaluation
A direct approach to compare the information of
summaries and source documents is through the
QA process. Previous research has explored this in
fine-tuned language models. SummaQA (Scialom
et al., 2019) generates questions from the source
document and compares the confidence of the QA
model in answering based on the summary, but
fake answers are not considered. FEQA (Durmus
et al., 2020) and QAGS (Wang et al., 2020), from
another angle, generate questions from summariza-
tions, using the original text for answering, to eval-
uate factual consistency. QuestEval (Scialom et al.,
2021) subsequently applied QA in both directions,
and MQAG (Manakul et al., 2023) introduced a
multiple-choice QA model to deal with highly ab-
stractive summarizations or multiple-answer spans.

2.4 LLM-based Evaluation
LLMs have been pre-trained on vast text data, en-
abling them to address a variety of domains with-
out specific training. They can identify complex
logical content. GPTscore (Fu et al., 2023) uti-
lizes LLMs for zero-shot instruction and in-context
learning, suggesting that higher-quality texts are
generated with a higher likelihood. Incorporating
CoT (Wei et al., 2022), G-EVAL (Liu et al., 2023)
yields superior outcomes, allowing LLMs to au-
tonomously generate evaluation methods. There’s
a bias observed favouring LLM-created content.
Additionally, Chen et al. (Chen et al., 2023) de-
termined that explicit LLM evaluations are more
effective than implicit ones. In conclusion, while
LLMs offer promising capabilities in text evalua-
tion, challenges such as sensitivity, model bias, and
score distribution bias remain.

3 SummEQuAL Framework

We propose a QA-based framework utilizing LLMs
to evaluate summarization systems without need-
ing human references for each summary. Sum-

mEQuAL incorporates both recall-oriented and
precision-oriented approaches, featuring three sub-
metrics, as illustrated in Figure 1. Below, we pro-
vide detailed explanations for each metric in our
framework.

3.1 Completeness

Summarization aims to extract core information
from texts to present the main content of the origi-
nal text in a shorter form. A good summary should
include as much important information from the
original text as possible. Based on this concept,
we first consider how much important information
from the original text is included in the summary.

A schema module is introduced to facilitate ques-
tion generation from the source texts. Rather than
generating questions from the entire source texts,
we utilize LLMs to generate a concise list of key
points with the schema. The schema is a set of
predefined important information for certain sum-
marization tasks, which includes important infor-
mation such as the main character of a story, the
purpose of a product, or the time required to re-
serve a restaurant table, depending on the purpose
and topic of the summarization. Experts can define
schema according to their professional knowledge
about the purpose of a summarization task. In this
way, we do not need to create references for all
summaries but only design one schema for one
summarization task. Also, it is possible to generate
the schema by LLMs with the description of the
task topic. An example of schema for news is:

{
" Time " : "When does t h e e v e n t happen ? " ,
" L o c a t i o n " : " Where does t h e e v e n t happen ? " ,
" F i g u r e " : "Who a r e t h e p a r t i c i p a n t s i n v o l v e d ? " ,
" D e s c r i p t i o n " : " What i s t h e main e v e n t ? " ,
" Cause " : "Why does t h e main e v e n t happen ? " ,
" R e s u l t " : " What a r e t h e r e s u l t s o f t h e e v e n t ?"

}

LLMs generate the list of key points by the
schema, and then compare whether these key points
are included in the summary. The comparison is
presented by a match function M , of which the
value is between 0 and 1. A simple way is to answer
boolean questions by LLMs like "Is it included in
the summary that ...", and then transform it into
numbers. Given a key point list K including n key
points k1 ... kn, and a summary S, we define the
completeness (Cons.) of a summary as:

Comp. =
1

n

n∑

i=1

M(S, ki), (1)
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3.2 Informativeness
A good summary should also avoid incorporating
irrelevant information, and ideally, all the informa-
tion within summaries should be of significance. In
evaluation, we employ LLMs to generate question-
answer pairs pertaining to the details of summaries.
Subsequently, we prompt LLMs to answer ques-
tions using a key point list and then assess whether
the answers to the two sets of questions match. To
streamline the comparison process, we also gen-
erate boolean questions in the experiments of this
paper. Denote the question list generated from sum-
mary S by LLMs as Q(S), and q are questions in
it. Given a text T and a question q, the answer
generated by LLMs is A(T, q). We define informa-
tiveness (Inf.) as:

Inf. =
1

|Q(S)|
∑

q∈Q(S)

δ(A(S, q), A(K, q)), (2)

where | · | represents the size of the set and δ(a, b)
is equal to 1 when a = b otherwise 0.

3.3 Consistency
Generative models could mistakenly create infor-
mation that seems plausible but is not right, known
as hallucinations. In the summarization task, this
property introduces information outside the source
document, thus damaging the consistency of the
summary with the source document. To mea-
sure consistency, we use the summary to generate
question-answer pairs, then answer the question by
the source text with LLMs. After these, we com-
pare the two sets of answers. For a given source
document D, consistency (Cons.) is defined as:

Cons. =
1

|Q(S)|
∑

q∈Q(S)

δ(A(S, q), A(D, q)) (3)

3.4 SummEQuAL Score
SummEQuAL score is a comprehensive index com-
bining completeness, informativeness, and consis-
tency. The equation is structured to reflect the
correct proportion of important and effective in-
formation. Completeness and informativeness are
combined using the harmonic mean to balance the
quantity and relevance of information. Consistency
is then used as a multiplier to calculate the correc-
tion rate, reflecting the amount of accurate infor-
mation in the summary. SummEQuAL score is
computed as follows:

SummEQuAL = 2 · Comp · Inf
Comp+ Inf

· Cons (4)

4 Datasets

4.1 SummEval
SummEval (Fabbri et al., 2021) is one of the largest
human annotated datasets for summarization eval-
uation tasks, built on the foundation of the CNN/-
Daily Mail (Hermann et al., 2015) dataset. Sum-
mEval collects and releases both expert and crowd-
sourced human evaluation for 16 model outputs
on 100 articles across 4 dimensions to advance re-
search into human-correlated evaluation metrics.
For each summary, there are 3 expert and 5 crowd-
sourced evaluations, totalling 12,800 human anno-
tations. We will compare the correlation between
LLMs’ evaluations within the SummEQuAL frame-
work and human evaluations in this dataset.

4.2 MultiWOZ
MultiWOZ (Budzianowski et al., 2018) is an
open dataset released by the University of Cam-
bridge, serving as a widely-used multi-domain task-
oriented dialogue dataset with detailed human an-
notations for tracking dialogue information. As
a task-oriented dataset, MultiWOZ offers objec-
tive schemas for specific tasks and annotated slot
values for all dialogues. The dataset presents com-
plex logic and multiple topics within individual
dialogue texts, making it suitable for evaluating
the framework’s proficiency in working with a de-
signed schema. We choose the newest version Mul-
tiWOZ 2.4 (Ye et al., 2022) for the experiment.

Dataset Construction Task-oriented summariza-
tion focuses on specific results. For booking tickets,
we expect the summaries to fully contain informa-
tion on user demands and the booking result. With
this in mind, we created summaries on the Mul-
tiWOZ dataset and manually evaluated the com-
pleteness of the summaries. We randomly sample
50 dialogues from the test set of the MultiWOZ
2.4 dataset, and generate both short summaries and
detailed summaries for each dialogue using the
text-curie-001 model, GPT-3.5-turbo-0613 model,
and GPT-4 model (OpenAI, 2023), totalling 300
summaries. The statistics of the dialogues and the
summaries are shown in Table 1. Then, we an-
notated the summaries’ completeness by checking
how much proportion of the schema information
was contained to provide a score. We used three an-
notators for marking. If the annotations by the first
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Table 1: Statistics for dialogue and summary. The
lengths are described by the number of words.

Dialogue Average Summary Lengths

Metric Value Summarization Length

Dialogue Turn 6.98 gpt-3.5 simple 109.7
Mean Length 205.8 gpt-3.5 detailed 126.5
Min. Length 70 gpt-4 simple 69.0
Max. Length 470 gpt-4 detailed 89.9
Median Length 210 text-curie-001 simple 68.7
Std. Deviation 81.2 text-curie-001 detailed 72.7

two annotators were inconsistent, the third annota-
tor adjudicated to determine the final annotation.

5 Experiments and Results

Evaluation Strategy. We evaluate automatic
metrics by comparing their alignment with refer-
ence human evaluations. Three prevalent correla-
tions, the Spearman correlation, the Person corre-
lation and the Kendall’s Tau correlation are em-
ployed. Given n source texts and m summary mod-
els, the i-th text’s summary generated by the j-th
model is denoted as si,j . The formula of correlation
at a sample level is as follows:

Corr =
1

n

n∑

i=1

ρ ([eauto(si,1), . . . , eauto(si,M )],

[eref(si,1), . . . , eref(si,M )])

(5)

where ρ denotes the function of correlation met-
rics. eauto and eref denote the automatic evaluation
and reference evaluation functions, respectively.

5.1 Evaluation on SummEval
5.1.1 Experimental Setup
We evaluate the summaries in SummEval dataset
with our SummEQuAL framework and compare
the evaluation results with human evaluations. In
this paper, if not specified, we use the GPT-3.5-
turbo-0613 model with a temperature of 0 as the
LLM of our framework, since other LLMs do not
always follow the instructions strictly to work with
the SummEQuAL framework. To avoid confusion
across texts, each step of our framework separately
inputs data into the LLM and is linked by process-
ing output JSON. The human evaluation is set using
the average scores from three experts. The deter-
mined input schema is the same as the example
schema shown in Section 3.1. To make the evalua-
tion for our framework convincing, we also use a
rephrased version of the prompts besides the exam-
ple prompts in Figure 1 and calculate the average
correlation.

5.1.2 Results
LLMs have demonstrated competitive results
within the SummEQuAL framework in Table 2.
On the aspect of consistency, SummEQuAL has
shown a clear superiority over traditional automatic
metrics, improving by 19.7% compared with the
best-performing QA models and more than 10%
compared with G-EVAL. SummEQuAl benefits
both from LLMs and QA process, effectively ver-
ifying whether the information in the summary is
consistent with the original text.

In terms of relevance, the correlations are high
on G-EVAL and QuestEval. The primary reason for
not outstanding results lies in the differences in the
definitions of relevance. SummEQuAL scores does
not precisely reflect the definition of relevance in
SummEval, which emphasizes selecting important
content from the source without stressing correct-
ness. In contrast, G-EVAL directly prompt the
definition of relevance. QuestEval, when utilizing
summaries to answer questions generated from the
original text, relies on the answerability confidence
instead of an answer, thus aligning more closely
with the definition of relevance in SummEval.

5.2 Task-oriented Summarization Evaluation

Task-oriented summarization requires a focus on
specific information within the text. For instance,
in ticket booking dialogues, details about the ticket
such as time and location are crucial, while in a doc-
tor’s diagnostic interview notes, the patient’s symp-
toms and feelings are of importance. To accurately
evaluate the effectiveness of task-oriented summa-
rization, a well-defined schema that lists all the
relevant information is helpful. SummEQuAL can
then be used to provide a desirable evaluation for
the tasks, ensuring that the summarization meets
the specific requirements. To test the ability of the
SummEQuAL framework on task-oriented summa-
rization evaluation, we build a MultiWOZ-based
dataset, which contains dialogues between users
and conversational systems, involving a range of
tasks, such as restaurant reservations, travel book-
ings, information queries, and so forth, and then
we conduct experiments with the SummEQuAL
framework.

5.2.1 Experimental Setup
A dictionary with the 35 types of slots tracked in
the dialogue dataset is set as the schema for gener-
ating key points. Within the SummEQuAL frame-
work, we input schemas into both the GPT-3.5 and
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Table 2: Sample-level Spearman correlation (Spear.), Pearson correlation (Pear.), and Kendall’s Tau correlation
(Kend.) of relevance and consistency on SummEval. #Ref. is the number of reference summaries in evaluation.
Results of QA metrics are from Scialom’s work (Scialom et al., 2021).

Metrics #Ref. Relevance Consistency
Spear. Pear. Kend. Spear. Pear. Kend.

ROUGE-1 1 0.199 0.220 0.152 0.157 0.200 0.132
ROUGE-2 1 0.145 0.174 0.105 0.137 0.162 0.116
ROUGE-L 1 0.203 0.221 0.156 0.149 0.198 0.125

ROUGE-1 11 0.311 0.347 0.237 0.153 0.216 0.125
ROUGE-2 11 0.248 0.298 0.189 0.122 0.181 0.101
ROUGE-L 11 0.293 0.329 0.224 0.103 0.180 0.082
BERTScore 11 0.269 0.304 0.203 0.168 0.242 0.140
BARTScore 11 0.264 0.290 0.197 0.311 0.321 0.256
MoverScore 11 0.282 0.313 0.215 0.166 0.221 0.137

SummaQA 0 – 0.262 – – 0.083 –
QAGS 0 – 0.204 – – 0.091 –
QuestEval 0 – 0.392 – – 0.420 –

G-EVAL-3.5 0 0.385 – 0.293 0.386 – 0.318
SummEQuAL 0 0.311 0.337 0.241 0.274 0.324 0.227

-Completeness 0 0.252 0.274 0.204 0.151 0.182 0.131
-Informativeness 0 0.181 0.187 0.143 0.161 0.188 0.136
-Consistency 0 0.228 0.265 0.193 0.432 0.503 0.403

GPT-4 models, generating two lists of key points.
To evaluate the LLMs’ capability to generate key
points based on the schema, we manually com-
pared these generated lists against the slot values
annotated in MultiWOZ. Considering the target of
this ticket-booking summarization, only slot val-
ues in the final turn of user-system dialogues are
extracted as the ground truth. After this, we use a
simple match, ROUGE-L, BERTscore and LLMs
to compare the key point list with the source docu-
ment (C in Figure 1) and generate a completeness
score. We compared these completeness scores
with human scores to demonstrate whether this
framework benefits from LLMs. Last but not least,
we compare the performance of different evaluation
metrics like ROUGE, BERTScore and BARTScore
on the 300 summaries consisting of simple and de-
tailed summaries generated by the text-curie-001,
the GPT-3.5-turbo-0613 and GPT-4 models. Based
on our observation, the GPT-4 model is better than
the GPT-3.5 model, and both outperform the text-
curie-001 model; the detailed version is better than
the simple version of the same model. So we as-
signed them scores from high to low as ground
truth. Finally, we calculated the correlation coeffi-
cients of metrics and assigned scores accordingly.

5.2.2 Results
As shown in Table 3, both models can extract key
points according to the schema with relatively good
results, highlighting the flexibility and adaptability

Table 3: Key Point Generation Abilities: Scores are
derived by comparing model predictions with the last
dialogue turn’s state value manually.

Model Recall Precision F1

GPT-3.5 0.919 0.758 0.830
GPT-4 0.958 0.875 0.915

Table 4: Key Point Comparison Abilities: Model cor-
relation with human on comparison of key point and
summary.

Model Spearman Pearson Kendall Tau

Simple match 0.298 0.229 0.211
ROUGE-L 0.328 0.282 0.232
BERTScore 0.644 0.634 0.476
GPT-3.5 0.742 0.756 0.599
GPT-4 0.929 0.828 0.946

of the SummEQuAL framework. If the schema is
given, GPT-3.5 with relatively weak reasoning abil-
ity can obtain high recall. Compared with GPT-4,
the precision of GPT-3.5 is lower. We checked the
output and found this is because some unimpor-
tant information outside the schema is introduced,
which is often repeated information or redundant
content as a result of not correctly following the
schema.

Table 4 shows that the evaluation of the SummE-
QuAL framework benefits from the reasoning abil-
ity of LLMs. The comparison based on LLMs is the
most consistent with human evaluations, surpassing
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Table 5: Sample-level Correlations of Summarization
Evaluation on Our MultiWOZ-based Dataset.

Metrics Spear. Pear. Kend.

ROUGE-1 -0.010 0.077 -0.007
ROUGE-L 0.003 0.079 0.001
BERTScore 0.589 0.657 0.489
BARTScore 0.423 0.519 0.317
MoverScore -0.137 -0.360 -0.109
QuestEval 0.511 0.568 0.429

SummEQuAL 0.240 0.283 0.192
-Completeness 0.691 0.764 0.573
-Informativeness 0.212 0.257 0.161
-Consistency -0.028 -0.058 -0.031

other methods significantly. Upon careful obser-
vation of the results, we discovered that GPT-3.5
tends to make errors and give lower scores, which
suggests that in complex scenarios, GPT-3.5’s rea-
soning ability may not be sufficient to capture all
the details of the summaries. We will discuss this
in the analysis section (§6) in detail.

By the comparison in Table 5, the completeness
of SummEQuAL has achieved the best correlation,
but the correlations of other parts are not high. Met-
rics based on pre-trained language models perform
well, but ROUGE performs poorly. This result is
from the generation of summarization. The GPT
models tend to cover more content when summariz-
ing on MultiWOZ, so the summarization contains
comprehensive important information but is not
concise. Moreover, since both GPT-3.5 and GPT-4
have good summary capabilities for the MultiWOZ
data set, the actual summarization quality of GPT-
3.5 is not lower than GPT-4 in some cases, espe-
cially considering the consistency. As a result, the
assigned scores are not completely accurate, which
affects the overall correlation coefficient.

6 Further Analysis

6.1 Discrepancy of Summarization Tasks

The evaluation result is affected by the dataset’s
features, the evaluation criteria and the evaluation
target. Articles in SummEval are longer and con-
tain more detailed descriptions, making it easier for
summarizations to introduce non-essential informa-
tion and produce inconsistent information, while
the dialogues are shorter. Moreover, we need to
consider the practical meaning of the comparison
scores. The dialogues in MultiWOZ are based on
specific tasks, and their themes and key information
are more clearly defined. In the case of providing

a schema reflecting the content of the task as a ref-
erence, the completeness score is more consistent
with the target of evaluation. When using Sum-
mEQuAL for evaluation tasks, we can clarify the
purpose of the task and use a more appropriate
schema and metric or combination of metrics for a
better evaluation.

6.2 Error Analysis

Inferencing capability. As illustrated in Table
6, the dialogue contains implicit shifts of needed
information. GPT-3.5 only capture the user’s initial
request for a restaurant serving canapes and did not
correctly comprehend the system’s rejection of the
user’s proposed dining time of 16:15. This com-
parison underscores the importance of inferencing
abilities of the model’s reasoning capabilities. Sim-
ilar errors could also occur in the evaluation of
informativeness and consistency.

Subjectivity. Evaluation on the SummEval
dataset is influenced significantly by subjectivity.
The evaluation results can vary depending on the
chosen schema. Our schema may focus on differ-
ent information from the human annotation in Sum-
mEval. Consequently, the generated key points do
not align with information in the reference sum-
maries used by human experts during evaluation,
resulting in a potential distortion of the summariza-
tion evaluation.

Stability. When generating key points, GPT-3.5
could generate duplicate information or possible
schema values that do not appear in the summary,
causing the SummEQuAL framework to fail. Dur-
ing the entire evaluation process, GPT-3.5 is oc-
casionally affected by the text content, so that it
is unable to correctly execute the framework tasks
according to the instructions, and outputs wrong or
incomplete content.

6.3 Reproducibility

An inherent characteristic of LLMs, especially
when interfaced through APIs, is the potential vari-
ability in their outputs upon repeated experiments.
We evaluate the potential difference level of this
issue by repeating the experiment. Here we use
the GPT-3.5-turbo as the base model of the Sum-
mEQuAL framework, and we experimented on the
SummEval benchmark. Table 7 shows that the
majority of the results across various metrics fell
within the minimal absolute difference percentage
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Table 6: Case Study: Comparison of GPT-3.5 and GPT-4 for Key Points Generation. Table (top) provides a brief
overview of the dialogue and Table (bottom) summarizes both the actual key points and the predictions. Key points
highlighted in green indicate correct summarization, while those in red represent incorrect predictions by the model.

Role Dialogue

User: I am looking for a restaurant that serves canapes in the east.
Sys: Unfortunately there are no restaurants serving canapes in the east.
User: Ah, well, too bad. In that case, I think that’ll be everything that I needed. Thanks and have a good day!
Sys: Are you sure? I can find other options in other parts of town?
User: How about Italian food?
Sys: There is the Pizza Hut Fen Ditton in the east serving Italian food.
User: Great! Please book a table for 6 at 16:15 on Saturday.
Sys: Sorry, but no tables are available for that time slot. Would you like to change the time?
User: How about 15:15 then?
Sys: Your table is booked. Your reference number is qw8jzwzk. Can I help you with anything else?
User: Great. Thank you for your help today. That is all.

Key Points (Name) Slot Values (Truth) GPT-3.5 (Prediction) GPT-4 (Prediction)

restaurant-food italian canapes italian
restaurant-area east east east
restaurant-book day saturday saturday saturday
restaurant-book people 6 6 6
restaurant-book time 15:15 16:15 15:15
restaurant-name pizza hut fenditton pizza hut fen ditton pizza hut fen ditton

Table 7: Comparison of Repeated Experiment Results

Metrics Abs Mean Variance Abs Difference Percentage

0-0.1 0.1-0.2 0.2-0.3 0.3-0.4 >0.4

S.E. 0.050 0.010 81.31% 11.75% 4.31% 1.69% 0.94%
Comp. 0.052 0.012 78.94% 11.69% 5.69% 2.38% 1.31%

Inf. 0.056 0.016 78.75% 10.19% 5.62% 3.81% 1.62%
Cons. 0.018 0.004 92.31% 4.56% 2.06% 0.75% 0.31%

Figure 2: Standardized SummEQuAL and Human
Scores by Summary Length Interval

range (0-0.1), indicating a high degree of repro-
ducibility. Among all the metrics, the consistency
score shows the smallest discrepancy.

6.4 Comparison of Text Length

We conduct a comparative analysis with human
scores to evaluate the possible bias of our Sum-
mEQuAL score across various text lengths. First,

we scale the SummEQuAL and human scores us-
ing z-score normalization to ensure comparability.
We then grouped the summaries into four equal-
sized intervals based on length and computed the
mean standardized score for both SummEQuAL
and human evaluations within each group. Figure 2
indicates a general trend where both SummEQuAL
and human scores increased with the length of the
text. The apparent preference in the SummEQuAL
model for longer texts could result from the fact
that longer summaries are better in the SummEval
benchmark. The overall parallel trends in Sum-
mEQuAL and human scoring across different text
lengths demonstrate a degree of consistency.

7 Conclusion

This work proposes a novel summarization evalu-
ation framework, SummEQuAL, based on LLMs.
The SummEQuAL framework provides a reliable
and effective approach for the evaluation of sum-
marization, opening up a new direction for future
work on unified and reproducible summarization
evaluation using LLMs. SummEQuAL sheds new
light on developing reliable and consistent sum-
marization evaluation methods, expected to help
researchers more precisely understand and evaluate
the performance of summarization models, thereby
improving the quality of summarization content.
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Limitations

SummEQuAL’s performance depends on the ca-
pabilities of LLMs. Any limitations these LLMs
have, especially in parsing complex logic or dis-
cerning implicit information, will directly influence
SummEQuAL’s evaluation. The framework’s re-
liance on multi-step reasoning, involving several
interactions, means it can be time-intensive and
resource-heavy compared to simpler one-step eval-
uations. Moreover, although SummEQuAL has
shown promise in initial tests, its effectiveness
across different models, languages, and text do-
mains still needs further evaluation.
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