
OSACT 2024 Workshop, pages 67–73
25 May, 2024. © 2024 ELRA Language Resource Association: CC BY-NC 4.0

67

Tafsir Extractor: Text Preprocessing Pipeline preparing Classical
Arabic Literature for Machine Learning Applications

Carl Kruse1, Sajawel Ahmed1,2
1Goethe University Frankfurt, Germany

2University of California, Davis, United States
{carl.kruse,sahmed}@em.uni-frankfurt.de {sajahmed}@ucdavis.edu

Abstract
In this paper, we present a comprehensive tool of preprocessing Classical Arabic (CA) literature in the field
of historical exegetical studies for machine learning (ML) applications. Most recent ML models require the
training data to be in a specific format (e.g. XML, TEI, CoNLL) to use it afterwards for Natural Language
Processing (NLP) tasks such as Named Entity Recognition (NER) or Topic Modeling (TM). We report on how our
method works and can be applied by other researchers with similar endeavors. Thereby, the importance of this
comprehensive tool of preprocessing is demonstrated, as this novel approach has no predecessors for CA yet. We
achieve results that enable the training of current ML models leading to state-of-the-art performance for NER and
TM on CA literature. We make our tool along its source code and data freely available for the NLP research community.
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1. Introduction

While working within the field of Classical Arabic
(CA) literature and its genre of exegetical studies
(tafsir), it becomes clear that it is a very broad field
in which different textual components can be ex-
amined along their topics, e.g. the textual compo-
nent of oral traditions (hadith) along the topics of
juridical rulings (fiqh), linguistics (lugha), and judeo-
christian sources (israiliyat). One exegetical work
that is particularly emphasized to research such
topics is the monumental book of the theological
scholar Al-Tabari (d. 923). His work Tafsir Al-Tabari
is regarded among the most important exegeses in
the Islamic theology and contains a large part of all
relevant oral traditions that were in circulation at the
beginning of the 10th century (Ahmed et al., 2022a).
Through his work it is possible to gain insights into
the mentioned topics (e.g. juridical rulings) to un-
derstand a given verse and its circumstances for
scholars of historical literature.

Given the substantial volume of Al-Tabari’s work,
extracting and compiling oral traditions on specific
topics from classical works to enhance Quranic ex-
planations is a complex task. This complexity is
exacerbated by the vast array of topics available for
analysis in exegetical works, totaling 15 according
to the classical categorization by Al-Suyuti (1505).
Therefore, it becomes imperative to undertake digi-
tal preparations for such texts. This digital transfor-
mation allows efficient access to a wealth of infor-
mation within the realm of exegesis, facilitating a
more effective exploration of diverse topics.

To this end, we develop in this work the tool Tafsir
Extractor, a comprehensive text preprocessing
pipeline for preparing gold data that can be used to

train machine learning (ML) models. Several steps
are necessary to digitally process the Al-Tabari cor-
pus. First, the corpus is extracted from the resource
platform Gawami’ al-Kalim1 (GK), which is prepared
via an optical character recognition (OCR) process
from the original manuscripts. Second, it is anno-
tated manually in the XML/TEI formats according
to the annotation guidelines (Ahmed et al., 2022b).
Third, the data is converted using our TEI2CoNLL
module, a method that has been developed with
various different options to convert the data auto-
matically into the CoNLL format (Tjong Kim Sang
and De Meulder, 2003) which is necessary for cur-
rent ML models (Lample et al., 2016; Devlin et al.,
2019; Brown et al., 2020) for the task of Named
Entity Recognition (NER). Our extended CoNLL

Figure 1: Processing steps for preparing the raw
data from CA literature

format also contains a matrix with extracted infor-
mation on Topic Modeling (TM) data. Additional
columns can be added for syntactical and analyt-
ical information of a word or a sentence. Finally,
this whole dataset can be used for ML evaluations
(see Figure 1), either by training the heavyweight
large language models with MaChAmP (van der

1https://gk.islamweb.net

https://gk.islamweb.net
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Goot et al., 2021) (even in multi-task learning sce-
narios), or by lightweight embedding-based models
(Mikolov et al., 2013; Ling et al., 2015) trained on
the unlabeled OpenITI corpus (Miller et al., 2018)
from scratch.

Thus, our work allows us to accelerate the pro-
cess of digitizing information from the historical lit-
erature of theological studies. We lay the technical
foundations for our ongoing research work on Nat-
ural Language Processing (NLP) for CA literature
allowing the training and fine-tuning of current ML
models for higher-level NLP tasks such as NER or
TM (Ahmed et al., 2022b). Until now there was no
software tool available that solved these respective
tasks for CA. The tool developed by us is freely
available along its data2, so that the reproducible
and further development of both the methodology
and the results is enabled for the open source com-
munity.

2. Related Work

Various approaches have been utilized to create
software tools that address preprocessing chal-
lenges in different languages. These tools enable
the faster analysis of substantial amounts of text
data, even for historical low-resource languages
and their literature.

Recent research in Arabic NLP has produced
new tools that provide different functions for text,
sentence, word, pre- and suffix analysis, e.g.
CAMeL tools (Obeid et al., 2020), Stanza (Qi
et al., 2020), MADAMIRA (Pasha et al., 2014) and
Farasa (Abdelali et al., 2016). CAMeL tools is a
comprehensive NLP package specialized for Ara-
bic language. Stanza offers various preprocess-
ing methods for many languages including Arabic.
MADAMIRA and Farasa are tools for Morphologi-
cal Analysis and Disambiguation of Arabic. These
tools mainly focusing on Modern Standard Arabic,
rather than CA. Besides, these prior works cannot
convert out-of-the-box a given piece of text in XM-
L/TEI format into a specific format (e.g. CoNLL).
In our research work, this target format is needed
for ML downstream-task evaluations. Even with a
combination of existing tools just mentioned above,
the target format cannot be reached. Therefore,
we solve this challenge by developing a compre-
hensive modular pipeline which, once started, au-
tomatically solves the required tasks.

Preprocessing Arabic, especially Classical Ara-
bic, is challenging due to its complex morphology.
Tasks include word evaluation, categorizing sen-
tence components, and segmenting sentences. An-
alyzing words and parsing sentence components
for specific topics or subtopics is challenging due

2https://github.com/sa-j/ArabicNLP

to contextual dependencies. Context-aware strate-
gies are needed to prevent misinterpretations, as
words can have multiple meanings depending on
context, such as "madina" meaning both a city and
a personal name, and "mansur" meaning assis-
tance or a personal name.

This field is relatively new and specialized. Our
literature review revealed that to the best of our
knowledge, there are no prior studies available.
Hence, we are among the first to deal with this
genre of literature from the perspective of computa-
tional linguistics. Despite that, we discovered that
existing tools are helpful for certain aspects in our
pipeline, while working on preparing ML training
data.

To accomplish the tasks just mentioned and to
meet the specific requirements of our research,
we developed in this paper our own functions and
methods, which are not available in any previous
work, and introduced our very specific approach
for textual preprocessing of CA literature for ML
applications.

3. Preprocessing Approach

As previously illustrated, our preprocessing pipeline
comprises four distinct stages (see Figure 1). We
provide details for each module and put our em-
phasis on the most complex part, namely the
TEI2CoNLL module.

OCR process The initial step is defining and ex-
tracting CA literature data through an OCR process
which involves in our case the digitization of the
Al-Tabari corpus. This is a foundational step of
transformation in our preprocessing pipeline, which
allows us to take any raw OCR text from the vast
collection of CA literature and digitize it so that it
can be used for further processing.

GK2TEI Afterwards our GK2TEI module diligently
transforms the digitized data of the OCR process
available from its very specific markup language
into XML files applying the TEI format, leveraging a
myriad of functions we embedded within this mod-
ule. This format enables the structured coding and
annotation of the data. Consequently, the data is
ready to be used for manual annotation and further
processing by our tool TEI2CoNLL.

TEI2CoNLL The digitization process of the Tabari
text into XML format includes the annotation of
NER, topics, and subtopics by experts in the field
of theological studies. The annotation of the text
data is carried out manually whereby the rest of
the transformations are automated by our pipeline.
Afterwards, the data is exported into XML files, serv-
ing as the base for TEI2CoNLL, which is the core

https://github.com/sa-j/ArabicNLP
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of our processing pipeline. The program provides
versatile filtering options for generating specific out-
puts, including choices for NEs, topics, subtopics,
either with or without Isnad (chain of transmitters).
Users can customize data extraction using flags,
and the order of functions can be adjusted, offering
flexibility in data processing. The resulting output is
presented in a specific matrix format (see Figure 2).

TEI2CoNLL reads preprocessed XML files,
merges them into one, and extracts NEs, topics,
subtopics, and Isnads. It then converts the merged
file into CoNLL format, crucial for data analysis and
training ML models. In these XML files, annotated
data is identified using specific keys such as <per-
sName> for Isnad, <name ..> for NEs, <p..ana=..>
for topics, <seg ana=..> for subtopics, and <said>
for the Matn (text of a transmission). The XML
files are processed, creating a three-column ma-
trix shown in Figure 2. Very long sentences are
split based on heuristics considering factors like
length and specific factors, as described in detail in
Schweter and Ahmed (2019). Users can customize
the inclusion NEs and Isnad into the sentences.
NE tags are converted to the BIO scheme, marking
start with B-[NE] and subsequent ones with I-[NE].

Figure 2: Matrix representation of NEs, topics, and
subtopics

CoNLL-Reader In the final phase of the pipeline,
our CoNLL-Reader module empowers the modifi-
cation of pre-existing ML training datasets, already
strictly structured in CoNLL format. This flexibil-
ity enables the application of advanced grammat-
ical, morphological, and script-dependent prepro-
cessing techniques, thereby enhancing the depth
of analysis for historical languages and their an-
cient writing systems. Our CoNLL-Reader module
has specific filtering options to modify punctuation,
diacritic marks (tashkeel) and even letters in the

CoNLL files. This allows us to customize the CoNLL
files to generate different preprocessed versions of
ML training data, allowing us to develop our novel
method of script-compression as part of our ongo-
ing work on NLP for the CA language.

Preparation of data for language model train-
ing: OpenITI extraction Beside TEI2CoNLL, we
analogously apply a specific preprocessing tech-
nique on the OpenITI corpus in order to extract data
for training the language model from scratch. To
get CA text data, we crawl the platform of OpenITI,
which contains one of the largest collections of on-
line available historical books for CA. The final data
is stored in one large text data file in which per line
one sentence is saved. To actually generate this
format, we apply our sentence splitting heuristics
along tokenization from CAMeL tools. This addi-
tional data helps us to train a lightweight model
with state-of-the-art performance for NER or re-
lated tasks without relying on pre-trained language
models.

4. Results

The preprocessing pipeline Tafsir Extractor pro-
duces text data for different stages of our ML analy-
sis. In the following sections, we present the major
results after the Tafsir Extractor has been applied
on the input data set consisting of the entire Tabari
corpus.

GK2TEI: data for human annotation The
GK2TEI module standardizes the raw CA text from
its very specific markup language by automatically
generating the TEI files. This allows the usage of
various tools which are based on the popular TEI
format, such as the Oxygen XML Editor3. Hence,

Figure 3: Screenshot of the annotation working
environment in Oxygen XML Editor (figure taken
from Ahmed et al. (2022b)).

this crucial step of conversion generates the data
which enables the manual annotation of raw CA
texts with NEs and Topics by experts and its further
analysis by ML models. Figure 3 provides a view
of the annotation environment.

3https://www.oxygenxml.com/

https://www.oxygenxml.com/
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TEI2CoNLL: data for task-specific ML training
(NER and TM) The output in Figure 2 presents a
matrix displaying sentences with listed topics. Each
sentence begins with topics marked as 1 or 0. Un-
tagged sentences are denoted with 0, and unde-
fined topics as ’nil.’ Subtopics follow a BIO format
akin to NE tags. Data extraction includes NEs,
sentence-based topics, and span-based subtopics.
Extracting NE tags involves boundary recognition
and categorization into semantic types: persons
(PER), organizations (ORG), locations (LOC), times
(TME), and others (OTH), leveraging annotation
data for concept analysis in theology. Sentence-
based topics, in total 15, encompass a range of
categories including topics like topics of juridical
rulings (fiqh), theological topics (kalam), and linguis-
tics (lugha). Span-based subtopics further refine
these topics and include themes like specific his-
torical topics (e.g. tareekh). Finally, the processed
data is saved into three files (dev.conll, test.conll,
train.conll).

Table 1 provides the results for NEs. We can
see that there are twice as many NE tokens in
the data with Isnad compared to the data without
Isnad. Especially for the NE category PER, the
amount is increased significantly, but not for the
other four NE categories. This is not surprising,
since by definition an Isnad consists predominantly
of transmitters (i.e. PER). Therefore, the inclusion
of Isnad has a greater impact on the number of
PER tokens, rather than any other NE category and
their tokens. Furthermore, according to our results
presented in Table 1, the total count of tokens is
1,793,315. However, when Isnad is excluded from
the calculation, the count drops to 913,749 tokens.
This suggests that approximately half of the text
consists of Isnad data.

NE w. Isnad NE w.o. Isnad

1,409,334 O 775,010 O
176,105 B-PER 47,746 B-PER
149,292 I-PER 31,991 I-PER
22,026 B-ORG 21,459 B-ORG
12,453 B-OTH 12,142 B-OTH
8,456 I-ORG 8,122 I-ORG
4,160 B-TME 6,610 B-TME
5,583 B-LOC 4,990 B-LOC
4,087 I-TME 3,912 I-TME
1,032 I-OTH 1,008 I-OTH
787 I-LOC 759 I-LOC

Table 1: Results for NE tokens with/without Isnad

For topics, the picture is more dynamic while look-
ing from the perspective of Isnad inclusion (see
Table 2). For some topics (fiqh, sufism, adyan)
the number depends highly on the Isnad inclu-
sion, whereas for some other topics (qiraat, tikrar,
takhsis) the number seems to be not strongly in-
fluenced by this inclusion. Further investigation is
required to determine the reason for this pattern.

Topic w. Isnad w.o. Isnad

adyan (non-Islamic relig.) 31,931 20,536
asbab (occas. of revelation) 9,143 6,268

fiqh (jurisprudence) 21,381 9,753
israiliyat (Judeo-Christian) 7,795 4,533
kalam (Islamic theology) 36,133 19,384

lugha (linguistics) 29,573 15,776
mushkilat (problem) 59 28

mutashabih (allegorical) 360 175
naskh (abrogation) 1,257 727

qiraat (recitation style) 4,957 4,238
sirah (prophetic biography) 3,960 2,729

sufism (mysticism) 15,570 7,553
takhsis (specification) 400 317

tikrar (repetition) 405 381
ulum (science) 5,028 2,262

Table 2: Results for Topic tokens with/without Isnad

OpenITI: data for language model training
(task-independent) Our results for the OpenITI
corpus data are 134.17 Mio. sentences, extracted
from 17 GB of raw text data, which is the largest
amount yet to be used for CA. Thus, this allows
the training of lightweight ML models for CA-NER
and CA-TM without relying on pre-trained language
models which are not made with regard to the do-
main of historical theology. We plan to upload this
corpus data along its text generation module for the
research community. This will give rise to the possi-
bility of using the strengths of current heavyweight
ML models (such as BERT, XLNet, GPT-3 (Devlin
et al., 2019; Yang et al., 2019; Brown et al., 2020))
and training domain-specific versions of them as
well, even when new historical text collections are
added to the growing platform of OpenITI.

5. Conclusion

In this paper, we introduced the Tafsir Extractor,
a comprehensive preprocessing tool designed for
extracting raw text data from CA literature and con-
verting it into a specific format (e.g. CoNLL and
its extensions), to facilitate downstream-task eval-
uations for fundamental NLP tasks, such as NER
and TM. The absence of a similar tools for CA liter-
ature prior to our work prompted the development
of Tafsir Extractor. Consequently, our work paves
the way for a large-scaled generation and analysis
of historical CA literature with modern ML methods.

Our work highlights the challenge of sentence
segmentation and word recognition in CA texts
due to the absence of punctuation and the context-
dependant changes in the semantics of words. To
overcome these challenges, we have employed a
specialized heuristics in our program, which consid-
ers word counts, customizable through a filter in our
program, and takes into account sub/topic anno-
tatations for segmentation. Determining contextual
meanings of words still poses a formidable chal-
lenge for NLP methods in prospective projects. De-
spite minor deviations, the cleanliness of the data



71

enables its utilization for subsequent downstream-
task evaluations without hindrance.

In future work, we propose improving sentence
segmentation by developing a domain-specific neu-
ral network model which identifies sentence bound-
aries based on semantics rather than syntax of text.
This approach holds promise for addressing the
major limitations encountered in our current work.
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A. Data and Code Availability
Statement

The project aims to promote cooperation and
progress in the field of NLP. To ensure transparency
and reproducibility, all datasets used in our ex-
periments, along with the corresponding code-
base, will be made readily available to the public
through GitHub repositories (https://github.
com/sa-j/ArabicNLP). The datasets will be
provided in commonly used formats, accompanied
by comprehensive documentation detailing their
sources, preprocessing procedures, and any rele-
vant licensing information. The codebase will be
structured in a modular and well-documented man-
ner. The aim is to offer researchers precise in-
structions for accessing and using the data, which
will facilitate their understanding, extension, and
adaptation of our algorithms and methodologies.
The NLP community is encouraged to explore, cri-
tique, and build upon the contributions, promoting
a culture of open collaboration and accelerating
progress in the field.

https://github.com/sa-j/ArabicNLP
https://github.com/sa-j/ArabicNLP
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