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Abstract
Detecting opinions, their holders and targets in parliamentary debates provides an interesting layer of analysis,
for example, to identify frequent targets of opinions for specific topics, actors or parties. In the paper, we present
GEPADE-ORL, a new dataset for German parliamentary debates where subjective expressions, their opinion holders
and targets have been annotated. We describe the annotation process and report baselines for predicting those
annotations in our new dataset.
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1. Introduction

Recent work in the area of political text analy-
sis has seen an increasing interest in using NLP
methods to investigate the sentiment and positions
of political actors in parliamentary debates (see
Abercrombie and Batista-Navarro (2020) for an
overview). Most work, however, sticks to rather
coarse-grained analyses like the prediction of sen-
timent (positive, neutral, negative) at the level of
sentences or documents (Proksch et al., 2019;
Abercrombie and Batista-Navarro, 2018) or the
prediction or scaling of ideology on a binary scale
(left–right) (Laver et al., 2003; Slapin and Proksch,
2008).

We thus argue that more work is needed to
enable analyses of political text on a more fine-
grained level. One possible approach is Opinion
Role Labelling (ORL), i.e., the extraction of opin-
ion holders and their targets from text. ORL offers
an interesting layer of analysis by distinguishing
different perspectives expressed in a text. For illus-
tration, see Fig. 1 and the examples below.

Ex. 1.1 The German government regrets sending
the wrong message to authoritarian leaders.

Ex. 1.2 The German government risks sending
the wrong message to authoritarian leaders.

While both sentences express negative senti-
ment, the first one is written from the point of view
of the German government, while the second sen-
tence reflects the speaker’s perspective. This sub-
tle but crucial difference results in very different
analyses. Instead of classiying both sentences as
negative, a more informative analysis should cap-
ture that the first example expresses the regrets of
an opinion holder (the German government) about
an action (sending the wrong message to authori-
tarian leaders), where we can infer that the stance
of the holder towards the target is negative. For

Figure 1: Example annotation from our corpus
(SE-A: Subjective Expression, Agent-view; PTK:
particles and reflexive pronouns).

the second example, we would like to know that
the German government is not the opinion holder
but the target of the opinion, while the holder is not
stated explicitly but can be inferred as the speaker
of the utterance.

In the paper, we present a new dataset of par-
liamentary debates from the German Bundestag
where such differences are encoded on the level
of subjective expressions (SEs) and their opinion
roles. Our annotation follows a lexico-semantic
approach to the identification of opinions and their
holders and targets (Wiegand and Ruppenhofer,
2015), based on the detection of subjective expres-
sions for agent, patient and speaker view verbs
(for details, see Section 3). We then use our new
dataset to train a state of the art Semantic Role
Labelling (SRL) system that can automatically pre-
dict subjective expressions and opinion roles in text
and present baselines for our new corpus.

The paper is structured as follows. We start
with a short review of related work on sentiment
and stance detection in political communication
(§ 2) and present our lexico-semantic approach to
opinion role labelling (§ 3). Section 4 describes
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our new dataset and annotation process, and we
report baselines for the automatic prediction of
opinion roles in Section 5. Section 6 concludes
and outlines future work.

2. Related Work

Detecting politicians’ positions towards certain pol-
icy issues is an active field of research in the com-
putational political science community (Subrama-
nian et al., 2017; Rauh, 2018; Abercrombie and
Batista-Navarro, 2018; Abercrombie et al., 2019;
Koh et al., 2021; Abercrombie and Batista-Navarro,
2022).1 However, due to a lack of resources
for fine-grained analyses of the sources and tar-
gets of opinions in political debates, many works
have tried to approximate the stances of political
actors with sentiment predictions, assuming that
the concepts are sufficiently correlated (Jose and
Chooralil, 2015; Murthy, 2015; Rezapour et al.,
2017; Uthirapathy and Sandanam, 2023).

Bestvater and Monroe (2023) address this is-
sue and present three case studies showing that
approximating stance with sentiment introduces
noise and can thus have a negative impact on the
validity of the results. Therefore, they discourage
the use of sentiment dictionaries and classifiers for
modelling stance and, instead, recommend to train
in-domain stance classifiers for the task at hand.
Below, we explain the difference between stance
detection and opinion role labelling and shortly
overview relevant work in each field.

Stance detection for political text analysis In
contrast to sentiment classifiers that label a text as
either positive, negative or neutral without specify-
ing the target of the sentiment, a stance detection
classifier takes a text and a given target and tries to
determine the stance of the text toward that target
as either in favour, against or neither.2

Work on the intersection of NLP and political
science often tries to predict political preferences
for a large set of fine-grained issues (Subrama-
nian et al., 2017; Abercrombie and Batista-Navarro,
2018; Abercrombie et al., 2019; Koh et al., 2021;
Abercrombie and Batista-Navarro, 2022), inter alia.
Most notably is the Manifesto Project3 which has
created a large, multilingual collection of political
manifestos across countries, where policy issues
and preferences are coded on the sentence level.

Vamvas and Sennrich (2020) present a multi-
lingual, multi-target dataset for online political de-
bates. Mascarell et al. (2021) release a corpus of

1Also see Abercrombie and Batista-Navarro (2020)
for a survey of recent work on sentiment and stance
detection in parliamentary debates.

2Often the label neutral is also included.
3https://manifestoproject.wzb.eu

German news articles with stance annotations for
a set of 91 target issues. Barriere et al. (2022a,b)
create a multilingual, multi-target dataset of online
debates with self-rated comments in 26 European
languages. They augment the data with around
1,200 comments in 6 languages, manually anno-
tated for stance. Göhring et al. (2021) present
the German deInStance corpus, including 1,000
answers by politicians taken from the X-Stance cor-
pus of Vamvas and Sennrich (2020), focussing on
the challenging task of inferring implicit stances
from text.

Opinion Role Labelling is the task of identify-
ing subjective expressions in text, together with
their holders and targets. Previous work has used
the term “fine-grained entity or aspect-level senti-
ment analysis” for identifying the sentiment (pos-
itive, negative) of a text toward the target of an
opinion (Liu, 2012), which is very similar to our
goal. However, unlike aspect-level sentiment anal-
ysis and stance detection, ORL does not require
any prior knowledge of the target(s), but attempts
to identify them "on the fly", together with their
sources.

Following the seminal work of Stoyanov et al.
(2004) and Wiebe et al. (2005a) for English, Rup-
penhofer et al. (2014, 2016) have presented a cor-
pus of Swiss-German parliamentary debates an-
notated with subjective expressions, their opinion
holders and targets. The data set has been used
in two shared tasks.4 While being similar in spirit
to our work, their data is substantially smaller with
around 26,500 tokens compared to over 200,000
tokens in our data. However, due to the full text
annotation approach where all subjective verbs,
nouns, adjectives and multi-word expressions have
been coded, the density of annotated SEs in the
shared task data is much higher than in our corpus.

Other work from the area of Argumentation Min-
ing has focussed on German newswire, presenting
a dataset of German newspaper articles, manu-
ally annotated for claims about the migration crisis
(Lapesa et al., 2020). The authors identify and
code claims, together with their holders (the ones
who stated the claim), and also annotate the po-
larity of the claim. This results in a high-quality
dataset for this particular topic. However, the ap-
proach offers limited generalisability, as the data is
tailored toward one particular policy issue.

Instead, the ORL approach is more generalis-
able as it can be used on any text, without a prede-
fined topic or target. This, however, comes at the
cost of interpretability. While stance detection asks
what stance a text conveys towards the target (e.g.,

4See the IGGSA 2014 shared task: https://
sites.google.com/site/iggsasharedtask/task-1 and
for 2016: https://iggsasharedtask2016.github.io.

https://manifestoproject.wzb.eu
https://sites.google.com/site/iggsasharedtask/task-1
https://sites.google.com/site/iggsasharedtask/task-1
https://iggsasharedtask2016.github.io


165

A (Wir)Holder lehnen (diesen Antrag)Target abPtc

(We) Agent reject (this motion) Patient

P (Die USA)Target haben (mich)Holder enttäuscht
(The USA) Agent disappointed (me) Patient

S (Deutschland)Target verfehlt (seine Ziele)Other

(Germany) Agent fails to meet (its targets)

Table 1: Examples for agent (A), patient (P) and
speaker (S) view verbs and the mapping to opinion
holder and target (A: agent=holder, patient=target;
P: agent=target, patient=holder; S: agent=target,
holder=speaker).

a political actor like Trump or Obama or a topic like
abortion, death penalty), the targets identified in
ORL can be very heterogeneous, making it hard
to map them to a predefined topic (e.g., sending
the wrong message to authoritarian leaders). In
addition, ORL does not encode the polarity of the
subjective expression. The different approaches
are therefore not equally suitable for all types of
analyses, but should be carefully selected depend-
ing on the research question.

3. Agent, Patient and Speaker Views

To create a corpus annotated for subjective ex-
pressions, their holders and targets, we follow the
lexico-semantic approach described in Wiegand
and Ruppenhofer (2015). The authors show that
semantic roles like agent and patient are not suffi-
cient for distinguishing opinion holders from their
targets and propose to categorise opinion verbs
into three distinct views: (i) agent view, (ii) patient
view, and (iii) speaker view verbs.5

The three views specify how the opinion holder is
mapped to high-level semantic roles on the syntax-
semantics interface: In the agent view, the opinion
holder is the syntactic subject of the clause and
is linked to the semantic role of the agent. For
patient view, the holder of the opinion is not the
subject but the direct object of the clause and can
be mapped to the semantic role of the patient while
the agent role encodes the opinion target (see
Table 1). For speaker view, the semantic agent
role again encodes the opinion target while the
opinion holder is implicit and can be inferred as the
speaker of the utterance.

Therefore, determining the correct view of the
subjective expression should help us to identify the
correct target as either the grammatical subject or
the object of the utterance. We use this schema to
create a dataset of German parliamentary debates

5Speaker view verbs have previously been described
by Wiebe et al. (2005b) as expressive subjectivity and
by Maks and Vossen (2011) as speaker subjectivity, see
Wiegand and Ruppenhofer (2015).

where we annotate subjective expressions, their
holders and targets and some additional roles (see
Section 4). In the next section, we present our new
dataset and describe the annotation process.

4. Data and Annotation

Our dataset, GEPADE-ORL, includes German par-
liamentary debates, manually annotated for verbal
subjective expressions and their opinion roles, i.e.,
their opinion holders and targets. The speeches
are taken from the 19th legislative term of the Ger-
man Bundestag, however, the distribution of topics
in GEPADE-ORL is not representative of the larger
data but has been sampled to cover a more diverse
range of topics, with contributions from all parties
distributed over the whole legislative term. Below,
we describe the sampling procedure in more detail.

Sampling procedure We extracted a sample
of parliamentary debates from the German Bun-
destag, covering all speeches from the 19th leg-
islative term (2017–2021). The sample includes
speeches by 807 different speakers, with over
900,000 sentences and over 16 mio tokens. From
this corpus, we selected individual speeches
for annotation, controlled for topic and including
speeches for each of the political parties. In addi-
tion, we wanted the texts to be evenly distributed
over the time span of the legislative term. To
achieve this goal, we selected specific agenda
items that covered a range of topics, and then
sampled all speeches that belong to this specific
agenda item, to increase the comparability of the
contributions made by the different speakers.

We based our topic selection on the coding
scheme developed in the Comparative Agendas
Project (CAP) (Bevan, 2019). The CAP scheme
includes 21 major topics and more than 200 fine-
grained subtopics. We used a topic classifier to
select speeches for eight of the major CAP top-
ics for annotation (Cultural Policy Issues, Defense,
Domestic Macroeconomic Issues, Education, Envi-
ronment, Health, Immigration and Refugee Issues,
Law, Crime, Family Issues) and manually validated
the results.6

Annotation Our annotation follows a lexico-
graphic approach, based on the automatically cre-
ated German opinion verb lexicon of Wiegand and
Ruppenhofer (2015). The lexicon includes 1,416
verbal subjective expressions, categorised as ei-
ther agent (533), patient (141) or speaker view
verbs (742). Our annotation setup proceeds as
follows. We mark all verbs from the lexicon in

6For more detailed information, please refer to the
data sheet in our github repository: https://github.
com/umanlp/GePaDe-ORL.

https://github.com/umanlp/GePaDe-ORL
https://github.com/umanlp/GePaDe-ORL
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our data for annotation and ask our annotators to
disambiguate the view as either agent, patient or
speaker view. If the verb can not be interpreted as
a subjective expression in this particular context,
then we assign the label none. After disambiguat-
ing the subjective expressions, the annotators are
instructed to identify the holder and target for this
subjective expression.7

In addition to holder and target, we annotate the
effect role for patient and speaker view (see Ex. (1)
below). We use the label other to encode a set of
verb-specific roles (such as Cause, Theme, Goal)
for speaker view verbs (see examples in Table 1).
(1) (Der Fall Susanna)Target zeigt beispielhaft (den

Maximalschaden der Durchwinkekultur)Effect.
(The Susanna case)Target shows (the maximum
damage caused by the wave-through
culture)Effect.

The particle role (PTC) marks separated verb
particles, as shown in Ex. (2) where the verb form
“verlorengehen” (be lost) has a meaning very dif-
ferent from “gehen” (go) alone without the verb
particle. To encode the actual meaning of the verb,
we mark the separated verb particle as PTC. In
addition, we use this label for obligatory reflexive
pronouns (see Fig. 1).
(2) Über viele Jahrhunderte gewachsenes kulturelles

Kapital geht hier (verloren)Ptc.
Cultural capital that has grown over many
centuries is being lost here.

We use the label SVC to indicate the nominal
component of a support verb construction where
the meaning is largely shifted from the verb to the
noun, as illustrated in Ex. (3).
(3) Zeigen Sie endlich (Rückgrat)SV C .

Finally show some (backbone)SV C .

Our annotated dataset has a size of 214,229
tokens and 13,222 clauses.8 The number of an-
notated subjective expressions and their roles is
shown in Table 2. The numbers refer to SE and
role counts where each role can consist of multiple
tokens.

The annotation has been done independently by
two trained student assistants. Throughout the an-
notation, we had weekly meetings to discuss open
questions and difficult cases. After the coding has
been completed, all disagreements have been re-
solved by a trained linguist and further consistency
checks have been made to assure the quality of
the data. We computed inter-annotator agreement
(IAA) between the two students for role assignment

7While the lexicon specifies the view of each verb,
some of the verbs also have other senses that belong to
a different view and thus need to be disambiguated.

8We used spacy for sentence splitting which results
in segments at the clause level, with an average size of
around 16 tokens/clause.

Agent Patient Speaker Total
SE 2,325 138 859 3,322
Roles (all) 4,594 278 1,503 6,375
Target 2,422 109 752 3,283
Holder 1,998 116 12 2,126
Other 1 0 643 644
PTC 142 4 53 199
SVC 31 5 38 74
Effect 0 44 5 49

Table 2: Distribution of roles and views in our new
data set. The numbers refer to counts on the
SE/role level. PTC: separated verb prefixes and
obligatory reflexive pronouns; SVC: support verb
constructions.

as precision, recall and f-score on the token level.
We first considered Annotator1 as the ground truth
and evaluated Annotator2’s predictions against A1.
Then we switched roles and report the averaged
agreement as prec: 74.83%, recall: 74.90%, and
F1: 74.27%.

Error analysis One frequent error concerns
roles where one annotator assigned a specific label
and the other coder also marked the same span
but forgot to select a label for this span. Another
frequent source of disagreements regards the se-
lection of the role spans. Our student annotators
had a background in political and social sciences
and therefore sometimes struggled to identify the
correct syntactic phrase for role annotation, as illus-
trated below. Here, A1 correctly chose the relative
pronoun for target annotation while A2 assigned
the target label to the head of the relative clause.
A1: die Frostschäden, (unter denen)Target (die

Obstbauern)Holder zu leiden hatten
A2: (die Frostschäden)Target, unter denen (die

Obstbauern)Holder zu leiden hatten
Gloss: (the frost damage)A2, (under which)A1 (the

fruit_growers)Holder to suffer had
Translation: the frost damage suffered by fruit growers

In a similar vein, we observed cases where one
annotator had marked the whole noun phrase (as
specified in the annotation guidelines) while A2
marked only the head of the noun phrase but left
out modifier phrases or complement clauses at-
tached to the head. This shows that for this type
of annotation, linguistic training is more important
than a background in political or social sciences.

5. Evaluation

We now present an evaluation where we assess
how well an automatic system can predict the sub-
jective expressions and opinion roles in our new
dataset.
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5.1. Experimental Setting

We split our data into training, development and
test sets with 9,298/927/3,067 sentences, respec-
tively. We ensure that none of the agenda items
in the test set are included in the training set
which results in a more challenging and realistic
setting compared to distributing speeches from
the same agenda item into training and test sets.
This amounts to 177/18/72 (train/dev/test) different
speeches, with 2,302 (train), 257 (dev) and 763
(test) annotated subjective expressions.

Baseline system The structure of our data is
similar to semantic roles (see Fig. 1), which al-
lows us to train a state of the art Semantic Role
Labelling (SRL) system on our data. We chose
the SRL system of Conia and Navigli (2020), a
language- and syntax-agnostic model that jointly
learns to predict the predicates, their senses and
arguments (i.e., opinion roles). The model com-
bines a predicate-aware word encoder with a
predicate-argument encoder. The first component
yields contextualised word representations with
respect to the predicate of the sentence, while
the second encoder learns predicate-aware argu-
ment representations. We initialise the model with
the pretrained gbert-large9 language model (Chan
et al., 2020) and select the best fine-tuned model
on the development set.10

Evaluation metric We report precision, recall
and F1 (micro) for the prediction of subjective ex-
pressions and roles. Note that, due to our lexi-
cographic approach, the position of all potential
SEs are given (hence recall for SE prediction is
100%) and the system only has to decide whether
a given verb form at position i is a subjective ex-
pression (SE) or not (none).11 As the role labels
can cover more than one token, they are therefore
represented as sets of (possibly discontinuous)
tokens. The annotation scheme assumes that a
given verb can bear at most one SE annotation,
that is, it can evoke at most one instance of sub-
jective expression. For roles this is not true: a set
of tokens could bear multiple role labels, usually in
relation to different SEs. According to our annota-
tion guidelines, roles are dependent on SEs and
so system roles can match gold roles only if they
are related to the same SE. In line with this, the
evaluation first checks how system SEs and gold
SEs align. System SEs that cannot be aligned to
gold SEs produce false positives, including for their

9https://huggingface.co/deepset/gbert-large
10To ensure replicability, we will release the configura-

tion files together with the train/dev/test splits.
11The data includes 3,322 subjective expressions and

1,167 non-subjective uses of those verb forms, i.e., 26%
of the candidate expressions have the label NONE.

Prec Rec F1 Prec Rec F1
SE 93.0 100 96.3 93.0 100 96.4
Roles 74.0 74.8 74.4 70.7 76.8 73.6
Target 77.7 78.2 77.9 71.2 82.0 76.3
Holder 76.0 78.9 77.4 75.9 84.7 80.0
Other 57.7 59.6 58.5 69.1 55.9 61.6
PTC 41.1 54.5 46.2 68.9 56.8 60.0
SVC 33.7 14.6 20.3 20.5 14.3 16.7
Effect 42.0 47.1 44.4 22.5 85.0 35.5

Table 3: Precision, recall and F1 (micro) for SE
prediction and roles (token overlap). Results are
averaged over three runs with different initialisa-
tions (white: dev set, gray: test set).

associated roles. In symmetric fashion, gold SEs
that cannot be aligned to a system SE result in
false negatives. For roles, alignment requires non-
zero overlap with the tokens covered by a label of
the same type on the other side. Each component
token of aligned labels is counted as a true or false
positive, or as a false negative. This means that
longer spans contribute more to the overall score
than shorter labels.

Results Table 3 shows precision, recall and F1
(micro) for SEs and roles on the development
(white) and test set (gray). Precision for the predic-
tion of subjective expressions is around 93% for all
runs, with a standard deviation of 0.33/0.68% on
the dev/test set. This shows that the system has
no problem to distinguish between subjective and
non-subjective uses in our data.

Results for roles are substantially lower with
around 73% micro-F1 for all roles. However, results
for holders and targets, which are at the center of
our interest, are still high with an F1 in the range of
77-80%. The gap in results between holders and
targets can be explained by their length. Holders
in our corpus have an average length of 1.5 tokens
while targets are much longer with 5.5 tokens on
average, making them more challenging to pre-
dict. For the other, less frequent roles, however,
results are much lower as there are not enough
annotations for the model to learn.

6. Conclusions
In the paper, we presented a new dataset for Ger-
man political debates, with manual annotations for
subjective expressions and their opinion roles. We
showed that we can use an SRL system to iden-
tify subjective expressions and their holders and
targets in text with good prediction accuracy. In
future work, we plan to apply our system to predict
opinion holders and their targets in a large cor-
pus of parliamentary debates, to study the sources
and targets of opinions for specific topics across
speakers and parties.
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7. Limitations

An important limitation of our work is that our cor-
pus only includes annotations for one language
(German) and text type (parliamentary debates).
However, we expect that our approach can be eas-
ily extended to similar text types such as party
press releases, manifestos or newspaper articles
and plan to investigate this in future work. Another
weakness of our work are the low results for the
low-frequency labels. As we are mostly interested
in the identification of holders and targets, this is
not a severe problem but we strongly recommend
users who apply our model not to rely on the pre-
dictions for the other labels.
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