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Abstract
While persuasion has been extensively examined in the context of politicians’ speeches, there exists a notable gap in
the understanding of the pathos role in user-generated argumentation. This paper presents an exploratory study into
the pathos dimension of user-generated arguments and formulates ideas on how pathos could be incorporated in
argument mining. Using existing sentiment and emotion detection tools, this research aims to obtain insights into
the role of emotion in argumentative public discussion on controversial topics, explores the connection between
sentiment and stance, and detects frequent emotion-related words for a given topic.
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1. Pathos in Political Argument
Mining

An essential aspect of political activity is persua-
sive communication (Windisch, 2008). According
to Wolton (1989), political communication is a plat-
form where politicians, journalists, and the public
(through opinion polls) openly express their views
on politics. Windisch (2008) rightly argues that
public opinion today is expressed through a variety
of communication channels available. This trend
has led to the development of both automated and
non-automated methods for public opinion collec-
tion and analysis. With the advances in big data,
tools such as sentiment analysis, opinion and argu-
ment mining have been developed to understand
and predict public attitudes towards various entities,
from products or films to governmental initiatives
and salient social problems.

Persuasive communication in politics implies
effective argumentation, achieved within logos,
pathos, and ethos dimensions (Cardoso et al.,
2023). The logos dimension is associated with
the logical structure of arguments, the pathos di-
mension is related to appeals to emotion, and ethos
is concerned with credibility and appeals to author-
ity (Cardoso et al., 2023; Habernal and Gurevych,
2017).

In natural language processing, it is the field
of argument mining that aims to automatically ex-
tract, analyse and understand arguments from nat-
ural language text. Within argument mining, re-
searchers have been developing methods to clas-
sify argumentative and non-argumentative spans
of text, detect topics, aspects, stances, and other
argument components, and generate high-quality
arguments (Cabrio and Villata, 2018). While their
work has predominantly focused on the logos di-

mension, with a particular success for argumenta-
tive essays and other well-structured text, analysing
the pathos dimension has not been as thorough
despite the fact that it plays an important role in
the social media argumentative discourse, espe-
cially political discussions. Such discussions often
include emotional and metaphoric language that
cannot be properly analysed within the logos dimen-
sion (Habernal and Gurevych, 2017). Moreover,
attempts to analyse these arguments are associ-
ated with challenges related to overlaps of senti-
ment analysis and argument mining (Cabrio and
Villata, 2018), and low inter-annotator agreement
for emotional components of arguments (Habernal
and Gurevych, 2017).

To the best of our knowledge, the exploration of
the pathos dimension of argumentation, including
the appeal to emotion, have been primarily dealt
with within fallacy detection (Goffredo et al., 2023;
Vijayaraghavan and Vosoughi, 2022; Sahai et al.,
2021). In argumentation, logical reasoning is con-
sidered to be more legitimate than emotional lan-
guage (Duckett, 2020). However, an appeal to emo-
tion does not necessarily mean fallacious argumen-
tation (Walton, 2005; Duckett, 2020), and its usage
could be justified when it comes to value-contested
debates such as assisted dying, abortion, war, in-
dependence (Duckett, 2020).

In Walton (1992), we read that certain types of
emotional appeals “are very powerful as arguments
in themselves”, though there is always a chance
they could be fallacious, namely, irrelevant or log-
ically weak, but that is not always the case and,
more importantly, does not always limit their effect.
It is often through emotional language that users
express their beliefs, values, and moral motivations.
This is why we argue that confining argument min-
ing solely to the logos dimension and reserving the
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pathos for fallacy detection may prove overly restric-
tive. Simply marking argumentation as fallacious
might not substantially improve our understanding
of the prevalent reasons for taking one stance or
the other.

An effort to include the pathos dimension in an-
notations was made by Habernal and Gurevych
(2017) in their study on argument mining in user-
generated web discourse. In this study, the corpus
included documents that were retrieved from hetero-
geneous web resources (comments on articles, fo-
rum and blog posts). 6% of documents were purely
emotional without logical backing and could not be
analysed in terms of their logical structure. Though
in some cases claims and premises could be iden-
tified, persuasiveness was achieved through emo-
tion. Following the given annotation guidelines,
annotators had to classify arguments as “appeal to
emotion” in case the argumentation relied on figura-
tive language or obvious exaggerations. The task
posed a significant difficulty reflected in Krippen-
dorf’s agreement of only αU = 0.30. Consequently,
the authors chose to focus on the logos dimension.
The Internet Argument Corpus (IAC) (Walker et al.,
2012) included annotation for Fact/Emotion-based
arguments with relatively low agreement results
αU = 0.32. The low inter-annotator agreement
proves that new approaches should be developed
for incorporating the pathos dimension into argu-
ment mining. Logical and emotional components in
arguments are intertwined (van Eemeren and van
Haaften, 2023), expressed in different degrees and
supplement each other for the purpose of persua-
siveness, making emotion an integral part of public
reasoning (Stucki and Sager, 2018) that should not
be disregarded.

In this work we focused on an exploratory pathos
analysis of argumentative text for the task of argu-
ment mining. The contributions of the paper are the
following: (1) analysing the relationship between
sentiment and stance, (2) comparing the results
of a manual analysis of the emotional components
of arguments on a given topic with an automated
extraction of emotion-related words, and (3) sug-
gesting ways to incorporate the pathos dimension
for the argument mining task.

2. The Datasets

For the analysis of sentiment, emotional words, and
the connection between sentiment and stance, we
selected two datasets consisting of user-generated
arguments on contentious topics with stance an-
notations. We prioritised stance annotations over
sentiment annotations as stance is more difficult to
detect automatically, but we could automatically an-
notate the argument sentiment with sufficient accu-
racy. We chose the Webis args.me corpus (Ajjour

et al., 2019) containing 387,606 arguments from
debate portals and the IBM ArgKP-2021 dataset
(Friedman et al., 2021) of crowdsourced arguments
— based on the ArgKP dataset (Bar-Haim et al.,
2020) and Gretz et al. (2019). As some of the
topics in the Webis corpus contained very few com-
ments, we decided on the 30 most commented
topics from the corpus and deleted very short com-
ments (up to 10 words) such as “I win” that were
part of users’ communication on the platform, which
resulted in 8902 comments. From the IBM ArgKP-
2021 dataset we kept 7238 unique arguments on
31 topics.

3. Corpora Analysis

3.1. Sentiment and Stance

The relationship between sentiment and stance is
complex. One of the hypotheses could be that the
sentiment is more positive in PRO stances and
more negative in CON stances. This could be true
for certain datasets and explain why BERT-based
models tend to rely on sentiment words for stance
prediction (Trautmann, 2020). However, the same
arguments might be attacking a certain topic or
aspect and support the other, regardless of their
sentiment; for example, an argument attacking coal
energy might be supporting wind energy (Daxen-
berger et al., 2020). Understanding how sentiment
is connected with stance might not only provide
insights into the pathos dimension, but also help
design corpora in such a way as to minimise errors
in machine-learning.

The first task that we addressed was the analy-
sis of the sentiment and stance distribution in the
chosen corpora. To compensate for the lack of sen-
timent annotations, the arguments in both corpora
were automatically annotated for positive, neutral,
or negative overall sentiment using two existing
transformer-based models for sentiment analysis
with reasonable recall scores. When selecting a
model, our aim was to ensure that it was trained and
fine-tuned on internet user-generated texts. We
prioritised models based on tweets due to their
closer resemblance to our dataset: tweets are user-
generated, vary in length, and incorporate collo-
quial and emotional language. The first model we
used was the recent version of the fine-tuned twitter-
roberta-base-sentiment-latest (Camacho-Collados
et al., 2022). The second model we applied
was the fined-tuned pysentimiento bertweet-base-
sentiment-analysis model (Pérez et al., 2023). The
comparison of the resulting sentiment labels from
the two models showed an overlap of about 78%
in both corpora, which meant that the majority of
arguments were correctly labelled in terms of their
sentiment. The further exploration was based on
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the labels from the twitter-roberta-base-sentiment-
latest as it allowed for longer texts (512 tokens
compared to 128 in pysentimiento).

The preliminary analysis of the Webis dataset
revealed a larger proportion of neutral and positive
texts in PRO arguments (61,3%) compared to CON
(50,0%).

In the IBM corpus, the proportion of negative
arguments for PRO was higher (55.1% compared
to 47.2% in CON), as was the proportion of posi-
tive arguments (14.4% compared to 11.5% in CON).
Conversely, there were more arguments with a neu-
tral sentiment in CON (41.3% compared to 30.5%
in PRO), see Fig. 1. A qualitative analysis showed
that for this corpus, the larger proportion of nega-
tive sentiment in PRO could be explained by the
fact that many topics, which are major claims in
this corpus, are formulated with a negative framing,
for instance, “Assisted suicide should be criminal
offence”, “We should ban human cloning”, “Home
schooling should be banned”. These claims imply
a negative stance towards the main topic (assisted
suicide, home schooling, human cloning) making
arguments that are against main topics actually be-
longing to the PRO category if the topic is positively
framed.

To check if swapping the stance labelling for such
topics results in major changes in the sentiment
distribution, we studied 31 topics of the IBM dataset
and manually changed the stances for 18 topics
that were framed negatively.

The results for the modified IBM corpus (see
Fig. 2) revealed a much bigger proportion of posi-
tive and neutral sentiment in PRO and a substantial
increase in the negative sentiment in CON. This in-
dicated that topic framing influenced the distribution
of sentiment across stances.

In the 30 topics of the Webis dataset there were
only two negatively framed topics “Abortion should
be illegal” and "Gun Control" with 323 comments,
which could not result in much change. Among
other topics, there were "Gun rights", "Abortion",
"Gay marriage", "Euthanasia" that implied a pos-
itive claim even though some of them were ex-
pressed in one word only, for example, "Abortion"
could be extended to "Abortion should be allowed"
without causing changes in the stances of the argu-
ments. However, it should be noted that arguments
in this corpus included quotations of the opposing
position, and there were some non-argumentative
user-interaction comments, which could also influ-
ence the sentiment distribution.

To conclude this section, from certain datasets
a model can learn to rely too much on sentiment
for stance prediction, but datasets can be modified
to reduce errors. One of the ways to decrease the
impact of sentiment on stance is to check the senti-
ment and stance distribution in the training corpus

and ensure the balance. Another way would be to
conduct training that involves positively and nega-
tively framed similar topics (ex: "Abortion should
be allowed", "Abortion should be banned", or "Abor-
tion rights", "Abortion ban") for the same arguments,
which could yield more robust results. On the whole,
sentiment is intricately connected with stance and is
highly influenced by a topic and its framing, certain
checks and dataset modifications could be used to
lower the chances of short-cut machine learning.

3.2. Emotion Words in Arguments
To get the first insights into the emotional dimen-
sion of arguments, we chose the "Death penalty"
("Capital punishment") topic to analyse in both cor-
pora. First, we conducted manual analysis on a
sample of arguments to identify emotional com-
ponents. Next, we automatically annotated argu-
ments with the NRClex 4.0 affect generator1 based
on the NLTK library’s WordNet synonym sets (Bird
et al., 2009) and the NRC lexicon (Mohammad and
Turney, 2013). The final labels for emotion included
emotion-related words from each argument and a
list of emotions associated with them. This enabled
comparison with the results of the manual analysis.

The qualitative analysis of 171 arguments (90
PRO, 81 CON) for the topic of "death penalty" in
the Webis corpus showed that in PRO arguments
the prevalent emotional language was used to de-
scribe criminals that were “dangerous”, “heartless”,
“cold-blooded”, often mentioning paedophiles, that
“deserved” this punishment for the “heinous”, “vio-
lent” criminal act and “awful", "horrible" things they
committed. This was contrasted with “innocent” vic-
tims “condemned to a terrible life” who “deserve”
“true”, “proportional” justice. The Old Testament
quotations and especially the "eye for eye" principle
were referred to in the context of the punishment be-
ing "justified" and serving as an "efficient deterrent"
that "inspires" "fear" into criminals. The concept of
capital punishment was described as a means of
"protection" of the "innocent" that brings "peace",
"solace" and "closure", and "saves" other people.

The CON arguments described capital punish-
ment as "a murder", "cruel", "outdated", "barbaric",
"racist", "sexist, "unnecessary", "expensive", "hyp-
ocritical", they included appeals to "forgiveness",
a chance for criminals to "repent" and used "inno-
cent" to refer to the wrongly executed people.

In the CON arguments, there were also frequent
mentions of "better", "more efficient", "other" ways
to punish criminals, as well as references to "equal-
ity", "human rights",and questioning if death penalty
is a "good" deterrent, describing life in prison as a
"greater punishment".

1(C) 2019 Mark M. Bailey, PhD
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Figure 1: IBM sentiment distribution by stance Figure 2: inverted IBM sentiment distribution by
stance

As observed by Walton (2005), some argumen-
tative discussions include an argument about how
to define key concepts. This was also seen in our
data, e.g. "Death penalty is a murder", as opposed
to "Death penalty is a deterrent". Such definitions
are highly important in ethically controversial de-
bates, and they tend to differ in terms of the emo-
tional spin for opposing parties (Walton, 2005).

The next step was to compare these results with
what a simple emotional words detection could yield
depending on arguments’ stance. For this purpose,
we relied on the NRClex 4.0 affect generator to ex-
tract only emotion-related words from all the com-
ments. Subsequently, we segregated these words
based on the stance of the arguments within the
selected topic, creating unique sets for both ’PRO’
and ’CON’ stances. During this process, words
exclusive to each stance were identified, with any
overlapping words removed. After that, we counted
the frequencies of these unique words and used
these counts to generate word clouds that repre-
sented the most common emotion-related words
for each stance.

The word clouds for the 171 arguments from
the Webis corpus that had been previously man-
ually analysed showed the prevalence of "protect-
ing" people, the risk of prisoners’ “escape” and
references to "brutal", "horrible" things for PRO
and a higher frequency of religious references to
“hell", "repent", and "spirit" in the CON category
(see Fig. 3).

For comparison, the world clouds for the "capital
punishment" topic from the IBM corpus featured
"violence" and "ineffective" as the most frequent
emotional words for CON and the high frequency
of "heinous" and "deserve" for PRO (see Fig. 4).

Overall, this exploration provided general insights
into emotional language associated with stances.
Nevertheless, some results were not easy to in-
terpret without knowing what they referred to or a
deeper knowledge of the context.

Based on these observations, we suggest consid-
ering the following in order to detect pathos in argu-
mentative text: (1) the emotional components of ar-

Figure 3: "Death penalty", 171 comments, Webis

Figure 4: "Capital punishment", 236 comments, IBM

guments are defining particular aspects ("heinous
crime", "innocent victim"). A more fine-grained com-
parison of emotional words by aspect could bring
about more insightful results. Aspects can also be
emotionally loaded and expressed by a variety of
lexical means (e.g. "Solace"/"Peace"/"Closure" for
crime victims); (2) apart from retrieving emotional
words by aspect, pathos could be further explored
through extraction of key concepts persuasive defi-
nitions (e.g. "Death penalty is a murder") as they
often contain emotional words that differ for PRO
and CON stances (Walton, 2005); (3) for compari-
son of PRO and CON, the topic should be clearly
defined and be controversial, its framing, negative
or positive, should be taken into account.

4. Conclusion and Future Work

This paper explored the possibility of incorporating
the pathos dimension of argumentation for the task
of argument mining. The IBM ArgKP-2021 and the
Webis args.me corpora were used for the analysis
of the relation between sentiment and stance, and
emotional words detection. A part of the Webis cor-
pus was manually analysed to compare the results
and develop ideas for automation of the pathos
dimension analysis.

The automatic detection of emotional words
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based on a lexicon-based approach provided the
first insights into the pathos dimension of argu-
ments based on their stance, however, certain re-
sults were difficult to interpret without contextual
information and understanding which aspects those
words referred to.

A first avenue for future work is the extraction
of definitions and emotional words associated with
specific aspects in the argumentative text across
diverse topics. Another important direction con-
sists in developing effective annotation guidelines
and creating pathos-annotated corpora of the argu-
mentative texts. Finally, we aim to explore various
pipelines to automate stance-dependent pathos
analysis in argumentative texts on contentious top-
ics.

Gaining deeper insights into the pathos dimen-
sion of arguments in political social media text can
shed light on the role of emotion across controver-
sial topics and in forming public opinions. Further
developments could deepen our comprehension of
what convinces the public, which stories and inter-
pretations get spread in different languages, and
how the public responds to these stories, what is
reproduced and challenged.
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