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Abstract
This paper introduces a novel framework to harness Large Language Models (LLMs) for Epidemic Intelligence,
focusing on identifying and categorizing emergent socio-political phenomena within health crises, with a spotlight
on the COVID-19 pandemic. Our approach diverges from traditional methods, such as Topic Models, by providing
explicit support to analysts through the identification of distinct thematic areas and the generation of clear, actionable
statements for each topic. This supports a Zero-shot Classification mechanism, enabling effective matching of news
articles to fine-grain topics without the need for model fine-tuning. The framework is designed to be as transparent as
possible, producing linguistically informed insights to make the analysis more accessible to analysts who may not be
familiar with every subject matter of inherently emerging phenomena. This process not only enhances the precision
and relevance of the extracted Epidemic Intelligence but also fosters a collaborative environment where system
linguistic abilities and the analyst’s domain expertise are integrated.
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1. Epidemic Intelligence: Objectives
and Challenges

Following the paradigmatic change from disease
specific to an all-hazard approach to the assess-
ment of public health introduced in the 2005 revi-
sion of the International Health Regulations1, the
concept of Epidemic Intelligence was defined as
a complex of activities related to the early identi-
fication of potential health hazards, their verifica-
tion, assessment, and investigation that aim to gen-
erate information to guide appropriate actions in
public health (Paquet et al., 2006), (World Health
Organization, 2014). Within this global framework,
Member States have developed ways to implement
this concept to support situation awareness and
evidence-based decision-making in public health.
Italy started to develop its own national approach
to Epidemic Intelligence in 2007 as part of a project
funded by the Italian Ministry of Health coordinated
by the Istituto Superiore di Sanità (ISS) (Del Manso
et al., 2022). At this time a situation and need
assessment was performed in order to identify ex-
isting capacities and areas with additional imple-
mentation requirements.

The results led to the conclusion that while the

1International Health Regulations (2005):
https://iris.who.int/bitstream/handle/
10665/43883/9789241580410_eng.pdf

epidemiological monitoring conducted on data gen-
erated by existing national surveillance systems
for infectious diseases (clinical, laboratory-based,
and syndromic) could support an indicator-based
component for the early detection of transmission
events in the country, an Epidemic Intelligence sys-
tem in Italy would need to develop ex novo an event
based surveillance component. This component
would be an extremely sensitive and flexible surveil-
lance system based on open-source unstructured
information published online concerning cases and
clusters of infectious disease occurring in Italy in or-
der to inform as soon as possible decision-making
and public health experts or to provide informa-
tion to clinicians and improve the timeliness of di-
agnoses. Some of this information would be vali-
dated (i.e. verified with public health officials within
the country). The selection and assessment of
news items would be performed by trained ana-
lysts to detect events of public health importance
according to the methodology developed by the Eu-
ropean Centre for Disease Prevention and Control
(ECDC2). Following several pilots to design and
test this national event-based surveillance compo-
nent of Epidemic Intelligence, Italy chose to follow
the implementation model developed and sustain-

2ECDC: https://www.ecdc.
europa.eu/en/news-events/
e-learning-course-epidemic-intelligence-ei

https://iris.who.int/bitstream/handle/10665/43883/9789241580410_eng.pdf
https://iris.who.int/bitstream/handle/10665/43883/9789241580410_eng.pdf
https://www.ecdc.europa.eu/en/news-events/e-learning-course-epidemic-intelligence-ei
https://www.ecdc.europa.eu/en/news-events/e-learning-course-epidemic-intelligence-ei
https://www.ecdc.europa.eu/en/news-events/e-learning-course-epidemic-intelligence-ei
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ably implemented by the Global Health Security
Action Group Early Alerting and Reporting project
(EAR) (Riccardo et al., 2014). This consisted of a
decentralized approach in which participating coun-
tries contributed analysts that were operational on
a rotation basis.

In order to apply this to the Italian regionalized
health care system, since 2017, Italy has adopted
a decentralized method of setting up a network of
analysts (Network Italiano di Epidemic Intelligence
- Italian Network of Epidemic Intelligence) nomi-
nated by regional authorities among subject-matter
experts employed within the national health system
at the national, regional and local level. Analysts of
the Italian Network of Epidemic Intelligence work in
rotating teams. Each day they screen news items,
identifying those that are relevant to the surveil-
lance focus (e.g., cases or clusters of infectious
diseases in Italy or/and signs and symptoms in
unexpected frequency) that are called signals. Sig-
nals are then individually risk assessed by the an-
alysts using a common methodology (Intelligence
and Miglietta, 2022) to identify those of public health
relevance that are called events and that are then
reported. At any given time, analysis is required
to manually screen thousands of news items, re-
ject irrelevant ones categorize signals, and assess
them as events. Especially the screening phase
of this work is extremely time-consuming and re-
source intensive and this undermines the long-term
sustainability of this surveillance system. The in-
tegration of NLP techniques brings a significant
contribution to the quality enhancement of the Epi-
demic Intelligence efforts: (i) Enhanced Text search
capabilities, enabling the processing of larger text
data volumes to uncover emerging threats, thus
aiding to identify otherwise overlooked information;
(ii) Reduced monitoring time, through the automa-
tion of routine monitoring tasks, allowing to allocate
more time to complex and strategic analyses; and
(iii) Improved accuracy, fostering for well-informed
and documented decisions.

This paper introduces an advanced framework
designed to harness the capabilities of Large Lan-
guage Models (LLMs) for Epidemic Intelligence,
addressing the specific challenges of identifying
and categorizing emergent socio-political phenom-
ena within the context of health crises, notably the
COVID-19 pandemic. The objective is not to re-
place the analyst with an opaque, black-box ap-
proach for topic discovery but to ensure each ana-
lytical step is as self-explanatory as possible. By
producing linguistically informed insights, we aim to
elucidate the rationale behind the interpretation, for
the analysts not familiar with subject matters about
inherently emerging phenomena. The methodol-
ogy begins with the user need to be defined as a
set of seed terms to delineate a high-level concep-

tual document perimeter. This produces a corpus
of retrieved news, specifically focused on the gen-
eral need. Then, linguistic triples are generated to
capture fine-grain concepts (e.g. specific activities
or clinical concepts) implicit in the corpus. These
triples can then be validated manually against the
collected news, culminating in their automatic trans-
lation into prompts. Notice that the user can con-
tinuously fine-tune the system’s proposed prompts,
further customizing the analysis to his own specific
needs. The overall process fosters a collaborative
environment where the agent’s intelligence and the
analyst’s domain expertise cooperate according to
the investigative goals. This enhances the accu-
racy and coverage of the resulting Epidemic Intelli-
gence activities. Preliminary results from our em-
pirical investigation confirm the significant benefits
of our workflow’s capability in accurately mapping
news articles to pertinent fine-grain topics. In the
remaining, Section 2 reports related work, Section
3 presents the proposed workflow, Section 4 dis-
cusses the empirical evaluation, while Section 5
presents the conclusions.

2. Related Work

The use of NLP and text mining techniques in order
to extract relevant information from vast amounts
of text data available on the internet, thus allow-
ing the identification of relevant epidemiological
events, has been extensively studied in the pre-
vious years (see (O’Shea, 2017) for a systematic
review of proposals dating a few years ago). For in-
stance, the Medical Information System (MedISys)
(Rortais et al., 2010) supports the timely detection
of emerging diseases by crawling online news arti-
cles and applying hierarchical clustering algorithms
to classify them into predefined categories. The
Pattern-based Understanding and Learning System
(PULS) (Yangarber and Steinberger, 2009) extends
the MedISys by applying Natural Language Pro-
cessing. The Global Health Monitor system (Collier
et al., 2008) uses instead an ontology-based ap-
proach to text mining text data from the web to
detect and track infectious disease outbreaks.

Text classification is a fundamental approach to
the identification of relevant events. After early
works applying classical machine learning ap-
proaches (Kowsari et al., 2019) (Khan et al., 2010),
deep learning architectures introduced a new set
of general methods (Minaee et al., 2021), (Luan
and Lin, 2019) for text and news classification. In-
terest in the topic received a boost with the out-
break of the COVID-19 pandemic (Al-Garadi et al.,
2022), (Raza et al., 2022), (Raza and Schwartz,
2023). Moreover, the advent of the attention mech-
anism in neural networks (Vaswani et al., 2017)
and the adoption of transformer-based encoders
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(Devlin et al., 2019), (Gillioz et al., 2020) made it
possible effective information extraction from texts
(Gupta et al., 2022), (Choudhary et al., 2023) as
well as document classification (Li et al., 2022),
(Deping et al., 2021), (Kaliyar et al., 2021). The
use of transformer architectures, and the related
Large Language Models, to news classification is
an active research area (see for example (Khosa
et al., 2023), (Deping et al., 2021), (Santana et al.,
2022), (Gunes and Florczak, 2023)). However, the
evaluation of the use of such approaches to the
medical, and in particular in the epidemiological,
field has been performed only quite recently (Wang
et al., 2023), (Adaszewski et al., 2021) and it is
still in its infancy. Unlike traditional approaches
that might rely on probabilistic distributions akin to
Topic Models (Blei et al., 2003), (Blei and Lafferty,
2009), (Mcauliffe and Blei, 2007),(Churchill and
Singh, 2022), our method aims to provide explicit
support to analysts. It does so by identifying distinct
thematic areas and generating clear, actionable
statements for each topic, such as "A news article
pertains to this topic if it addresses . . . ". These
statements are straightforward triggers for a Zero-
shot Classification mechanism (Yin et al., 2019),
effectively matching news articles to meticulously
defined topics.

3. Automatic Topic Discovery and
Classification

This section describes the workflow from initial data
gathering to the application of Zero-shot classifiers
for identifying and categorizing emergent socio-
political phenomena.

The Data Gathering phase initiates our workflow,
where analysts input keywords, such as “Coron-
avirus outbreak” or “Covid contagion”, to guide the
system in collecting news articles relevant to the
defined scope. This stage aims to cast a wide net to
ensure comprehensive coverage, setting the stage
for subsequent refinement and analysis.

The cornerstone of our methodology lies in har-
nessing the initial intuition of analysts to seed the
discovery of diverse topics within the vast land-
scape of collected data. This phase, Topic Discov-
ery, begins with the identification of seed-words,
terms that encapsulate the essence of the analyst’s
goal. In the Topic Discovery phase, seed words
serve as descriptors of a general domain of analysis
and let the system suggest potential themes. The
analysts can then refine or expand upon these sug-
gestions. This interaction balances automation and
human expertise, ensuring a form of both guided
and nuanced analysis. Terms such as “Covid” and
“Hospital” could serve as initial seeds, delimiting the
text perimeter within the broader domain of public
health and epidemic preparedness. The output of

this phase is a set of specific concepts that should
emerge directly from the news in the perimeter,
different from abstract word distribution, often asso-
ciated with traditional Topic Modeling approaches,
(Blei et al., 2003; Abdelrazek et al., 2023). Our tar-
get is not generating probabilistic topic models but
conceptual sub-topics that are immediately com-
prehensible to an analyst. In this work, we thus
conceive a topic as a collection of assertions such
as “This text discusses a concerning increase in
infections led to a rise in Covid patients." or “The
text discusses the monitoring of the increase in
deaths caused by Covid” for a topic possibly named
“Pandemic Peaks”. Another such topic as “Covid
patient care” could be inspired by assertions like
“The text addresses the challenges hospitals face
in accommodating new patients” or “The text dis-
cusses hospitals continuing to vaccinate patients
for COVID prevention”. This approach makes topic
interpretation easy, given the assertions and the
title. Whether a news article aligns with a specific
topic depends upon the verification of its assertions.
A news article is assigned to a topic proportionally
to how much the system judges one of its asser-
tions to be true. Multiple true assertions incremen-
tally contribute to the overall confidence in the topic.
Crucially, as assertions are interpreted first by the
analysts, he may wish to refine a topic by adjusting,
deleting, or introducing new assertions.

In the final phase, we apply Zero-shot Classi-
fication through Large Language Models (LLMs)
to conclusively label news articles with the specific
topics identified earlier, avoiding model fine-tuning.
This approach, grounded in natural language infer-
ence (Yin et al., 2019), exploits logical alignment
between text and topic-defining assertions in the
form of prompts. Notice that this enhances article-
topic associations, beyond mere categorization, as
assertions also provide explanations of individual
classification inferences.

Upon completion of the workflow, once topics
and corresponding prompts are made available, all
news can be classified accordingly. Users can then
exploit specific topics, e.g.,“Pandemic Peaks”, as
news filters, based on the metadata associated with
prompts. This enables further analyses, such as
focused news retrieval, filtering, and aggregation.

3.1. Data Gathering
The foundation of our approach begins with the
Data Gathering phase, a crucial step designed to
amass a comprehensive corpus of news articles
pertinent to specific events or phenomena. For in-
stance, an analyst may conduct an inquiry into the
societal impact of afflictions, such as the Coron-
avirus within the Italian territory over the past fort-
night. Accordingly, by providing pivotal terms such
as “Coronavirus outbreak” and/or “Covid contagion”
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(possibly accompanied by time constraints) the pro-
cess autonomously assembles a specific document
collection, through the systematic extraction of Web
news articles. In the initial phase, broad or generic
query terms are used to maximize coverage which
means extending article retrieval also to possibly
irrelevant data. This strategy aims to extend the
corpus, leaving its refining and validating to sub-
sequent, more informed, stages. To facilitate this
process, we developed a dedicated crawling ser-
vice, aimed at collecting unstructured data using
Google News as a primary but not exclusive source.

3.2. Topic Discovery
The Topic Discovery phase is pivotal in our work-
flow, aimed at moving from a small set of seed
words to a possibly comprehensive collection of
specific epidemic topics. Consider the previous ex-
ample of an analyst inputting seeds such as “Covid”
and “Hospitals”. The initial step of lexical expan-
sion endeavors to broaden the analyst’s query us-
ing Word Space models, such as those created by
the Contextual Bag of Words (CBOW) model imple-
mented in Word2Vec (Mikolov et al., 2013). This
distributional representation embeds terms within
high-dimensional spaces where metric distances
mirror paradigmatic relations, like quasi-synonymy,
facilitating the exploration of related lexical fields
(Sahlgren, 2006). Expanding upon the initial seed
terms involves selecting the terms closest to each
seed, aiming to broaden the initial semantics for
topic generation. For example, the most similar
words to “Hospital” are “clinic” and “infirmary”, while
“coronavirus” and “pandemic” are the correspond-
ing words for “Covid”. These entries offer a useful
semantic expansion for the analysts to explore re-
lated themes. However, complex prompts for clas-
sification (i.e. assertions) require more informa-
tive linguistic structures corresponding to concepts,
such as biological or clinical entities or events. This
requires not just the selection of individual relevant
terms but also complex well-formed definitions.

In this work, to automatically discover meaning-
ful statements, such as “This text discusses a con-
cerning increase in infections led to a rise in Covid
patients.”, we employ a form of grammatically con-
trolled lexical expansion. From seed terms, we
aim to generate structured forms like Subject-Verb-
Object (SVO) triples, which can be easily trans-
formed into coherent sentences. This approach
ensures that an expansion can be easily under-
stood by the analysis, but also facilitates the auto-
matic creation of meaningful textual prompts. We
call this step the Linguistic Triple Generation pro-
cess. Assuming the inserted seeds are nouns, our
process begins by identifying the set of ev verbs
closest to them. We use cosine similarity in the
employed Word Space, also assuming that a seed

noun can function either as a subject or as an ob-
ject of the selected verb. For each such verb v,
we then in turn retrieve the set of en nouns clos-
est to v to completely fill an SVO structure. This
approach ensures that the expansion from seed
words to SVO triples is both deliberate and mean-
ingful, providing a semantically rich lexicon from
which complex thematic prompts can be derived.
For instance, from the seed “Covid”, we may derive
closely related verbs such as “record” and “infect”,
while “hospital” might lead us to “admit” or “vacci-
nate”. The expansion from verbs to nouns allows
for the generation of SVO triples by further asso-
ciating these verbs with relevant nouns: “infect”
leads to “patients”, “lung”, and “infections”; “record”
to “deaths”, “recovered”, and “amount”. These ex-
pansions facilitate the construction of SVO triples
such as (“Covid”, “record”, “deaths”), (“Covid”,
“record”, “recovered”), (“Covid”, “increase”, “in-
fections”), (“Covid”, “infect”, “patients”), (“Covid”,
“infect”, “lung”), (“Covid”, “record”, “infections”),
(“Hospitals”, “admit”, “patients”), (“Hospitals”, “vac-
cinate”, “patients”), (“Covid”, “record”, “amount”),
and (“Covid”, “increase”, “quantity”), . . . .

Obviously, the growth of the number of triples
given es seeds alongside ev verbs and en nouns
impacts significantly on complexity. However, the
news collection provided by the Data Gathering
phase is crucial in filtering triples whose frequency
in the corpus is too low, e.g. below a threshold of τ
sentences. We can thus manage the proliferation
of triples. This approach integrates the semantics
of the wordspace with distributional information re-
lated to the topics implicitly expressed by the gath-
ered collection.

After the generation of SVO triples, the workflow
progresses to Triple Clustering, a crucial step de-
signed to detect k distinct thematic areas relevant
to the analyst’s interests. Notice that each triple is
defined in a metric space depending on its Com-
positional Distributional Semantics (Mitchell and
Lapata, 2008). By representing triples as centroids
of their constitutive vectors we may map triples in
the same wordspace as the lexical entries. This
representation supports the clustering of triples
whereas the compositional nature of the mapping
is useful to preserve semantic proximity, i.e. re-
latedness between triples. The clustering (via a
k-mean-like algorithm) operates in the structured
space and induces coherent groups. Each clus-
ter emerges as a thematic entity, characterized
by a given unique narrative thread, but described
by the semantic proximity among its constituent
triples. As an example, applying k-means with
k = 3 to the SVO triples mentioned above, we
derive the following groups: C1 = {(“Covid”, “in-
crease”, “infections”), (“Covid”, “record”, “deaths”),
(“Covid”, “record”, “recovered”)}, which encapsu-
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lates the theme of the increase in Covid-related
infections. C2 = {(“Hospitals”, “admit”, “patients”),
(“Hospitals”, “vaccinate”, “patients”), (“Covid”, “in-
fect”, “patients”), (“Covid”, “infect”, “lung”), (“Hospi-
tal”, “treat”, “cure”)}, focusing on hospital responses
to Covid, including admissions, vaccinations, and
treatments. C3 = {(“Covid”, “increase”, “quantity”),
(“Covid”, “record”, “amount”)}, centering on quanti-
tative aspects of the Covid pandemic.

In the provided toy example, the number of triples
and clusters is modest, but one can easily envision
scenarios with significantly larger outcomes. More-
over, given the limited textual context, triples may
emerge redundantly within a given cluster. How-
ever triple similarity in the metric space (modeling
for example too similar subjects or objects across
triples) can be used to automatize a further stage,
called Triple Pruning. It ensures the satisfaction of
some constraints onto triples: (i) each triple must
be locally informative (provide high levels of inner
novelty), (ii) triples within the same cluster must ex-
hibit large diversity (outer novelty), and (iii) triples
must be relevant within the collection of retrieved
documents. Ranking triples refines clustering re-
sults, enhancing topic specificity and relevance.

Formally, we define a generic triple of terms such
that ti = (Si,Vi,Oi) where S denotes the sub-
ject, V denotes the verb and O denotes the ob-
ject, each represented by a corresponding embed-
ding vector si, vi, oi in a normalized space, i.e.,
∥si∥ = ∥vi∥ = ∥oi∥ = 1. After the system has gen-
erated the clusters, the selection procedure of best
informative triples within a cluster Cj ( j ∈ 1, . . . ,m)
is set up by combining the semantic signal provided
by the documents and the terms of the triples.

First of all, we introduce a cluster such that
C = {(ti, wi)}, where wi is a semantic weighting
function for ti that will be hereafter defined. In or-
der to pick up the triples that provide additional se-
mantic information, we introduce the Inner Nov-
elty with the aim of selecting only triples exhibiting
meaningful signals through higher internal informa-
tion heterogeneity. Let

in(ti) = in(Si,Vi,Oi) =

= 1−
(
βSV(si · vi) + βSO(si · oi) + βVO(vi · oi)

)
with βSV , βSO, βVO ∈ ℜ+, such that βSV + βSO +
βVO = 1. In this scenario, we postulate that a triple
such as (“Hospital”, “treat”, “cure”) might exhibit low
Inner novelty, contributing minimally to the analysis
due to the high similarity between “treat” and “cure”.
The object in this case adds little to the action’s
significance, leading us to consider its utility in the
analysis as marginal. An additional measure is the
Outer Novelty that captures the relevance of
the semantic signal provided by a triple, evaluating

the diversity between pairs of triples. Let

nov(ti, th) = nov
(
(Si,Vi,Oi), (Sh,Vh,Oh)

)
= 1−

(
γS(si · sh) + γV (vi · vh) + γO(oi · oh)

)
and with γS , γV , γO ∈ ℜ+ that regulate the term-
wise similarity, of pairs of triples, with and γS+γV +
γO = 1. Then, we compute the Outer Novelty of
a triple relative to a set C of other triples already
selected such that:

oni(C) =

{
minth∈C nov(ti, th) if C ̸= ∅
1 otherwise

where i ̸= h and C is the set that contains already
chosen triples. For example, against the cluster
C = {(“Hospital”, “treat”, “case”)}, we hypothesize
that a triple such as (“Hospital”, “treat”, “patient”)
has a lower Outer Novelty when it is less frequent
in the collected news corpus than the member of
C.

Given a cluster C made of triples ranked accord-
ing to the defined novelty weights, the overall weight
wi(C) of a triple ti is:

wi(C) = log dfi · ini · oni(C) (1)

where log dfi denotes the logarithm of triple’s docu-
ment frequency.

The following algorithm in 1 computes the target
set C∗ of the most informative tuples from a set C,
i.e.

C∗ = bestTriples(C) ⊆ C

Obviously, C∗ = ∅ is the initial set of selected
triples.

Every generic element xi ∈ C corresponds to a
4-tuple

xi = ⟨ti, log dfi, ini, oni(C)⟩

where at the beginning ∀xi ∈ C oni = 1 as C∗ = ∅,
and wi(C

∗) = log dfi · ini.

Algorithm 1 Selection of best triples
procedure bestTriples(C)

C∗ ← ∅
R = {xi ∈ C | log dfi > τ}
while R ̸= ∅ do

x← argmax∀xi∈R, wi(C
∗)

C∗ ← C∗ ∪ {x}
▷ pruning the less informative triples

▷ according to Outer Novelty
R = {xi ∈ R | ti ̸= t ∧

min(oni(C
∗), nov(ti, t)) > ϵ}

end while
return C∗

end procedure
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Notice that τ and ϵ as the two parameters of
the algorithm: τ is the lower bound of frequen-
cies needed to discard too rare triples that are
not relevant the a news collection, while ϵ ∈
[0, 1] regulate the overall novelty of a new triple
against the already selected ones. Moreover, se-
lecting the min(oni(C

∗), nov(ti, t)) requires con-
stant time thanks to caching. In fact, ∀xi ∈
R, oni(C

∗) changes at each step as xi =
⟨ti, log dfi, ini,min(oni(C

∗), nov(ti, t))⟩, according
to the new C∗.

In essence, for each cluster, the algorithm initially
selects the triple that simultaneously maximizes
document frequency in the news corpus and Inner
Novelty from the set of viable candidates. Subse-
quently, it iterates the selection process. At each
iteration, a newly selected triple must itself exhibit
high relevance and Inner Novelty, while also demon-
strating substantial Outer Novelty concerning the
previously selected triples.

Keeping in mind the C1, C2, C3 clusters from the
example described earlier, the outcome of the best
triples selection process leads to the following sit-
uation: C1 remains intact, while in C2, redundant
triples like (“Covid”, “infect”, “patients”) and (“Hospi-
tal”, “treat”, “cure”) are pruned. Afterwards the user
can actively engage in the analysis by potentially
removing triples, adding new ones to better con-
textualize each cluster’s analysis, deleting clusters
or even suggesting additional clusters for useful
facets of the analysis overlooked by the system.
Let’s assume the user eliminates C3 as it is of little
interest for user analysis purposes.

The final step involves transforming the identified
SVO triples into prompts suitable for a Zero-shot
classification system, achieved through the utiliza-
tion of a Large Language Model (LLM) (Touvron
et al., 2023; Jiang et al., 2023; OpenAI, 2023). For
each cluster, all selected triples are fed into an LLM
alongside a prompt designed to convert them into
assertive forms that can define concepts. This pro-
cess may involve synthesizing and aptly combining
the contributions of all triples within the cluster. An
important factor is the variable number of triples per
cluster. However, the LLM can also be tasked with
generating m distinct assertions, accommodating
the diversity and breadth of information captured
by the cluster’s triples. This step of Prompt Gen-
eration is implemented by making a request to the
LLM through prompts such as: “Consider the input
triples consisting of 3 terms. I need you to gen-
erate 3 sentences, where each sentence serves
to ’describe’ the triples. The sentences you gen-
erate must follow the format ’This news is about
<complete>’ and MUST NOT exceed 12 words in
length. The triples are as follows:”. After analyzing
LLMs such as LLAMA (Touvron et al., 2023), Mis-
tral (Jiang et al., 2023), and GPT-4 (OpenAI, 2023),

we have chosen to employ GPT-4 for the quality of
the generated prompts. Currently, our selection is
solely based on empirical analyses to determine the
"best" LLM: a more comprehensive examination is
still underway. For instance, using the above triples
from the example cluster C2, statements such as
“This news is about hospitals admitting patients dur-
ing the pandemic.” or “This news is about hospitals
vaccinating patients to combat illnesses.” or “This
news is about Covid infecting lungs, posing respi-
ratory risks.” are generated. A similar strategy is
applied to provide a title for the cluster. The request
“Write a name that precisely describes the following
set of word triples. Please respond with ONLY ONE
name consisting of ONLY 2 or 3 WORDS, the triples
are as follows:" is adopted. Taking the example fur-
ther, the names of the following emerging topics
are generated starting, respectively, from the sets
C1, C2: “Covid Infections”, “Covid Healthcare
Dynamics”.

3.3. Zero-shot Classification
In the final step, Zero-shot Classification is ap-
plied to match the amassed news articles with the
identified topics, significantly enhancing the arti-
cle metadata granularity associated with specific
thematic facets. Inspired by (Yin et al., 2019), our
approach employs a Zero-shot classifier built upon
Large Language Models (LLMs) that requires no
fine-tuning. This method aligns articles to topics by
treating the task as one of natural language infer-
ence (NLI), following paradigms established in (Da-
gan et al., 2013; Bowman et al., 2015). Specifically,
it assigns each article (treated as the premise in a
classical textual entailment task) to a topic based
on the degree to which the LLM deems the text to
logically infer the topic’s defining prompt (treated as
the hypothesis corresponding to the premise). This
process ensures articles are categorically aligned
with topics through a logical inference mechanism,
offering a precise and context-aware topic associa-
tion. In our approach, we have employed a model
based on BART (Lewis et al., 2020), trained on the
Multi-Genre Natural Language Inference (MultiNLI)
corpus (Williams et al., 2018), a crowd-sourced
collection of 433k sentence pairs annotated with
textual entailment information across various gen-
res, including news3. The process involves pre-
senting a news article and, in turn, each prompt of
each generated topic, calculating a score, in terms
of probability of the “truth” of the entailment. This
evaluation allows us to determine which prompts
are activated by the news article along with the
corresponding probability.

For instance, let’s consider a scenario where we

3https://huggingface.co/facebook/
bart-large-mnli

https://huggingface.co/facebook/bart-large-mnli
https://huggingface.co/facebook/bart-large-mnli
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have a news item: “Rome, Italy - As the Eternal
City faces a concerning rise in COVID-19 cases,
Rome’s hospitals are stepping up their response
with an aggressive vaccination campaign. The re-
gional health authorities have reported a significant
increase in hospital admissions due to COVID-19,
prompting a swift reaction from the medical com-
munity. . . . ” each prompt related to the overar-
ching theme of ‘Covid Healthcare Dynamics” is
coupled with the original news excerpt to form a
composite input for the Zero-shot classifier. For
instance, the news snippet “Rome, Italy - As the
Eternal City faces a concerning rise in COVID-19
cases . . . ” is appended with a separator [SEP]
followed by a prompt such as “This news is about
hospitals vaccinating patients to combat illnesses.”
This methodology allows the classifier to generate
an internal representation of the combined input
and evaluate it against predefined categories that
determine whether the second statement is implied
by the first. For each pairing, the classifier assigns
an entailment probability score, reflecting the rele-
vance of the prompt to the original text within the
context of the selected theme. From the examples
provided, the prompt stating “This news is about
hospitals vaccinating patients to combat illnesses.”
yielded an entailment score of 0.87, indicating a
strong connection to the topic at hand. Conversely,
the statement “This news is about hospitals vac-
cinating patients to combat illnesses.” received a
lower score of 0.68, suggesting it is related but does
not capture the core aspects of the news item as
effectively. The prompt “This news is about Covid
infecting lungs, posing respiratory risks.” regard-
ing COVID-19 affecting the lungs with a score of
0.05 was not triggered, likely due to the absence
of direct reference to lung infections in the news
piece. From this small sample, it becomes clear
that the prompt with a score of 0.87 is identified as
a significant trigger for the corresponding theme
cluster, effectively encapsulating the primary focus
of the news item. The prompt with a score of 0.68,
while relevant, may not fully capture the salient as-
pects of the scenario. In contrast, the prompt with
a score of 0.01 is deemed unrelated, highlighting
the classifier’s ability to discern relevance based
on the specificity of the information provided about
the lungs.

Subsequently, an overall probability for the topic
itself is based on a composition of each of those
derived from the m individual prompts. Given m
possible prompts and their corresponding entail-
ment probabilities, we investigated the following
policies: Maximum Probability: Assigns the max-
imum score observed across prompts to the topic.
This greedy approach, however, is exposed to
imprecise outliers or spikes; Top-Best Average:
Returns the average score from the top b scores

among the topic’s prompts. This method is more
robust against outliers; Topic Average: Computes
the average score across all m prompts. The topic
is activated only when, on average, the news article
verifies all aspects described by the prompts.

Considering two topic clusters with different sets
of entailment scores for their prompts—0.87, 0.68,
0.05 for the first cluster, and 0.88, 0.19, 0.02 for a sec-
ond hypothetical cluster—we evaluate topic assign-
ment policies. The Maximum Probability method,
focusing on the highest score per cluster, initially
suggests the second cluster (0.88) as more relevant
than the first (0.87). Yet, this overlooks the compos-
ite thematic relevance of all prompts. Adopting the
Top-Best Average method with b = 2, we find that
the average of the top two scores offers a more nu-
anced perspective: 0.775 for the first cluster versus
0.535 for the second. This method, by mitigating
outlier influence, indicates a stronger alignment of
the first cluster with the news, demonstrating the
importance of a broader assessment beyond sin-
gle peak scores for more accurate topic relevance
evaluation.

4. Experimental Evaluation

The experimental section is designed to evaluate
the effectiveness of our workflow, which includes
a series of complex steps ranging from web page
collection, and topic generation, to the 0-shot classi-
fication of retrieved news articles. The core hypoth-
esis of this experiment is that the model is effective
if it can accurately re-process news articles previ-
ously categorized by the analysts under specific
themes. It should regenerate consistent topics and
associate the news articles to the topics coherently
with the analysts’ original choices. The workflow’s
success is measured according to the comparison
between probabilities assigned to the method and
those expected, as derived from the analyst anno-
tation. First, the model is used to generate distinct
topics based on the input analyst classes: in this
way, the initial association between news articles
and their original theme is known. Subsequently, if
the system classifies the news articles according to
the newly generated topics, and these topics align
closely with the input themes, then the model is
performing in harmony with the analyst’s expecta-
tion.
Experimental setup. During the surveillance pe-
riod from February 2020 to September 2022, ana-
lysts concentrated on monitoring COVID-19 out-
breaks across various epidemiological settings.
Within this timeframe, ISS experts manually cat-
egorized a total of 2,254 news articles, associated
to “Covid Variants” (313 news), “Nursing Homes
Outbreaks” (682), “Hospital Outbreaks” (417),
“School Outbreaks” (574) and Family/Friend
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Outbreaks” (268). It’s important to note that for
their analysis, the analysts focused on a subset of
topics at a time and could only associate a news
article with a subset of those that manifested, such
as a news piece discussing an outbreak in a hos-
pital and then in a nursing home. To generate the
topics and attempt to replicate the analysis per-
formed on the documents, we selected a couple of
seed words for each input theme: “Covid Variants”
corresponds to “variant” and “English variant”, “omi-
cron variant”, “delta variant”; “Nursing Homes” is
represented by “healthcare worker” and “elderly”,
“healthcare residence”; for “Hospital Outbreaks”
the seeds are “Hospital”, “department”, “patient”,
“contagion”; “School Outbreaks” is expressed by
“school”, “remote learning”, “student”, “teacher”;
and “Family/Friend Outbreaks” corresponds to
“parent”, “family member”, “condominium”, “rela-
tive”. To generate the topics, seed words were se-
lected for each input theme, and parameters were
evaluated to model the process closely. For the
linguistic triple generation step, we expanded the
search to include a broad range of verbs and nouns,
specifically setting ev = 150 for verbs and en = 100
for nouns. The process was carried out for each
topic individually, applying Triple Clustering with
values of k = 2, 3, 4. This range was chosen to
prevent an overwhelming proliferation of clusters
while still capturing a diverse array of topics. To
mimic the analytical phase typically performed by
an analyst, clusters were selected based on which
k values yielded the most coherent and relevant
topics. The pruning process, as outlined in Algo-
rithm 1, was guided by specific parameters for mea-
suring novelty within and between the generated
triples. For Inner Novelty, the parameters were
set as βSV = 0.25, βSO = 0.65, and βVO = 0.10.
These parameters helped assess how distinct each
SVO triple argument was from the others, ensuring
a richer semantic variety within the topics. Outer
Novelty, which measures the diversity between
triples, was regulated with γS = 0.25, γO = 0.10,
and γV = 0.65. The threshold ϵ = 0.3 in the al-
gorithm ensured that only the triples significantly
different from those already selected were chosen,
simulating an analyst’s decision-making process
in refining the topics. Ultimately, this approach led
to the generation of 11 distinct clusters for 44 to-
tal prompts. For each of these generated topics,
the system requested m prompts to facilitate the
prompt generation phase. The detailed list of clus-
ters and their respective prompts, which form the
backbone of our topic generation and classification
process, is provided in Appendix A. Finally, the in-
dividual news articles were associated with topics
by applying the Zero-shot classifier, determining an
association score for each of the 44 prompts.

Results. To assess the quality of the classification

system in accurately associating news articles with
the correct topics, aligning with the input themes,
we examined the system’s ability to assign a score
to each news article for the single class identified by
the analyst (referred to as the positive class) used
to distinguish it through the probabilities associ-
ated with unrelated themes (referred to as negative
classes). Notice that, as we cannot rely on the
hypothesis that each news article belongs to only
one correct class, studying the overall behaviors of
the method requires studying its probability distribu-
tions. Probability scores depend on the three poli-
cies defined for Zero-shot classification. Another
reference policy can be added, allowing a news
article to be associated with the average value of
all prompts generated from the seeds related to
that input topic or associated class, thus called the
Class average policy. In Figure 1, the distributions
of scores associated with each generated topic are
shown for each defined policy. The distributions of
scores for positive (pos) and negative (neg) classes
are depicted in blue and orange respectively, by
assuming a normal distribution given by its mean
(µ) and standard deviation (σ). It is interesting to
note how, for each policy, the system is shown ca-
pable of separating the distributions, confirming its
ability to re-associate news articles with topics con-
sistently with the original analysts’ classifications.
Clearly, the smaller the intersection between the
two curves, the greater the system’s ability to repli-
cate the work of the analysts. It is interesting to note
that in the policy called Best Probability, selecting
the prompt that maximizes the association proba-
bility by observing only one prompt in the class has
a high mean for positives (µ = 0.66 in Figure 1 (a)).
Unfortunately, there are also several spikes for the
discarded classes with a mean (µ = 0.42). This
could be due to other topics, generated for other
input themes, being often activated, apparently in
disagreement with the analyst. However, generally,
analysts have only selected one major topic, and it
is possible they discarded other topics that are part
of the article discussion. Moving to Figure 1 (b),
by taking the average of the first b = 2 in the Top-
Best Average policy, the average values predictably
tend to decrease, and interestingly, the standard
deviation also decreases because the spikes are
mitigated. This phenomenon is further evident in
Figure 1 (c) where averaging all prompts in a gen-
erated topic forces a topic to cover practically all
sub-themes discussed in the topic, according to
the Topic Average policy. Pushing the situation fur-
ther in Figure 1 (d), where all prompts of all topics
generated for a class are averaged, it is evident
that the means significantly decrease (dropping to
µ = 0.28 for positives) but the negatives are prac-
tically nullified (with a µ = 0.16) and the standard
deviations are greatly reduced, also reducing the
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0.0 0.2 0.4 0.6 0.8 1.0

Pos : 0.66, : 0.24
Neg : 0.42, : 0.26

(a) Best probability
0.0 0.2 0.4 0.6 0.8 1.0

Pos : 0.52, : 0.23
Neg : 0.31, : 0.2

(b) Top-Best Average
0.0 0.2 0.4 0.6 0.8 1.0

Pos : 0.36, : 0.18
Neg : 0.2, : 0.14

(c) Topic Average
0.0 0.2 0.4 0.6 0.8 1.0

Pos : 0.28, : 0.14
Neg : 0.16, : 0.11

(d) Class Average

Figure 1: Distributions of scores for generated topics per policy, showing positive and negative classes
with the corresponding means (µ) and standard deviations (σ).

intersection area between the curves. This sug-
gests the importance of having multiple prompts in
individual topics to make the system more stable
and avoid associations due to possible spikes.
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Number of predicted classes
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Figure 2: Accuracy

We then assessed the system’s ability to reclas-
sify individual news articles, ranking the classes
based on the scores suggested by the system’s
topics, as shown in Figure 2: the y-axis represents
accuracy, while the x-axis lists the classes. As men-
tioned, it’s not necessarily the case that if the first
class proposed by the system is incorrect, the sys-
tem’s handling is flawed. Therefore, we calculated
accuracy for correctly identifying just the first class
(c=1), but also for c=2, then c=3, up to c=5 (where,
by construction, accuracy is 1.0). The Best Proba-
bility policy confirms its vulnerability to spikes, with
accuracy at c=1 of 0.51 and c=2 of 0.75. This is
significantly compensated by the various policies,
as evidenced by the distributions in Figure 1, with
Top-best Avg at c=1 having an accuracy of 0.57,
Topic Average at c=1 rising to 0.62, and then Class
Average at c=1 reaching 0.67. Interestingly, more
than 88% of the news articles are reassociated with
the analysts’ topics if only the first two system sug-
gestions are considered under the Class Average
policy. The experimental results emphasize the
benefits of our approach, in accurately mapping
news articles to relevant topics, demonstrating the
workflow’s potential to streamline Epidemic Intelli-
gence processes. An error analysis is reported in

Appendix B.

5. Conclusion

This study presented a novel framework utilizing
Large Language Models (LLMs) to enhance Epi-
demic Intelligence through automated topic discov-
ery and 0-shot classification. We aimed to address
in this way the challenge of effectively identifying
and categorizing potential health hazards, with a fo-
cus on the COVID-19 pandemic. Our methodology
diverges from traditional probabilistic models by
offering explicit analytical support through the gen-
eration of actionable topic statements, thereby fa-
cilitating a Zero-shot classification mechanism that
accurately matches news articles to defined topics
without resorting to fine-tuning. Our methodology,
integrating a decoder LLM, faces potential limita-
tions highlighted by (Huang et al., 2023), such as
susceptibility to hallucinations. This affects the gen-
eration of prompts and topic names, which could
lead to inaccurate descriptions of emerging argu-
ments. Our approach, however, is not designed
as an inflexible, fully automated system that dimin-
ishes the role of analysts. Rather, it is intended
to enhance and enrich their analytical capabilities,
promoting an interactive and collaborative explo-
ration of data. Analysts maintain the capacity to
modify outputs at any stage, enabling them to se-
lect relevant topics or refine prompts for Zero-shot
classification, thereby ensuring a more accurate
and insightful analysis.

The results from our experimental evaluation
highlight the robustness and effectiveness of our
workflow in aligning with the analytic processes
traditionally employed by experts in Epidemic In-
telligence. The implementation of multiple clas-
sification policies has demonstrated a significant
improvement in the system’s ability to accurately
associate news articles with relevant topics. This
advancement is evident in the increased accuracy
rates and the reduction of classification errors, un-
derscoring the system’s capacity to handle complex
thematic categorizations reliably.
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A. Emerging Topics and prompts.

In this section, we present the topics and prompts
that were generated and used in the experimental
evaluation detailed in Section 4. For each cluster,
we list the original prompts used in the experimen-
tation and, for the convenience of the reader, their
translation into English.

A.1. Topic: Covid Variants
C1: “Diffusione delle varianti” / “Spread of vari-
ants”

• “Questa notizia riguarda una variante che
richiede un accurato sequenziamento per mon-
itorarne l’evoluzione.” / “This news is about
a variant that requires careful sequencing to
monitor its evolution.”

• “Questa notizia riguarda la capacità di sequen-
ziare le varianti in casi complessi.” / “This news
is about the ability to sequence variants in com-
plex cases.”

• “Questa notizia riguarda come le varianti pos-
sono mutare il virus nel tempo.” / “This news is
about how variants can mutate the virus over
time.”

• “Questa notizia riguarda la diffusione delle vari-
anti.” / “This news is about the spread of vari-
ants.”

C2: “Diffusione variante inglese” / “Spread of
the English variant”

• “Questa notizia riguarda la vaccinazione per
non incorrere in aumento di casi positivi.” /
“This news is about vaccination to avoid an
increase in positive cases.”

• “Questa notizia riguarda la necessità di vac-
cinare la popolazione contro la variante in-
glese.” / “This news is about the need to vac-
cinate the population against the English vari-
ant.”

• “Questa notizia riguarda la scoperta di un caso
positivo relativo alla variante inglese.” / “This
news is about the discovery of a positive case
related to the English variant.”

• “Questa notizia riguarda la diffusione della vari-
ante inglese.” / “This news is about the spread
of the English variant.”

A.2. Topic: Nursing Homes Outbreaks
C3: “Cura degli ospiti nelle RSA” / “Care of residents
in nursing homes”

• “Questa notizia riguarda la necessità di ricover-
are pazienti in una residenza sanitaria per anziani
(RSA).” / “This news is about the need to hospitalize
patients in a nursing home for the elderly.”

• “Questa notizia riguarda le procedure necessarie
per accogliere un ospite nella residenza sanitaria
per anziani (RSA).” / “This news is about the neces-
sary procedures to welcome a guest into the nursing
home for the elderly.”

• “Questa notizia riguarda le misure prese per isolare
un ospite infetto nella residenza sanitaria per anziani
(RSA).” / “This news is about the measures taken
to isolate an infected guest in the nursing home for
the elderly.”

• “Questa notizia riguarda la cura degli ospiti nelle
RSA.” / “This news is about caring for guests in
nursing homes for the elderly.”

C4: “Covid negli ospizi” / “Covid in nursing homes”
• “Questa notizia riguarda l’importante compito di vac-

cinare gli anziani contro il COVID.” / “This news is
about the important task of vaccinating the elderly
against COVID.”

• “Questa notizia riguarda l’importanza di isolare le
residenze sanitarie per anziani (RSA) per prevenire
focolai di COVID.” / “This news is about the impor-
tance of isolating nursing homes for the elderly to
prevent COVID outbreaks.”

• “Questa notizia riguarda la necessità di ricoverare i
pazienti COVID nelle residenze sanitarie per anziani
(RSA) per cure adeguate.” / “This news is about
the need to hospitalize COVID patients in nursing
homes for the elderly for proper care.”

• “Questa notizia riguarda il covid negli ospizi.” / “This
news is about covid in nursing homes.”

A.3. Topic: Hospital Outbreaks
C5: “Gestione dell’emergenza in ospedale” / “Emer-
gency management in the hospital”

• “Questa notizia riguarda il paziente che risultò posi-
tivo al test presso la struttura ospedaliera.” / “This
news is about the patient who tested positive at the
hospital facility.”

• “Questa notizia riguarda il reparto di terapia inten-
siva all’interno dell’ospedale.” / “This news is about
the intensive care unit within the hospital.”

• “Questa notizia riguarda un reparto dell’ospedale
pronto a soccorrere ogni paziente.” / “This news is
about a hospital department ready to assist every
patient.”

• “Questa notizia riguarda la gestione dell’emergenza
in ospedale.” / “This news is about the emergency
management in the hospital.”

C6: “Impatto dell’epidemia: Ricovero ospedaliero” /
“Impact of the epidemic: Hospitalization”

• “Questa notizia riguarda un ospedale che offre
servizi di ricovero per i residenti.” / “This news is
about a hospital that provides hospitalization ser-
vices for residents.”
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• “Questa notizia riguarda l’ospedale che si occupa
di ricoverare i casi di COVID.” / “This news is about
the hospital that takes care of hospitalizing COVID
cases.”

• “Questa notizia riguarda un ospedale in una città,
dove vengono ricoverate persone malate.” / “This
news is about a hospital in a city where sick people
are hospitalized.”

• “Questa notizia riguarda il ricovero ospedaliero dei
casi.” / “This news is about the hospitalization of
cases.”

C7: “Impatto dell’epidemia: Contagio in ospedale” /
“Impact of the epidemic: Hospital contagion”

• “Questa notizia riguarda un paziente che risulta pos-
itivo al virus in ospedale.” / “This news is about a
patient who tested positive for the virus in the hos-
pital.”

• “Questa notizia riguarda il paziente che è risultato
negativo al test.” / “This news is about the patient
who tested negative.”

• “Questa notizia riguarda il contagio in ospedale che
si può prevenire vaccinando ogni caso.” / “This
news is about hospital contagion that can be pre-
vented by vaccinating each case.”

• “Questa notizia riguarda i contagi che avvengono
in ospedale.” / “This news is about the contagions
that occur in the hospital.”

A.4. Topic: School Outbreak
C8: “Impatto della didattica a distanza” / “Impact of
distance learning”

• “Questa notizia riguarda la chiusura della scuola
conseguente all’attivazione della didattica a dis-
tanza.” / “This news is about the school closure
following the activation of distance learning.”

• “Questa notizia riguarda l’importanza di rispettare le
misure di sicurezza a scuola.” / “This news is about
the importance of respecting safety measures at
school.”

• “Questa notizia riguarda gli studenti che frequentano
le scuole durante l’epidemia.” / “This news is about
the students attending schools during the epidemic.”

• “Questa notizia riguarda l’impatto della didattica a
distanza sulla scuola.” / “This news is about the
impact of distance learning on school.”

C9: “Conseguenze dell’epidemia nella scuola” /
“Consequences of the epidemic in schools”

• “Questa notizia riguarda l’insegnante che ha con-
tribuito a contagiare un focolaio a scuola.” / “This
news is about the teacher who contributed to infect-
ing a outbreak at school.”

• “Questa notizia riguarda lo studente che risulta de-
tenere il virus positivo.” / “This news is about the
student who tested positive for the virus.”

• “Questa notizia riguarda le conseguenze
dell’epidemia nella scuola.” / “This news is
about the consequences of the epidemic in
schools.”

A.5. Topic: Family Outbreaks
C10: “Impatto familiare della pandemia” / “Family
impact of the pandemic”

• “Questa notizia riguarda un familiare che è stato
contagiato in un focolaio.” / “This news is about a
family member who was infected in an outbreak.”

• “Questa notizia riguarda un genitore che è stato vac-
cinato ma risulta positivo.” / “This news is about a
parent who has been vaccinated but tested posi-
tive.”

• “Questa notizia riguarda un focolaio familiare che
ha contagiato molte persone.” / “This news is about
a family outbreak that has infected many people.”

• “Questa notizia riguarda l’impatto sulle famiglie della
pandemia.” / “This news is about the impact on
families of the pandemic.”

C11: “Vaccinazione familiare COVID” / “Family
COVID vaccination”

• “Questa notizia riguarda la vaccinazione di gruppi
di persone conoscenti.” / “This news is about the
vaccination of groups of acquaintances.”

• “Questa notizia riguarda il timore di un familiare di
contagiare altre persone con il coronavirus.” / “This
news is about the fear of a family member of infect-
ing other people with the coronavirus.”

• “Questa notizia riguarda l’importanza di vaccinare
per proteggere la salute di parenti e amici.” / “This
news is about the importance of vaccinating to pro-
tect the health of relatives and friends.”

• “Questa notizia riguarda la vaccinazione di famiglie
contro il COVID.” / “This news is about the vaccina-
tion of families against COVID.”

B. Error analysis

In the experimental evaluation reported in Section
4, the system manages to classify 67% of the news
articles when a single class is proposed, and this
figure rises to more than 88% if only the first two sys-
tem suggestions are considered under the Class
Average policy.

To understand the reason behind the discrep-
ancy in these results, we examined the confusion
matrix presented in Figure 3, which shows which
classes were confused with each other. In the ma-
trix, the analysts’ annotations are on the rows, and
the system’s proposed associations when only one
class is proposed are on the columns. Most of
the classifications considered incorrect when only
the first class is proposed (but corrected when two
are proposed, indicating the second is correct) are
news articles originally associated with the input
topic Nursing Homes Outbreaks or School Out-
breaks, which are classified as Family/Friend Out-
breaks, or Nursing Homes Outbreaks classified
as Hospital Outbreaks.
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Figure 3: Confusion matrix

This observation implies that discussions about
nursing homes may naturally reference families
rather than hospitals, as these topics are inherently
related. Motivated by this, we conducted a manual
analysis of cases that would have been deemed er-
rors. This deeper examination may reveal nuances
in the data that automated classification initially
overlooked, underscoring the complex interplay be-
tween seemingly distinct topics and the importance
of contextual understanding in accurately catego-
rizing news articles.

For example, consider the following news article:

“«La variante inglese era presente in un
caso su cinque, ma nelle ultime due set-
timane la diffusione è molto aumentata».
Così parlava tre giorni fa la dottoressa An-
tonia Ricci, direttrice generale dell’istituto
zooprofilattico di Legnaro. Ora gli effetti
si vedono e fanno paura: un focolaio è
stato registrato in un gruppo di bambini
di San Martino di Lupari e poi il contagio
si è propagato in diverse zone dell’Alta
Padovana costringendo l’Ulss ad una de-
cisione drastica: quattro scuole chiuse. Il
sindaco è stato invitato ad avviare la di-
dattica a distanza per l’asilo Campagnalta
e per la scuola elementare Sauro, dove
è stato registrato il primo cluster. Stesso
provvedimento anche per la materna Al-
marech di Villa del Conte e soprattutto per
il liceo Tito Lucrezio Caro di Cittadella.”

The system predicted the class as Covid Vari-
ants, primarily due to the strong activation of the
prompt “This news is about the discovery of a pos-
itive case related to the English variant” which re-
ceived a confidence score of 0.98. The sentence
“The prevalence of the English variant has signifi-
cantly increased in the past two weeks, transition-
ing...”, would suggest a specific relevance of the
mentioned prompt to the news at hand. Conversely,

the original classification was School Outbreak,
a category significantly represented by the prompt
“This news is about the school closure following
the activation of distance learning”, achieving a
confidence score of 0.84. In this case, it is worth
noting how the prompt’s score can be justified by
the statement “The mayor has been invited to initi-
ate distance learning for the Campagnalta kinder-
garten and Sauro elementary school...”. Therefore,
the system’s prediction of Covid Variants as the
primary class, with a higher confidence score for
the prompt related to the English variant, reflects
the significant mention of the variant in the article.
However, the original class School Outbreak is
also strongly represented, especially given the spe-
cific actions taken in response to the outbreaks in
schools. This discrepancy suggests that while the
variant’s presence is a crucial aspect of the news,
the article’s core subject revolves around the impli-
cations of this presence on local schools. This case
exemplifies the nuanced understanding required in
classifying news articles, where multiple relevant
themes can coexist, emphasizing the importance
of considering all potential topics when classifying
complex news stories.

Let us consider another example:

“Coronavirus. Ortona. Focolaio nella casa
di riposo ’Don Bosco’: 43 positivi. Contagi
in ospedale nella struttura, che occupa i
locali dell’ex Istituto salesiano, sono stati
riscontrati 43 casi di Covid-19, dopo che
sono stati effettuati tamponi a tappeto. Gli
ospiti contagiati sono 33 e sono 10 coloro
che, tra addetti e personale, hanno con-
tratto l’infezione. "Situazione costante-
mente monitorata dalla Asl e da noi", dice
il sindaco Leo Castiglione. Sette degli
anziani positivi, quelli che presentano sin-
tomi, sono stati trasferiti in ospedale a Chi-
eti. Attenzione anche sull’ospedale "Bern-
abeo", dove il reparto di Lungodegenza si
è trasformato in un focolaio, con 10 pazi-
enti positivi. Erano otto ma nelle ultime
ore i casi sono aumentati. Nel reparto al
momento stop a ricoveri e a dimissioni.
Nel Centro di procreazione medicalmente
assistita, invece, sono cinque gli operatori
sanitari che hanno preso il virus.”

The article led to the system predicting Hospital
Outbreaks as the primary class, significantly influ-
enced by the activation of the prompt “This news is
about the hospital that takes care of hospitalizing
COVID cases.” which received a high confidence
score of 0.96. This prediction underscores the fo-
cus on hospital-related aspects of the outbreak,
particularly the transfer of symptomatic elderly pa-
tients to a hospital and the emergence of a cluster
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within the hospital’s long-term care department. As
is evident, for instance, in the sentence “Seven of
the elderly individuals who tested positive, those
exhibiting symptoms, have been transferred to the
hospital in Chieti”. However, the original classifica-
tion was Nursing Homes Outbreaks, which also
finds strong representation through the activation
of the prompt “This news is about covid in nurs-
ing homes.” with a confidence score of 0.89. This
classification captures the article’s primary focus
on a COVID-19 outbreak in a nursing home, in-
cluding the infection of residents and staff, which
constitutes the core event described.

Finally, let us consider:

“Ladispoli, coronavirus nuovo focolaio alla
Rsa Gonzaga. Parte il primo drive in della
zona Finora 13 positivi nella struttura, tra
degenti e operatori. Altro focolaio dopo
una festa tra bambini: una mamma aveva
il virus. Tre operai contagiati anche all’Fca
di Cassino.”

In this instance, the system classified the news ar-
ticle under Family Outbreaks, predominantly due
to the prompt “This news is about a family mem-
ber who was infected in an outbreak.” being highly
activated with a confidence score of 0.83. This clas-
sification highlights the mention of a family-related
outbreak following a children’s party within the ar-
ticle, which could explain the system’s inclination
towards the Family Outbreaks class.

However, the intended classification was Nurs-
ing Homes Outbreaks, which is significantly less
represented in the system’s evaluation, demon-
strated by the most activated prompt, “This news
is about caring for guests in nursing homes for the
elderly.” receiving a lower confidence score of 0.34.
This outcome indicates that while the article does
mention a new outbreak at a nursing home (“Rsa
Gonzaga”) and provides a count of infected individ-
uals, the mention of a family-related incident might
have skewed the system’s prioritization towards
Family Outbreaks.
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