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Message from the General Chair

The PoliticalNLP 2024 workshop, marking its progression since its foundation, was set to be a
focal point of the 2024 Joint International Conference on Computational Linguistics, Language
Resources and Evaluation (LREC-COLING 2024), convening on 21st May 2024. This event
was poised to build upon the robust groundwork established by its inaugural session, which
was conducted successfully on 24th June 2022 in Marseille, France, following the 13th Edition of
LREC 2022. Initially concentrating on exploiting Natural Language Processing (NLP) techniques
to extract, analyse, and interpret insights from socio-political data, the workshop dedicated
itself to pioneering novel approaches in the text processing of socio-political content and their
applications in information extraction and analysis.

Aiming to expand its thematic scope, this year’s workshop invited contributions under the theme
"Opportunities and Challenges of Generative AI and Large Language Models (LLMs) in Social
and Political Sciences Research." It sought to encompass a broad array of NLP applications in
socio-political contexts, striving to maintain its status as a premier forum for debating advanced
language technologies within the social and political sciences. It encouraged collaborative
dialogue among computational social and political scientists, computational linguists, machine
learning practitioners, and researchers regarding the integration of NLP tools in contrast to
conventional coding techniques.

PoliticalNLP 2024 aspired to continue this legacy by featuring distinguished speakers set to
highlight contemporary topics relevant to the workshop’s theme, facilitating a dynamic exchange
of ideas on the potential benefits and challenges associated with generative AI and LLMs in
socio-political research. Our heartfelt appreciation is extended to the Programme Committee
members of the first workshop for their meticulous reviews and to the participants whose
engaging discussions deepened the dialogue on the PoliticalNLP themes.

We also extend our profound gratitude to our sponsors, the Science Foundation Ireland
Research Centre ADAPT (Grant Agreement No. 13/RC/2106_P2) and the UAB Research group
on "GLOBAL security, technology and International Law," whose support was instrumental in
making the second workshop a resounding success. As we advanced towards PoliticalNLP
2024, we looked forward with great enthusiasm to cultivating similarly enriching interactions, to
advancing the dialogue on NLP applications within the realms of social and political sciences,
and to exploring the continuously evolving field of generative AI and LLMs in this dynamic and
vibrant domain.

Haithem Afli
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Deciphering Political Entity Sentiment in News with Large
Language Models: Zero-Shot and Few-Shot Strategies

Alapan Kuila, Sudeshna Sarkar
IIT Kharagpur

India
alapan.cse@iitkgp.ac.in, sudeshna@cse.iitkgp.ac.in

Abstract
Sentiment analysis plays a pivotal role in understanding public opinion, particularly in the political domain where the
portrayal of entities in news articles influences public perception. In this paper, we investigate the effectiveness
of Large Language Models (LLMs) in predicting entity-specific sentiment from political news articles. Leveraging
zero-shot and few-shot strategies, we explore the capability of LLMs to discern sentiment towards political entities in
news content. Employing a chain-of-thought (COT) approach augmented with rationale in few-shot in-context learning,
we assess whether this method enhances sentiment prediction accuracy. Our evaluation on sentiment-labeled
datasets demonstrates that LLMs, outperform fine-tuned BERT models in capturing entity-specific sentiment. We find
that learning in-context significantly improves model performance, while the self-consistency mechanism enhances
consistency in sentiment prediction. Despite the promising results, we observe inconsistencies in the effectiveness
of the COT prompting method. Overall, our findings underscore the potential of LLMs in entity-centric sentiment
analysis within the political news domain and highlight the importance of suitable prompting strategies and model
architectures.

Keywords: zero-shot, few-shot, sentiment analysis, chain-of-thought prompting, in-context learning, self-
consistency

1. Introduction

Sentiment analysis (SA) is a vital area in natural
language processing (NLP)(Liu, 2020), focused on
deciphering opinions and emotions using computa-
tional methods (Poria et al., 2020). It has diverse ap-
plications, from product reviews to social media in-
sights. Previous research has addressed sentiment
analysis at various levels, such as sentence, para-
graph, and document levels (Zhang et al., 2023).
Moreover, studies have focused on different targets
of sentiment, including overall sentiment, aspect-
based sentiment (Brun and Nikoulina, 2018), and
sentiment associated with event mentions (Zhang
et al., 2022). Analyzing sentiment pertinent to the
salient entities in the news article is an important
problem in computational journalism and news con-
tent analysis (Rønningstad et al., 2023). In the con-
text of political natural language processing (NLP),
understanding the sentiment towards political enti-
ties in news articles is particularly crucial. Political
entities, such as countries, politicians, and political
organizations, often drive the narrative in news cov-
erage. Therefore, being able to accurately assess
the sentiment towards these entities can provide
valuable insights into public opinion, political dis-
course, and media framing.

Similar to works by (Tang et al., 2023), and
(Bastan et al., 2020), our research specifically tar-
gets sentiment analysis related to particular enti-
ties. Historically, sentiment analysis relied on bag-
of-word models, which failed to capture word or-
dering, a crucial aspect of sentiment prediction.

Later, machine learning (ML) and deep learning
(DL) models gained popularity for sentiment analy-
sis tasks, though they struggled with generalization
on domain-specific datasets (Kenyon-Dean et al.,
2018). Recently, techniques like transfer learn-
ing (Golovanov et al., 2019) and self-supervised
learning (Qian et al., 2023) have been applied to im-
prove model generalization and reduce data depen-
dence, particularly demonstrating promising perfor-
mance in few-shot settings with limited annotated
data. However, state-of-the-art deep neural net-
work models remain complex and opaque in their
decision-making processes, posing challenges for
both end-users and system designers.

However, recent research on pre-trained large
language models (LLMs) has demonstrated im-
pressive performance across a variety of natural
language processing (NLP) tasks, particularly in
common sense reasoning (Brown et al., 2020).
These LLMs have proven capable of generalizing
to new tasks using zero-shot and few-shot learn-
ing, facilitated by suitable prompts and in-context
learning (Huang and Chang, 2022). Moreover,
the introduction of chain-of-thought (COT) prompt-
ing (Wei et al., 2022) has further enhanced the
reasoning abilities of LLMs by generating interme-
diate reasoning steps. By incorporating rationale
into the prompt design and providing (input, out-
put) instance-pair demonstrations, the COT ap-
proach encourages LLMs to generate textual expla-
nations alongside predicting the final output. Addi-
tionally, self-consistency mechanisms (Wang et al.,
2022) reinforce the reasoning capabilities of LLMs
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through sample-and-marginalize decoding proce-
dures. Despite these advancements, some studies
have suggested that accumulating explanations
with prompts during in-context learning may have
adverse effects on LLM performance in question-
answering (QA) and natural language inference
(NLI) tasks (Ye and Durrett, 2022). Nevertheless,
LLMs have proven effective in various textual rea-
soning tasks, including arithmetic and symbolic
reasoning problems (Wang et al., 2022). In our
research, we aim to investigate whether LLMs can
accurately predict entity-centric sentiment polarity
from political news text. By exploring the intersec-
tion of large language models and sentiment anal-
ysis, we hope to shed light on the capabilities and
limitations of these models in understanding and
interpreting sentiment dynamics in textual data.

To employ large language models (LLMs) for
predicting entity-specific sentiment, we harness
the chain-of-thought (COT) mechanism to guide
prompt design. In our zero-shot chain-of-thought
approach, we adopt a two-stage prompting strat-
egy. Initially, we extract the contextual justification
for the prediction, followed by returning the final
sentiment label in the second stage. Our few-shot
approach involves integrating a limited number of
(entity context, entity-centric sentiment label, ratio-
nale) triplets into the LLMs during training. Here,
the entity context may encompass a sentence, para-
graph, or entire document, while the entity-centric
sentiment label denotes the sentiment polarity to-
wards the target entity as depicted in the context.
The rationale comprises one or more sentences
elucidating the reasoning behind the predicted out-
come. We assess our model’s performance based
on the accuracy of the final predicted sentiment
class.

Additionally, previous research has highlighted
the necessity of scaling up LLMs with several
hundred billion parameters, such as the Ope-
nAI GPT series (GPT-3-175B) (Brown et al.,
2020), PaLM(540B) (Chowdhery et al., 2022), and
LaMDA(137B) (Thoppilan et al., 2022), to achieve
satisfactory performance in COT scenarios. How-
ever, adopting these large pre-trained language
models may be unfeasible for many users with re-
source constraints (Ranaldi and Freitas, 2024). In
our experiments, we employ LLMs with relatively
fewer model parameters, namely Mistral-7B (Jiang
et al., 2023), LLaMA2-13B (Touvron et al., 2023)
and Falcon-40B (Almazrouei et al., 2023). By delib-
erately altering various aspects of the demonstrated
rationale and conducting a series of ablation exper-
iments, we measure how the model’s performance
varies accordingly. Our extensive results demon-
strate the effectiveness of LLMs with relatively fewer
parameters in the task of entity-centric sentiment
prediction from political news articles.

Our contributions are as follows:

• We explore the capability of LLMs to predict
entity-specific sentiment from the news context
in a zero-shot setting.

• We examine the efficacy of the Chain-of-
Thought (COT) approach in conjunction with
Large Language Models (LLMs), bolstered by
rationale in few-shot in-context learning. Our
objective is to determine whether this com-
bined approach improves the model’s abil-
ity to predict entity-specific sentiment from
document-level context.

• We evaluate the accuracy and robustness of
our proposed approach using two sentiment-
labeled news datasets. The first dataset 1

comprises political news articles sourced from
the Event-Registry API 2, while the second
dataset 3 is obtained from (Bastan et al., 2020),
providing diverse contexts for evaluation and
comparison.

2. Entity Centric Sentiment from
Political News

In this paper, we address the task of determining
the overall sentiment polarity expressed towards a
target entity in a political news article. This task dif-
fers significantly from existing works on sentiment
prediction in movie reviews, product reviews, or so-
cial media datasets (Kumaresan and Thangaraju,
2023). Unlike review text or social media datasets,
news articles contain descriptive content with a
significant amount of redundant information that
is often irrelevant for sentiment prediction of the
target entity. Additionally, subjective opinions are
sometimes presented as objective information, pos-
ing challenges for automatic classifiers. While it
may be easy for humans to discern the inherent
sentiment polarity, automatic classifiers face diffi-
culties in extracting the target entity-specific context
from news articles, especially when multiple enti-
ties are mentioned multiple times, both directly and
indirectly (Fei et al., 2023).

Moreover, a single news article may contain mul-
tiple opinions directed towards the target entity, and
the sentiment towards the same entity may vary
across different paragraphs within the same article.
Hence, navigating through irrelevant information to
extract the target entity-specific context and predict
the correct sentiment becomes challenging.

1https://github.com/alapanju/EntSent
2https://github.com/EventRegistry/

event-registry-python
3https://github.com/StonyBrookNLP/

PerSenT

2



In the following sections, we first describe our
approach, followed by the experimental details, in-
cluding the dataset used and the LLM models em-
ployed. Subsequently, we present our experimental
findings and engage in pertinent discussions. Fol-
lowing this, we delve into a detailed examination
of existing works within this domain. Finally, the
paper concludes by summarizing key discoveries
and outlining avenues for future research.

3. Our Approach

In this paper, we explore the natural language un-
derstanding capabilities of the LLMs by predicting
the entity-specific sentiment label from news arti-
cles in zero-shot and few-shot settings.

3.1. Zero-shot approach
In zero-shot settings, we do not utilize any training
exemplar for model supervision. In the absence
of demonstration exemplars, the LLM is provided
with the prompt containing the problem definition,
input context, and sentiment class labels. Prob-
lem definition denotes the task name (i.e. sen-
timent classification); Input context contains the
news text and the target entity name; The senti-
ment class labels contain the set of final sentiment
tags. The prompt defines the expected structure
of the output that eventually helps us to decode
the LLM-responses into our desired format. In our
experiment, we utilize two prompting techniques
for zero-shot sentiment classification.

standard zero-shot In standard zero-shot set-
ting, the input prompt contains the task definition,
query text and target entity as described in the
figure 1. Due to clarity and space constraint, we
present a single sentence instead of the whole doc-
ument as the input text in that figure.

2-stage Prompting To comprehend the senti-
ment towards a particular entity, it is essential to
discern both implicit and explicit opinions within
the news context concerning that entity. Recent
studies, such as (Kojima et al., 2022), have demon-
strated that a two-stage prompting strategy, re-
ferred to as zero-shot Chain of Thought (COT),
can enhance the performance of Large Language
Models (LLMs) in various reasoning tasks. Con-
sequently, we adopt a similar two-stage prompting
approach in our methodology. In the first stage,
we extract textual cues indicating how the target
entity is depicted sentiment-wise. Subsequently, in
the second stage, we predict the final sentiment la-
bel. By employing this dual prompting process, we
obtain the sentiment label pertaining to the target
entity. Figure 2 illustrates the 2-stage prompting

method, depicting both the intermediate and final
outputs. The intermediate output serves as an ex-
planation for the final sentiment prediction.

3.2. Few-shot approach
(Brown et al., 2020) have shown that LLMs can
perform new tasks during inference when prompted
with a few-demonstrations. In our experiment, we
follow different prompting strategies and measure
the LLM performance on few-shot scenario.

Standard few-shot In standard few-shot prompt-
ing, the LLMs are provided with in-context exem-
plars containing (input, output) pairs before pro-
viding the query input text. Here, the input is the
entity context (news article) and the output is the
entity-specific sentiment tag (positive, negative or
neutral). The sample input prompt as well as the
generated output is reported in the figure 3.

COT prompting In COT prompting, we augment
the (input, output) example-pair demonstrations
with a natural language rationale that demonstrates
the justification of the output sentiment tag. Hence
the prompt is a triplet containing (input, rationale,
output). By incorporating rationale, we aim is to
investigate whether LLMs can benefit from these
explanations when learning from exemplars in-
context. The sample input prompt is illustrated in
figure 4.

3.3. Self-Consistency
Upon scrutinizing news articles, it becomes evi-
dent that the portrayal of the same entity varies
across different paragraphs within a single article.
Hence, to ascertain the overall document-level sen-
timent of the target entity, it is imperative to en-
compass and weigh all these opinions pertaining
to the entity. (Wang et al., 2022), introduced the
concept of self-consistency, which revolves around
generating multiple reasoning paths to determine
the correct final answer. Leveraging this concept,
we aim to influence the decoder of Large Lan-
guage Models (LLMs) to produce a diverse set
of reasoning paths for predicting the final senti-
ment tag. Following (Wang et al., 2022), in the
self-consistency method, we first prompt the LLM
using chain-of-thought prompting. Subsequently,
instead of employing a greedy search decoding
approach, we utilize various existing sampling al-
gorithms to generate a diverse set of candidate
reasoning paths. Each of these paths may lead
to a different final sentiment label. Finally, employ-
ing a majority voting approach, we marginalize the
sampled reasoning paths and select the sentiment
label that remains consistent across all generated

3



Input Text: Brazil President Luiz Inacio Lula da Silva,
once again alleged that Israel is committing genocide

against Palestinians, as reported by The Times of Israel.

Target Entity: Israel
 

Input prompt: "Given the context \"{Input Text}\", what
sentiment label (positive, negative, neutral) is expressed

towards \"{Target Entity}\"?\n The answer is"

LLM Generated Text: negative

Figure 1: Standard Zero-shot Prompting Demonstration. Input prompt includes news article excerpt and
target entity phrase, generating entity-specific sentiment output.

Input: News Text
Target Entity: Entity phrase

Input Prompt: "Given the \"{Input}\", how is \"{Target Entity}\" portrayed
in terms of sentiment? The answer is:"

LLM

Generated Text: 
In this text, "Donald Trump" is protrayed in terms of sentiment

 as a strong leader who is determined to take action on
 the issue of gun violence. Many Republicans are divided on

 various proposals that Trump has suggested, but he is 
described as being actively engaged in the issue and lobbying for change.

Step 1

LLM Generated Text: positive

Input: Generated text in step1

Input prompt: "Given the sentiment context \"{Input}\", decide the
 overall sentiment label as \"positive\", \"negative\" or \"neutral\".

The answer is"

Step 2

Intermediate output

Final Output

Figure 2: Two-Stage Prompting for Sentiment Prediction in Zero-Shot Setting. The first stage involves
extracting rationales for entity-specific sentiment prediction, providing opinions regarding the target entity.
In the second stage, sentiment tags are predicted based on the explanations

answers. Through this "sample-and-marginalize"
decoding method, our objective is to encapsulate
all sentiment-inducing components from the news
content and amalgamate them to determine the
overall sentiment. The self-consistency method is
depicted in Figure 5.

4. Experimental Setup

4.1. Datasets
In our experiment, we utilize datasets released by
(Bastan et al., 2020) for our model evaluation. Ad-
ditionally, we curate a news dataset focused on
the political domain, extracted and annotated by
the Event-Registry API. These datasets consist
of news articles, target entity phrases, and entity-
specific sentiment tags, but lack rationale informa-
tion. In the following subsections, we provide de-
tailed descriptions of these two datasets.

PerSenT: The PerSenT dataset, introduced by
(Bastan et al., 2020), is designed to predict the au-
thor’s sentiment towards the main entities in news
articles. This dataset includes paragraph-level as
well as entire document-level sentiment annota-
tions towards the target entity. The authors have
partitioned the entire dataset into train, develop-
ment, and test splits. Additionally, the paper re-

ports the performance of various fine-tuned BERT
model variants on this dataset. In our experiment,
we evaluate the performance of our proposed LLM
models on the test set of the PerSenT dataset.

Dataset Positive Neutral Negative Total
Unique
Entites

PerSenT
Test-Std

293 213 73 579 426

PerSenT
Test-Freq

368 320 139 827 4

WPAN 600 600 600 1800 3

Table 1: Comparison of Test Dataset Statistics:
PerSenT vs. WPAN for Entity-Specific Sentiment
Analysis

Event Registry Data: The PerSenT dataset men-
tioned earlier contains a diverse selection of news
articles from various domains. However, to ex-
plore how different countries and their policies are
portrayed in the media, we have compiled a new
dataset focused on global politics. This involved
gathering news articles pertaining to specific na-
tions and their policies from media outlets world-
wide. We named the dataset as WPAN (Worldwide
Perception Analysis of Nations)4. The selected

4https://github.com/alapanju/EntSent
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Input Prompt:

'Based on the context: \"Germany\'s Landesbank Baden Wuertemberg won EU approval
Tuesday for a state bailout after it promised to shrink its balance sheet by 40 percent and
refocus on lending to companies.\", what is the sentiment polarity towards \"Landesbank
Baden Wuertemberg\"?\n
 Answer: The \"sentiment\" is: \"positive\".\n\n

Based on the context: \"Former Australian Opposition leader Malcolm Turnbull launched
attack against Tony Abbott\'s approach to climate change on Monday saying the new Liberal
policy is a farce and some claims amount to \"bullshit.\"\", what is the sentiment polarity
towards \"Tony Abbott\"?\n 
Answer: The \"sentiment\" is: \"negative\".\n\n

Based on the context: \"The United States is bracing for a heated political battle after
venerable US Supreme Court Justice John Paul Stevens announced his retirement from the
bench.\", what is the sentiment polarity towards \"John Paul Stevens\"?\n
Answer:  The \"sentiment\" is: \"neutral\".\n\n

Based on the context: \"After previously withholding his endorsement, U.S. Sen. John Cornyn,
R-Texas , said Sunday he \'s supporting Ted Cruz for re-election in 2018.\", what is the
sentiment polarity towards \"Iris Robinson\"?\n
Answer: The \ \"sentiment\" is \"not known\".\n\n

Based on the context: \"The evidence shows President Barack Obama ’s administration has
not only failed to meet that standard, it has actively worked to conceal important information
from the public.\", what is the sentiment polarity towards \"Barack Obama\"?\n
Answer:'

LLM Generated text:The
"sentiment" is "negative".

Figure 3: Standard Few-shot Prompting Illustration. Input: Entity context (news article). Output: Entity-
specific sentiment tag (positive/negative/neutral).

Input Prompt:

'Based on the context: \"Germany\'s Landesbank Baden Wuertemberg won EU approval
Tuesday for \ a state bailout after it promised to shrink its balance sheet by 40 percent and
refocus on lending \ to companies.\", what is the sentiment polarity towards \"Landesbank
Baden Wuertemberg\"?\n\ 
Answer: It is mentioned that Landesbank Baden Wuertemberg won EU approval for a state
bailout. \ So the \"sentiment\" is: \"positive\".\n\n

Based on the context: \"Former Australian Opposition leader Malcolm Turnbull launched
attack \ against Tony Abbott\'s approach to climate change on Monday saying the new
Liberal policy is a farce \ and some claims amount to \"bullshit.\"\", what is the sentiment
polarity towards \"Tony Abbott\"?\n\ 
Answer: It is mentioned that Malcolm Turnbull criticized Tony Abbott\'s climate change
approach as \"farce\" \ and \"bullshit\".So the \"sentiment\" is: \"negative\".\n\n

Based on the context: \"The United States is bracing for a heated political battle after
venerable \ US Supreme Court Justice John Paul Stevens announced his retirement from
the bench.", what is the sentiment polarity \ towards \"John Paul Stevens\"?\n
Answer: It is mentioned that Justice John Paul Stevens announced his retirement \ from the
bench, without expressing positive or negative sentiment. So the \"sentiment\" is:
\"neutral\".\n\n

Based on the context: \"After previously withholding his endorsement , U.S. Sen. John
Cornyn , R-Texas , \ said Sunday he \'s supporting Ted Cruz for re-election in 2018.", what is
the sentiment \ polarity towards \"Iris Robinson\"?\n
Answer: The context has no information regarding Iris Robinson. So the \ \"sentiment\" is
\"not known\".\n\n

Based on the context: \"The evidence shows President Barack Obama \’s administration has
not only failed to meet that standard, it has actively worked to conceal important information
from the public.\", what is the sentiment polarity towards \"Barack Obama\"?\n
Answer:'

LLM

Generated text:
 The text suggests that the administration of

Barack Obama has failed to meet a standard and
has actively worked to conceal information from

the public, which has a negative connotation.
Hence the answer is "negative".

Figure 4: COT Prompting Demonstration. Input: Entity context (news article), Rationale: Justification of
sentiment tag, Output: Entity-specific sentiment (positive/negative/neutral).

nations include India, Russia, and Israel. For In-
dia, we included media sources from neighboring
countries such as Pakistan and Bangladesh. Simi-
larly, for Russia, we selected outlets from India, the
UK, and the USA, while for Israel, we included out-
lets from India and Pakistan. Our selection criteria
were based on the significance of these nations
in events such as the Russia-Ukraine conflict, the
Israel-Hamas conflict, and tensions in the Indian

subcontinent. We chose media sources based on
article frequency, ensuring a random selection with-
out bias. We used the Event-Registry Python API
to extract relevant news articles. The API also pro-
vides a target specific document level sentiment
score. The sentiment scores range from −1 to 1,
where 1 represents maximum positive sentiment.
We categorized sentiment scores between 0.6 to
1 as positive, −0.2 to +0.2 as neutral, and -0.6 to
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Figure 5: Chain-of-Thought Prompting with Self-Consistency in few-shot settings. The image illustrates
the process where the LLM is provided with demonstration exemplars consisting of (input, output, and
rationale) triplets. During inference, given a query input, the LLM returns multiple outputs containing
sentiment tags and related explanations. The final sentiment tag is identified through sampling and
marginalization technique.

-1 as negative. We collected 200 articles for each
sentiment range for each target topic, resulting in
600 articles per topic. Each dataset record includes
the news article, target entity, and entity-specific
sentiment label.

4.2. Language Models
Our task integrates entity-specific sentiment analy-
sis with elements of reasoning, particularly in jus-
tifying assigned sentiment based on contextual
cues and linguistic patterns in the text. Traditional
deep learning models or small language models
(SLMs) require rationale-augmented training, which
is costly and challenging to scale. However, in-
context few-shot learning via prompting and the
COT approach significantly enhance LLMs’ rea-
soning capabilities across various tasks. Through
COT, LLMs can perform few-shot prompting for
reasoning tasks using triplets: (input, output, chain-
of-thought). Studies have demonstrated the effec-
tiveness of COT in improving reasoning abilities
in LLMs with large parameter sizes, which are of-
ten inaccessible due to resource constraints. In
this study, we aim to determine whether LLMs with
fewer parameters can generate explicit reasoning
while predicting entity-specific sentiment classes
from document context. To explore this, we ex-
periment with three transformer-based language
models of varying scales:

• Mistral (Jiang et al., 2023) is a open-sourced
decoder-based model with 7-billion parame-
ters.

• Llama-2 (Touvron et al., 2023), developed by
Meta AI, is a collection of transformer-based
language models ranging in scale from 7 billion
to 70 billion parameters. In our experiment, we
use fine-tuned model named Llama2-13b-chat-
hf with 13-billion parameters.

• Falcon (Almazrouei et al., 2023) is a causal

decoder-only open-sourced language model.
In our experiment, we use instruct version of
the language model with two different parame-
ter size namely, Falcon-7b-instruct (7-billion)
and Falcon-40b-instruct (40-billion).

4.3. Prompting and Decoding Scheme
We discuss about the prompt designing in the sec-
tion 3. For few-shot setting, we employ 3-4 exem-
plars in our experiment. These samples are cho-
sen randomly from the training set of the PerSenT
dataset. In COT prompting method, the exemplar
pairs are augmented with manually composed nat-
ural language explanations. For a fair comparison,
we use same prompt structure and same exemplar
sets across all the LLMs.

For standard zero-shot and few-shot methods,
we use greedy search decoding. In the case of
2-stage prompting method, we first use top-k, top-
p and temperature sampling and in the second
step, we employ greedy decoding method. In self-
consistency method, instead of greedy search de-
coding, we employ different sampling algorithms
like top-k sampling, temperature sampling, top-p
sampling. In our experiment, the range of k value
is between{50, 90}; The p value varies in the range
of {0.9, 0.95}. We keep the temperature value as
0.7. We utilized a BERT model (Devlin et al., 2019)
fine-tuned with the training data from the PerSent
dataset as our baseline.

5. Result Analysis

In this section, we evaluate the performance of the
Large Language Models (LLMs) based on the cor-
rectness of the final predicted sentiment labels us-
ing macro-F1 score metric for quantitative analysis.
The experiments are conducted multiple times with
different sets of training samples, and the average
output over three runs is reported to ensure consis-
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Zero-shot Few-shot

Model Std
decoding

2-stage
prompting

Self-
Consistency

Std
few-shot

COT
prompting

Self-
Consistency

Mistral-7b 42.16 43.32 45.67 49.87 49.56 52.78
Llama-13b-chat 41.59 42.92 43.21 49.43 50.88 51.97

Falcon-7b-instruct 41.47 42.81 44.22 48.56 49.87 52.63
Falcon-40b-instruct 43.89 44.13 47.05 50.24 51.39 54.94
Fine-tuned BERT 43.07

Table 2: Macro F1-score for Document-level Entity-centric Sentiment prediction across Various LLMs on
the PerSenT Frequent Test Dataset

Zero-shot Few-shot

Model Std
decoding

2-stage
prompting

Self-
Consistency

Std
few-shot

COT
prompting

Self-
Consistency

Mistral-7b 43.61 44.29 44.70 46.64 47.37 49.77
Llama-13b-chat 42.09 43.61 44.92 45.98 46.56 49.08

Falcon-7b-instruct 41.72 42.19 43.64 47.16 48.07 50.45
Falcon-40b-instruct 44.21 45.27 46.17 49.67 51.19 53.71
Fine-tuned BERT 48.38

Table 3: Macro F1-score for Document-level Entity-centric Sentiment prediction across Various LLMs on
the PerSenT Standard Test Dataset

Zero-shot Few-shot

Model Std
decoding

2-stage
prompting

Self-
Consistency

Std
few-shot

COT
prompting

Self-
Consistency

Mistral-7b 56.67 58.12 59.76 59.07 59.36 61.49
Llama-13b-chat 54.43 57.07 58.21 58.34 58.42 59.79

Falcon-7b-instruct 55.71 57.18 58.23 59.69 59.35 61.48
Falcon-40b-instruct 57.95 59.01 59.91 61.84 62.07 63.87
Fine-tuned BERT 56.54

Table 4: Macro F1-score for Document-level Entity-centric Sentiment prediction across Various LLMs on
the WPAN Dataset

tency. The seed value is fixed during experiments
to obtain identical outputs.

Our analysis reveals variations in LLM perfor-
mance between datasets. Specifically, the LLMs
perform better on the WPAN dataset compared to
the PerSenT dataset. Upon examining the news
articles, we observed that most documents in the
PerSenT dataset exhibit mixed sentiment across
various paragraphs within the same article. In con-
trast, the sentiment across paragraphs in the WPAN
dataset is less varied, potentially contributing to the
improved performance of LLMs on this dataset.

We address three main experimental questions
during the result analysis:

• We investigate whether LLMs can predict
entity-specific sentiment labels in a zero-shot
setting.

• We explore whether LLMs can learn from few-
shot demonstrations.

• We analyze whether scaling up the LLM size

has any effect on zero-shot and few-shot set-
tings.

The experimental results, presented in Tables 2,
3, and 4, reveal several key insights.

Firstly, for the PerSenT-freq and WPAN datasets,
the FALCON-40b model consistently outperforms
the fine-tuned BERT model. Even in the case
of PerSenT-std data, the Self-consistency method
over FALCON-40b yields comparable performance
compared to FT-BERT. These findings indicate that
LLMs, with their pretraining and proper parameter
sizing, exhibit a strong capability to capture senti-
ment labels from documents in zero-shot settings.

Secondly, we observe that the model perfor-
mance improves significantly in few-shot settings
compared to zero-shot scenarios across all three
datasets. This suggests that learning in-context
positively impacts model performance and effec-
tiveness.

However, our experiments also reveal that the
Chain-of-Thought (COT) prompting method is not
consistently effective. In some cases, its perfor-
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mance lags behind standard few-shot approaches.
Nevertheless, the self-consistency method proves
to be beneficial in enhancing model performance
across all cases. Additionally, in zero-shot scenar-
ios, the 2-stage prompting approach outperforms
the standard zero-shot method.

Lastly, we experimented with LLMs having a pa-
rameter size within 40-billion. However, at this
scale, we did not observe significant effects of
model scaling on performance. Further exploration
with larger model sizes may provide additional in-
sights into this aspect.

Overall, our results demonstrate the effective-
ness of LLMs in entity-specific sentiment prediction,
particularly in few-shot learning scenarios, while
highlighting the importance of appropriate prompt-
ing strategies and model architectures.

6. Related Work

6.1. Sentiment Analysis in news domain
Sentiment analysis is a widely explored area within
natural language processing, attracting significant
attention due to its multitude of applications across
academic research and practical domains. Par-
ticularly within the realm of news content analy-
sis, sentiment analysis has emerged as a pivotal
task (Balahur et al., 2013; Katayama et al., 2019;
Islam et al., 2017; Kuila et al., 2024; Samonte,
2018; Pryzant et al., 2019). Researchers have
also delved into sentiment prediction grounded in
news events (Zhou et al., 2021). Moreover, there is
a burgeoning interest in news bias analysis (Eberl
et al., 2017), which often relies on sentiment asso-
ciated with news publications (Rodrigo-Ginés et al.,
2024).

However, our focus in this paper lies specifically
on entity-specific sentiment analysis within news
articles. This presents a distinct problem with di-
verse applications, including predicting authors’
sentiment (Bastan et al., 2020), discerning the ideol-
ogy of news outlets (Lin et al., 2011), and analyzing
media bias (Hamborg et al., 2019).

6.2. Large Language Models
Recent advancements in natural language process-
ing (NLP) research have been marked by the emer-
gence of Large Language Models (LLMs) (Chowd-
hery et al., 2022). These LLMs are pre-trained on
massive text corpora using diverse training tech-
niques such as instruction-tuning and reinforce-
ment learning with human feedback (RLHF) (Chris-
tiano et al., 2017), showcasing impressive perfor-
mance in zero-shot and few-shot settings. The
paradigm shift towards in-context learning (Brown
et al., 2020) has further enhanced the capabilities

of LLMs, moving away from fine-tuning to prompt-
tuning approaches.

Despite the widespread adoption of LLMs in
various NLP tasks, including sentiment analy-
sis (Zhong et al., 2023; Wang et al., 2023), chal-
lenges persist due to the computational demands of
these models, particularly in resource-constrained
settings. Consequently, our research is dedicated
to investigating the viability of employing smaller-
scale LLMs for entity-specific sentiment identifica-
tion within the domain of political news articles.
By harnessing the power of these compact LLMs,
we endeavor to address resource limitations while
leveraging the inherent capabilities of LLMs in sen-
timent analysis tasks.

7. Conclusion

In this study, we investigated the application of
Large Language Models (LLMs) in predicting entity-
specific sentiment from political news articles using
zero-shot and few-shot strategies. Our findings
demonstrate the effectiveness of LLMs, particularly
FALCON-40b, in capturing sentiment towards politi-
cal entities. Leveraging the chain-of-thought (COT)
approach with rationale in few-shot in-context learn-
ing, we observed improvements in sentiment pre-
diction accuracy, especially in few-shot scenarios.
While the self-consistency mechanism enhanced
consistency in sentiment prediction, we noted vary-
ing effectiveness in the COT prompting method
across different datasets. Overall, our results high-
light the potential of LLMs in entity-centric sentiment
analysis within the political news domain.

Beyond sentiment analysis, our work has broader
implications for media bias analysis and identifi-
cation of media house ideologies. By discerning
sentiment towards political entities, our model can
assist in analyzing media bias and understanding
the ideological stance of media houses. This ca-
pability holds promise for enhancing media literacy
and facilitating informed discourse in political com-
munication.

Moving forward, future research could explore ad-
ditional applications of LLMs in political NLP tasks,
such as misinformation detection, stance classifi-
cation, and agenda setting analysis. Additionally,
investigating the interpretability of LLMs’ predictions
and addressing potential biases in training data are
essential considerations for further advancement
in this field.

In conclusion, our study contributes to advancing
the understanding of sentiment analysis in the po-
litical news domain and underscores the potential
of LLMs in facilitating nuanced analysis of media
content and political discourse.
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Abstract
In this paper we present two approaches for detection of socio political events: the first is based on manually crafted
keyword combinations, and is implemented inside the NEXUS event extraction system, and the second one is based
on a BERT classifier. We compare the performance of the two systems on a dataset of socio-political events. We
also evaluated only NEXUS on the ACLED event dataset, in order to show the effects of taxonomy mapping and the
performance of rule based approaches. Interestingly, both systems demonstrate complementary performance. Both
showing their best performance on different event type sets. Nevertheless, an LLM data augmented dataset shows
that in this case the transformer-based system improves considerably. We also review in the related work section the
most important resources and approaches for event extraction in the recent years.

1. Introduction

1.1. NEXUS event taxonomy

Event extraction started to emerge as a Computa-
tional linguistics topic of interest, in relation to the
enormous stream of events reported in mainstream
media and commented and repeated in the social
networks (Kounadi et al., 2015). Event extraction
is used in a wide range of applications in diverse
domains and has been intensively researched for
more than three decades, starting with the semi-
nal works, inspired by the Message Understanding
Conferences (Chinchor and Marsh, 1998). It has
a large range of applications in policy making, se-
curity, disaster management, health, bio medical
research, as well as in the domain of business and
finances.

In recent years, the significance of event extrac-
tion in the socio political domain has garnered con-
siderable attention from the research community.
This heightened interest stems from the critical
nature of socio-political phenomena and the es-
calating societal and political tensions witnessed
over the past half-decade, attributed to events such
as the COVID-19 pandemic, the conflict between
Russia and Ukraine, and various other theatres of
war, notably in the Middle East. The significance
of event extraction technology in the socio-political
realm has been underscored in recent workshops
such as the CASE (Challenges and Application
of Automated Extraction of Socio-political Events)
series (Hürriyetoğlu et al., 2021) and other similar
venues.

The purpose of this paper is to throw light on
the most important approaches and resources for
event extraction in the last years, illustrating the
two predominant paradigms for event detection:
the rule based and the statistical one by evaluating

two event detection systems.
The statistical system is based on XLM

RoBERTa-base statistical classifiers and the rule-
based system Tanev et al. (2008), NEXUS, uses
a set of manually curated boolean combinations
of keywords. We compare the performance of the
two systems on the JRC corpus of crisis events
(Atkinson et al., 2017a). We additionally evaluate
NEXUS on a subset of the ACLED dataset, which
is a standard in the socio-political field, (Raleigh
et al., 2010). The purpose of this evaluation was
to study how well the NEXUS event types map
to the ACLED taxonomy and to explore the effect
of taxonomy alignment in the evaluation of event
extraction systems.

2. Related work

Rule-based event extraction was a predominant
paradigm in the early systems in the nineties ,
as well in the next decade Aone and Ramos-
Santacruz (2000); Grishman et al. (2002b,a). How-
ever, with the advent of the "big data" paradigm,
state-of-the-art research experiments nearly en-
tirely shifted towards the domain of Machine Learn-
ing (ML) and Large Language Models (LLM) (Hür-
riyetoğlu et al., 2021). Nevertheless, rule based
systems have been dominating the industrial land-
scape (Chiticariu et al., 2013) and still provide basis
for event detection in the domain of security and
media analysis Tanev et al. (2008); Nitschke et al.
(2022); Hamborg et al. (2019).

Building machine learning models for event de-
tection was greatly facilitated by the availability
of annotated event corpora and event databases.
Among the known event corpora, one of the most
used one is the ACE corpus (Consortium et al.,
2005). Recently, the Joint Research Centre of the
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Figure 1: NEXUS event taxonomy

European Commission proposed two corpora, one
of them based on the output of the NEXUS event
extraction system, (Atkinson et al., 2017b), and the
other one containing events related to the COVID
pandemic (Piskorski et al., 2023). But this second
one has another ontology than the NEXUs system
and won’t be used.

Security-related event databases (DB) are manu-
ally curated, such as ACLED (Raleigh et al., 2010)
or automatically created, such as GDELT (Ward
et al., 2013). Each DB record describes a secu-
rity event with its time, location, event type, main
actors, their nationality, victims, and optionally a
text describing the event. Other well known socio-
political databases are POLDEM (Kriesi et al.,
2020), POLECAT (Halterman et al., 2023), UCDP
data set (Sundberg et al., 2012). An overview of
the publicly available event databases is provided
in (Olsen et al., 2024).

3. EMM NEXUS

This section briefly describes the real-time event
extraction system NEXUS (News cluster Event eX-
traction Using language Structures). It is a rule
based system, which uses Boolean combinations
of keywords for event detection and grammar rules
for event argument extraction.

NEXUS is an integral part of the Europe Media
Monitor (EMM) and it has been described in details
in (Tanev et al., 2008) and (Tanev et al., 2009). Its
event taxonomy, see Figure 1 has been used to
create the JRC security event corpus, described
in (Atkinson et al., 2017a). Moreover, the corpus

was created by manually annotating and curating
articles, with events pre-detected by the system.

NEXUS uses the clusters of news articles, cre-
ated by the EMM software (Tanev et al., 2008).
Clusters describing various types of crisis events
are selected via application of combinations of
keywords, manually crafted and expanded with
the help of terminology extraction software. The
NEXUS system detects and extracts one main cri-
sis event for each news cluster reporting an event
of interest.

For each event the system generates a frame,
whose main slots are: date and location, number
of killed and injured, kidnapped people, actors, and
type of event.

Noteworthy, NEXUS processes only the title and
three leading sentences for each news article in the
news article cluster and then it fuses the event in-
formation, extracted from the different articles. The
system uses finite state cascade grammar rules
over dictionaries of linear grammar patterns <per-
son> was found dead or <person> was stoned
to death. The semi-automatic learning of these
patterns and the accompanying lexicon with refer-
ences to names, professions, organizations, num-
bers, and other entities, were described in (Tanev
et al., 2009).

Event types are detected via a set of keyword
based boolean rules. In Table 1 we show excerpts
from such rules for the event types armed conflict,
riot, and air attack. It is important to consider the
following: When processing clusters of news ar-
ticles, keywords are searched in the title and in
the first three sentences of each article in the clus-
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Table 1: Samples from the Boolean keyword combinations for event detection
Type Rule

riot AND "hundreds of angry" OR "demonstration against" OR "mutiny" ...
"clashes" OR "clashed" OR "burnt" OR "torched" OR "disperse" ...

armed
conflict

AND "troops" OR "soldiers" OR "rebels" OR "insurgents" ...
"deployed" OR "clashed" OR "battling" OR "returned fire" ...

AND "marines" OR "armed forces" OR "troops" ...
"militants" OR "insurgents" OR "rebels" ...

air attack AND
"fighter plane" OR "jets" OR "missile" OR "gunship" OR "interceptor" ...
"damaged" OR "intercepted" OR "pounded" OR "targeted" ...

- "helicopter fired" OR "air raid" OR "missile attack" OR "bombing run" ...

ter. Second, each keyword combination has an
assigned maximal word proximity. For example,
considering the air attack keyword combination, its
proximity is defined to be 17 tokens. Consequently,
if both the word "jets" and "intercepted" appear in
no more than 17 tokens from each other in the first
3 sentences of a news article, the "air attack" event
will be triggered.

For several event types, NEXUS requires not
only keyword rules to fire, but also the presence of
dead or injured victims, detected by the argument
extraction grammars. This serves as an additional
filter, which increases the precision.

The event type taxonomy, recognized by the
NEXUS system reflects the requirements of the
Joint Research Centre’s Europe Media Monitor
(EMM). The event types, recognized by NEXUS
are the most frequently reported in the news event
classes, referring to crises.

The recognized crisis event types encompass a
subset of the security and socio-political events, re-
ported in the news, including man made incidents
and natural disasters. Figure 1 shows the taxon-
omy of the event types, which are a focus of the
system. These events can be grouped into several
large classes:

1. Socio-political events: They encompass all
unrests, protests, military operations, and
humanitarian crises. The "unrest" sub-
types include violent unrests like riots, but
alsoprotests, strikes and boycotts, as well as
sabotages. Military events involve armed con-
flicts, i.e. battles and sieges performed by mili-
tary and organized armed groups, air and mis-
sile attacks, as well as exploitation of heavy
weapons such as artillery and heavy firing
arms. Military events include also deployment
and movements of troops and military vehicles.
Humanitarian events include reports about dis-
placement of people and lack of resources,
such as food, water, shelter, and medicines.

2. Crimes: NEXUS recognizes kidnapping, rob-
bery, pirate attacks on ships, physical abuse,
and cyber attacks. Physical abuse events in-

clude also cases of sexual abuse. In reality
crimes can be part of a terrorist operation, for
example kidnapping of a political leader. Sim-
ilarly, cyber attacks are used as a unconven-
tional warfare and in some cases can also be
classified as terrorist attacks. However, given
the multifaceted nature of these event classes,
they are put in the crime category both for
simplicity in classification, as well as because
their nature is related to the violation of the
law.

3. Legal events: The system detects two legal
event types, which are related to the security,
namely arrests and trials.

4. Targeted violence: These are violent events,
who are directed towards pre-defined people.
The term "targeted violence" is taken from the
PLOVER socio political event ontology (Halter-
man et al., 2023). According to this ontology
two event types are considered as targeted vi-
olence, namely execution and assassination.

5. Terrorist attacks: NEXUS recognizes the most
common forms of terrorist attacks: namely
bombings, including suicide attacks, as well
as all violence, explicitly labeled as terrorism
or performed by certain armed groups (e.g. Al
Qaeda, IRA, etc.).

6. Violence without detected motivation: The
three event types of shooting, stabbing, and
arson fall in this category, when the system
cannot detect the motivation context, which
could be crime, terrorism, unrest, or military.

4. Experiments and Evaluation

4.1. Evaluating NEXUS

4.1.1. Evaluation on the JRC event corpus

The NEXUS system has been used, when creat-
ing the JRC security event corpus (Piskorski et al.,
2023). First, the events were detected by NEXUS,
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and then they were manually moderated and er-
rors were corrected. The taxonomy of NEXUS
was used when labeling the events from the JRC
security corpus.

The JRC corpus contains around 617K events,
extracted by NEXUS, of which 17K are manually
curated. The authors of the corpus provided also a
detailed evaluation of the event type, geolocation,
and argument detection accuracy of the NEXUS
event detection system. However, they use a very
limited gold standard of 16 news clusters. In con-
trast, we wanted to evaluate the event classifica-
tion of NEXUS on a proper subset of the manually
moderated JRC corpus. In this paper we report
on evaluation of the English language part of the
manually moderated part of the corpus, which con-
tains 7,934 detected events, each provided with
a manually selected event type code, a title, and
a text fragment, containing one or two sentences
describing the event.

We have run NEXUS on the title and the event
describing fragment in each of the 7,934 English
language events from the corpus and compared
the extracted event types against the ground truth
annotation. Then, we have measured the precision,
recall and F1 measure. Results are reported in
Table 2.

Clearly, the NEXUS system works best for the
"Unrest" event type among all socio-political events.
The unrest involves all the protests, riots, and vio-
lent anti government actions, which are not terror-
ism. The legal event types, "Arrest" and "Trial" are
also among the best performing classes. It was
disappointing the low results for the military event
types. Notably, we have got very low recall for all
the event types "Military operation", "Air attack",
and "Heavy weapons". These low results in the
military event types clear suggest how to further
improve the system.

The system works quite well also on the disaster
group of event classes.

4.1.2. Preliminary Evaluation on the ACLED
event database

We have conducted an additional evaluation of the
NEXUS system on a more standard and widely
used event data set.

For this purpose we have chosen the ACLED
event dataset (Raleigh et al., 2010). It is one of the
largest manually curated event databases. Evalu-
ating against ACLED however was related to the
challenge of of mapping NEXUS event types to the
ACLED ones.

There are some little differences of the defini-
tions of the event types of ACLED and NEXUS:
first, ACLED does not cover incidents and disas-
ters. Second, it does not classify explicitly events
as terrorist attacks, but puts part of them in the

larger category of "Explosions/Remote violence".
Moreover ACLED events encompass also peace-
ful events, called "Strategic developments" and in
NEXUS only one event type, namely "Arrest" is
included in this class. Independently of these dif-
ferences, we have managed to map some of the
NEXUS event types into ACLED categories. Map-
ping was most of the time many to one: many
NEXUS categories were mapped to one ACLED
class. In Table 3 we show the mapping between
the two event classification systems. In Table 4 we
report the results from the ACLED evaluation after
the mapping took place. What is important is that
first, we cover only a small percent of the strategic
developments; second, we did not manage to map
properly terrorist events, since they are not part of
the ACLED taxonomy and they were considered
like no events. Therefore, the ACLED evaluation
we performed can be considered approximate.

Still, the relations between the performance on
different event types show similar trends in both
evaluations: The "Protest" event type, which is
a subtype of "Unrest", has a relatively high per-
formance in the ACLED evaluation, as its super
type "Unrest" has a good performance in the JRC
corpus evaluation. Moreover, the system obtains
low recall and low F1 score on the ACLED "Bat-
tle event", and similarly its corresponding NEXUS
"Military operation" shows the same trend in the
JRC corpus evaluation. Also, the ACLED Ex-
plosion/Remote violence which corresponds to
the NEXUS "Heavy weapons", "Air attack" and
"Bombing" obtains low recall, as its corresponding
NEXUS types in the JRC corpus evaluation.

The conclusions drawn from both evaluations
indicate that mapping between event taxonomies
poses challenges, such as: partially overlapping
event types, one to many event type relations, tax-
onomy gaps (for example the lack of terrorist attack
in ACLED). The evaluation we have conducted on
the ACLED data demonstrate these challenges.

On the other hand, this evaluation was also use-
ful, since it confirmed several trends, observed
in the JRC corpus evaluation, namely a notable
underperformance of event detection rules in iden-
tifying military events and relatively high accuracy
in modeling "Unrest" and its subtype "Protest".

4.2. Comparing Nexus to a
Transformer-based system

So as to assess the respective merits of rule-based
and transformer based systems, we fine-tuned a
XLM-Roberta-base system on the JRC corpus. As
this kind of system is sensible to dataset balance,
we first give some general figures on the JRC cor-
pus. Figure 2 shows the unbalanceness of this
dataset of 6,892 annotated sentences.
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Table 2: Performance of NEXUS on the JRC corpus
Event Type (code) Precision Recall F1

Socio political
Military operation (ARM) 0.66667 0.25586 0.36979
Air/missile attack (AA) 0.81395 0.30702 0.44586
Heavy weapons (HW) 0.52000 0.36111 0.42623
Terrorist Attack (TA) 0.63071 0.74146 0.68161
Bombing (BO) 0.67164 0.60811 0.63830
Unrest (SP) 0.83877 0.77140 0.80368
Humanitarian (HUM) 0.51485 0.4000 0.44835

Legal
Arrest (AR) 0.92012 0.62854 0.74688
Trial (TRIAL) 0.92181 0.38063 0.53879

Crimes
Kidnapping (KD) 0.73810 0.70992 0.72374
Physical abuse (PA) 0.55556 0.31746 0.40404

Non violent
Hostage Release (RE) 0.83721 0.39560 0.53731

Violence without defined motivation
Shooting (SH) 0.84834 0.47733 0.61092
Stabbing (ST) 0.73171 0.58824 0.65217

Targeted killing
Execution (EX) 0.76190 0.64000 0.69565

Accidents and Disasters
Earthquake (EQ) 0.90278 0.67708 0.77381
Flood (FL) 0.77477 0.74783 0.76106
Winter storm (IR) 1.00000 0.71875 0.83636
Storm (SR) 0.81481 0.62857 0.70968
Tropical storm (TR) 0.84211 0.68571 0.75591
Wild fire (WF) 0.96154 0.71429 0.81967
Landslides (LS) 0.73333 0.47826 0.57895
Man made disaster (MM) 0.86826 0.68289 0.76450
Maritime accident (MT) 0.94000 0.66197 0.77686
Explosion (XP) 0.68519 0.48684 0.56923

Another event type with dead or injured
Other (NONE) 0.11632 0.75 0.20141
Accuracy 0.56479
Macro Avg 0.691476 0.61701 0.65035

Table 3: Mapping NEXUS to ACLED event types
ACLED category ACLED Explained NEXUS

Protest Protests which start
as peaceful Protest

Riot Riot or Mob Violence Riot
Battle Battle between organized forces Military operation

Explosion/Remote violence Bombings, shellings,
air raids

Air Attack; Heavy Weapons ;
Bombing; Suicide Attack

Strategic developments Arrests, agreements,
transfer of territories Arrest

Violence against civilians Violence against civilians Physical Attack; Kidnapping
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Table 4: Performance of NEXUS on the ACLED corpus
Class Precision Recall F1-score
Battle 0.5995 0.3334 0.4285
Explosion/Remote violence 0.9356 0.2558 0.4018
Protest 0.8709 0.7278 0.7929
Riot 0.6607 0.1109 0.1899
Strategic developments 0.1794 0.3102 0.2273
Violence against civilians 0.8253 0.0695 0.1282
Accuracy 0.4153
Macro Avg 0.5816 0.2582 0.3098
Weighted Avg 0.7856 0.4153 0.4978

Figure 2: Distribution of classes in JRC news
Dataset

We divided this dataset into the traditional
training-development-test split: 80-10-10. it was
done with the dataset Huggingface module thus re-
specting the distribution of the overall dataset. We
train the model for 15 epochs, learning rate 2e-5,
batch size 16. Table 5 shows the performance XLM
Roberta achieves on the test set of EMM News.
The overall accuracy is 0.67 after 15 epochs (af-
ter 8 epochs, we reached 0.70) surpassing the
rule-based model by a large margin, especially
when enough learning data are available. On this
respect, the motto "more data, better results" is
easily confirmed, pushing us to augment the EMM
data.

4.3. Evaluating a Transformer-based
system with augmented data

The last experiment we undertook consisted in
balancing the fine-tuning dataset. Among several
techniques to do so (REF), we decided to use
LLM data augmentation techniques, as generative
Language models reveal to be quite efficient in
reformulating sentences (see e.g. (?)). As seen
in the previous experiment, fine-tuning a model
requires a lower-bound number of examples. To
balance the dataset for under-represented classes,

we used the following prompt:

Your task is to generate {number} sen-
tences, denoting the following type of event:
{label}. As a help, the following sentence
denote this type of event. To generate these
sentences, please try to mimic a head-
line style, describing the facts and circum-
stances of the event. Generate these sen-
tences in English, and rephrase the original
sentence with several techniques, like syn-
onym substitution, adverb insertion, para-
phrasing and other distributional operations
enabling to preserve the overall meaning
while changing wording and phrasing. As
output, please generate the sentences one
per line. Be the most concise you can. Ex-
ample sentence: {sentence}

where {number} represents the number of sen-
tences to generate for every given class source ex-
ample, calculated by the number of examples of the
most represented class (Trial, 1,177) divided by the
number of examples of the given class, rounded to
the ceil. For example, for the class Arrest, 2 sen-
tences will be generated for each source example
(1,177 / 953 = 1.23 == 2); {label} represents the
class, e.g. Arrest, and {sentence} represents the
given example to rephrase, eg. Nine held in Eta
anti-terror raids. Table 6 shows a few examples of
paraphrases generated by GPT4 (OpenAI’s June
version with a context length of 8,192 tokens).

Figure 3 gives the distribution of samples per
classes after data augmentation with a total of
35,583 example titles and on average more than
1,250 examples per class.

We then fine-tuned, with the same parameters
as in the previous experiment, a language model.
Table 7 shows the results on the EMM source titles
for the sake of comparison with the Nexus system.
As can be seen, the results are very promising,
even if they need to be further confirmed on a to-
tally new dataset. We also performed an error anal-
ysis, from the dispersion plot fig:displot.augmented.
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Table 5: Evaluation results on JRC news dataset, fine-tuned XLM-Roberta-base model
event category precision recall f1-score support

Military operation (ARM) 0.52830 0.5 0.51376 56
Air/missile attack (AA) 0.64285 0.75 0.69230 12
Heavy weapons (HW) 0.0 0.0 0.0 3
Terrorist Attack (TA) 0.48 0.57142 0.52173 21

Bombing (BO) 0.33333 0.133333 0.190477 15
Unrest (SP) 0.75862 0.77192 0.76521 114

Humanitarian(HUM) 0.54545 0.461536 0.5 13
Arrest(AR) 0.71153 0.77083 0.74 96

TRIAL 0.78703 0.72033 0.75221 118
Kidnapping( KD) 0.6 0.461536 0.52173 13

Physical abuse(PA) 0.33333 0.33333 0.33333 6
Hostage release (RE) 0.54545 0.66666 0.6 9

Shooting (SH) 0.61702 0.76315 0.68235 38
Stabbing (ST) 0.25 0.2 0.22222 5
Execution(EX) 1.0 0.5 0.66666 2

Earthquake(EQ) 0.61538 0.88888 0.72727 9
Flood(FL) 0.69230 0.75 0.72 12

Winter Storm(IR) 1.0 0.66666 0.8 3
Storm (SR) 0.77777 1.0 0.875 7

Tropical storm(TR) 1.0 0.57142 0.72727 7
Wild fire (WF) 0.5 0.33333 0.4 3

Landslides(LS) 1.0 0.5 0.66666 2
Man made disaster (MM) 0.78461 0.796875 0.79069 64
Maritime accident (MT) 0.875 1.0 0.93333 7

Explosion (XP) 0.363635 0.57142 0.44444 7
Other (NONE) 0.413047 0.39583 0.404254 48

accuracy 0.66956 690
macro avg 0.62133 0.57994 0.58426 690

weighted avg 0.66672 0.66956 0.66372 690

Table 6: Example of paraphrase generation from GPT4 (arrest category)
Source sentence GPT4 paraphrase
Man arrested after planting fake
bomb in Chicago (AP)

Individual detained for setting up
counterfeit explosive in Chicago
(Reuters)
Chicago law enforcement appre-
hends man for hoax bomb plant
(BBC)

Three arrested over injured
rugby player

Trio apprehended linked to
wounded rugby athlete
Three detained in connection
with harm inflicted on rugby
sportsman

Suspect arrested after television
appeal

Individual apprehended following
TV plea
TV appeal leads to suspect’s de-
tention

Apart from the already observed size effect (more
data, better prediction), a few categories are pre-
dicted with a F1 score less than 0.90: Heavy
Weapons Fire, Execution and Stabbing have the
worst outcome with 0.80. Undefined is at 0.88 and

all the other categories are above 0.90 which rep-
resents a new state-of-the-art by a large margin.
First, if we compare the overall results to the same
with fine-tuned model with just the source data, we
can clearly see the benefit of data augmentation,

18



Figure 3: Distribution of classes in JRC news
Dataset after GPT4 augmentation

even for the under-represented categories. (see
categories with less than 100 support).

5. Conclusions and Perspectives

We have evaluated two event detection system,
the first based on rules and the second, based on
transformer-based classifiers. We have also exper-
imented with data augmentation, using a state-of-
the-art LLM.

Transformer-based classifiers gave overall com-
parable performance to the rule based system.
Both systems show their own advantages: sta-
tistical classifiers achieve better classification ac-
curacy (0.67 vs. 0.56). On the other hand, these
classifiers show lower average F1 performance,
mainly due to the imbalanced training set. This
disadvantage was removed with data augmenta-
tion and dataset balancing, achieving much higher
accuracy (0.93).

Going deeper into the details, statistical clas-
sifiers provided a much better F1 score for the
classes which are frequent in the corpus, the
TRIAL event class: 0.75 vs. 0.54 for NEXUS; Mili-
tary operation (ARM): 0.51 vs. 0.37, and the NONE
class, which is event reporting dead or injury, not
belonging to any of the classes in the corpus, 0.40
vs. 0.20. The other case, where statistical clas-
sifier notably outperforms NEXUS is for the event
type Storm (SR), 0.87 vs. 0.7, and Maritime ac-
cident (MT), 0.93 vs. 0.78. On the other hand,
the NEXUS system has detected far better the fol-
lowing important event types: Terrorist attack (TA),
0.68 vs. 0.52, Kidnapping (KD), 0.72 vs. 0.52,
Bombing (BO), 0.62 vs. 0.19, and Explosion (XP)

For most of the other classes we have similar
performance between the two systems with the
statistical biased towards more frequent classes
and demonstrating much better overall accuracy
and the rule based NEXUS with more balanced be-
haviour, showing a significantly higher macro aver-
age F1. Considering that both system approaches
have different strong points, delivering a combined

model will most likely deliver the most optimal re-
sults.

Another conclusion, based on the last experi-
ments is that large language models can help build
relevant datasets for fine-tuning transformer mod-
els on Event Extraction. Even if it is not possible so
far to use LLMs directly for live detection, mainly
due to the hardware requirements of such models
and secondly due to the currently lower quality of
open-sourced models, progress in these two areas
should lead us in the future to directly use these
models, as they show a amazing ability to learn
from few examples. The next step would also be
to complement sentence or passage classification
with extracting the arguments of the events. For
example, instead of just classifying Two passenger
trains collide in Egypt, killing 25 as a "Man made
disaster", generate a structured extraction stating
the specific disaster (collision), the participants
(two passenger trains), the time (unspecified here
but can be inferred from the source of the head-
line), location (Egypt) and the resulting damage
(25 human deaths).
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Abstract 

On July 25, 2021, Tunisian President Kais Saied announced the suspension of parliament and dismissal of Prime Minister 
Hichem Mechichi, a move that sparked intense public debate. This study investigates Tunisian public opinion regarding 
these events by analyzing a corpus of 7,535 Facebook comments collected from the official Tunisian presidency page, 
specifically the post announcing the July 25 measures. A team of three annotators labeled a subset of 5,000 comments, 
categorizing each comment's political stance (supportive, opposing, or neutral), sentiment (positive, negative, or neutral), 
emotions, presence of hate speech, aggressive tone, and racism. The inter-annotator agreement, measured by Cohen's 
kappa, was 0.61, indicating substantial consensus. The analysis reveals that a majority of commenters supported President 
Saied's actions, outnumbering those who opposed or took a neutral stance. Moreover, the overall sentiment expressed in 
the comments was predominantly positive. This study provides valuable insights into the complex landscape of public 
opinion in Tunisia during a crucial moment in the country's ongoing political transformation, highlighting the role of social 
media as a platform for political discourse and engagement. 

Keywords: Sentiment Analysis, Hate Speech, Digital Humanities, Data Annotation 
 

1. Introduction 
Eleven years have passed since Mohammed 
Bouazizi, a Tunisian fruit and vegetable vendor, set 
himself on fire in the town of Sidi Bouzid, Tunisia. This 
incident sparked the Arab Spring, a series of 
revolutions that began in Tunisia and proceeded to 
engulf the Arab World, including Egypt, Libya, Yemen, 
and Syria. In 2011, Tunisia's smooth transition into a 
democracy was considered a success story and a 
beacon of hope for democracy to its Arab neighbors 
who had suffered from political turmoil and civil wars 
after their revolutions. The Jasmine revolution erupted 
as a strike back to the unanswered desperate call to 
change the country's rising unemployment, food 
inflation, corruption, lack of political freedom, and poor 
living conditions. Demonstrations and protests spread 
in every governorate in the country and President Ben 
Ali fled through a private presidential jet to Kingdom 
of Saudi Arabia where he sought political refuge until 
his passing in 2019 in Jeddah. Unfortunately, 
Tunisia's democratic and progressive state ceased to 
exist when President Kais Said won the elections and 
changed the country's direction in a sudden 
unprecedented decision two years after his election. 
On the night of the 25th of July 2021, Said suspended 
all the works of the Tunisian parliament and dismissed 
his head of government, Hichem Mechichi. After living 
in a state of democracy for 10 consecutive years, 
Tunisia had suddenly been catapulted into a different 
political reality. This action was termed as a coup 
against the revolution and the constitution by his 
opposers; however, supporters saw it as correcting 
the revolution. Within one night, Tunisia witnessed a 

clear and sharp division amongst its people between 
those who expressed their support for the 25th of July 
measures and those who opposed them. According 
to Yerkes and Mbarek, "the very fact that people can 
freely and publicly express their criticism of the 
government without fear of harm or retribution is a 
dramatic achievement" (Yerkes & Mbarek, 2021, p.1). 
Therefore, the political polarity that the country 
witnessed literally overnight is what motivated this 
research and prompted the investigation to determine 
the dominant political stance group. This fascinating 
division was evident all-over social media platforms. 
Interestingly, among these platforms, Facebook stood 
out, given that it is the most popular social media 
platform used in the country (Statista, 2021). 

The political landscape in Tunisia underwent a 
fundamental transformation following the revolution. 
After the flight of President Ben Ali, Foued Mebazaa, 
then Speaker of Parliament, assumed the presidential 
role, as detailed by Zayani (2015). Subsequently, 
Prime Minister Mohamed Ghannoushi signaled his 
intent to establish a transitional government. 
However, escalating protests in Al-Kasbah led to his 
resignation. This period marked a pivotal transition 
towards progressive goals, including political reform 
and democratic transition, as envisioned by the 
Committee of Safeguarding the Revolution and the 
Commission for Political Reform. 

Expectations for a reformed Tunisia burgeoned, 
setting the stage for growing disenchantment with 
political entities, particularly in the context of the failed 
promises and objectives of the revolution. The 
emergence of Ennahda, a moderate Islamist party 
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once banned, into power, and its coalition with secular 
parties, Congress for the Republic and the 
Democratic Front for Labor and Liberty, signified a 
significant political shift. However, the assassinations 
of secular opposition members Chokri Beleid and 
Mohamed Brahmi implicated Ennahda, exacerbating 
public discontent and weakening the coalition known 
as the Troika, amid mounting economic and social 
instability. 

These dynamics, coupled with intensified political and 
ideological divisions, underscored the crumbling 
revolutionary objectives, as Zayani (2015) points out 
for over 10 years post-revolution, and led to a 
disillusionment with the traditional political framework, 
as Wolf (2019) observes. The context of perceived 
political failures catalyzed the public's disaffection 
with established political parties, influencing electoral 
outcomes. Mounting dissatisfaction for the political 
and economic status-quo grew gradually in the last 10 
years prior to the 2021, 25th of July measures. 
Despite his lack of conventional political experience 
and affiliations, Kais Saied's ascension to the 
presidency with a significant electoral margin 
highlighted the populace's yearning for change. 
Saied's victory, as Allahoum (2019) notes, was 
notable given his minimal campaign efforts and 
outsider status in the political arena. This trust in 
Saied and his decisive actions can be seen as a direct 
response to the accumulated frustration and 
skepticism towards the conventional political parties 
and their historical legacies in Tunisia. 

Consequently, as this political event is a recent event 
in the country's history, not enough research has been 
published on the topic. Hence, to study this event, a 
corpus that includes 5000-annotated comments 
retrieved from the Tunisian presidency's Facebook 
page through Facepager is created, specifically from 
the Facebook post that announced the 25th of July 
measures. The aim of this research is to document 
and analyze two groups based on their political stance 
toward the measures to determine Tunisians' public 
opinion. Moreover, our study examines the sentiment, 
emotion, and hate speech in the comments and their 
connection to a corresponding political stance. 
Additionally, it analyses and compares word 
frequencies between both groups using the tool 
AntConc. 

2. Related Work  
The current body of literature demonstrates the 
evolving application of digital tools in media and 
communication studies, as evidenced by research 
from Mahmadi et al. (2017) and Saad & Sabrini-Zin 
(2022), which illustrate the application of these tools 
in extracting and analyzing digital content. The 
evolving landscape of news dissemination 
underscores the significant role of digital tools in 
adapting to the changing patterns of news 
consumption. Within this context, the United States 
elections emerge as a focal point, attracting extensive 
coverage and prioritization in news monitoring efforts. 
Mhamdi et al. (2017) illustrated this by employing 
Facepager to gather data from the Facebook pages 

of prominent news channels, namely Fox News, CNN, 
and ABC News. This data was subsequently analyzed 
using the same tool to understand the dynamics of 
digital news dissemination. Additionally, the analytical 
capabilities of digital tools extend beyond news 
analysis, as demonstrated by Saad & Sabrini-Zin 
(2022), who utilized AntConc to examine the lexical 
features of Robert Frost's poem \"Into My Own.\" 
These instances highlight the multifaceted 
applications of digital tools in both news analysis and 
literary studies, reflecting their integral role in 
contemporary research methodologies. The study 
demonstrated that the use of the tool facilitated 
enhanced insights compared to earlier research 
reliant solely on manual analysis. Despite the 
qualitative nature of the study's methodology, a 
descriptive approach was employed to quantitatively 
analyze the data extracted from the text. This 
methodological combination allowed for a more 
nuanced understanding of the textual information, 
showcasing the advantage of integrating digital tools 
in the analytical process. 

To assess public sentiment regarding the July 25 
measures via traditional news media, multiple surveys 
were executed. Shems FM, a local Tunisian News 
Agency, surveyed 1,707 individuals aged 18 and 
above from August 4 to 13. The findings showed 
substantial support: 87.3% of the respondents backed 
the decisions made on that date, 81.6% endorsed the 
suspension of the parliament, and 76.2% agreed with 
the dismissal of Prime Minister Hichem Mechichi. In a 
separate study by L'Economiste Maghrebin, 94.9% of 
participants expressed support for these exceptional 
measures (Marzouk, 2021). Additionally, Sigma 
Conseil conducted a poll reflecting a 72.2% approval 
rate for President Kais Saied and his policies, further 
indicating significant public endorsement of the 
actions taken on and following July 25 (2021). 

Our methodology is informed by Zaghouani and 
Awad's (2016a) work on developing an Arabic 
punctuated corpus, which provides critical insights 
into annotation guidelines. Similarly, the 
comprehensive framework for annotating Arabic 
corpora for machine translation, as elucidated by 
Zaghouani et al. (2016), offers a robust model for our 
annotation processes. Our dataset creation approach 
draws upon Hawwari et al.'s (2016) meticulous 
annotation of Arabic morphological patterns, 
presenting a nuanced understanding of linguistic 
intricacies. Zaghouani et al.'s (2010) work on the 
revised Arabic Propbank further guides our dataset 
structuring, emphasizing the importance of detailed 
proposition annotation in political discourse analysis. 

Bianchi et al. (2023) explore digital communication's 
nuances, shedding light on interactive dynamics 
relevant to our analysis of social media political 
framing. Biswas et al.'s (2023) examination of Twitter 
content for vaccine-related discussions exemplifies 
the potential of social media analytics in extracting 
meaningful insights from online discourse, paralleling 
our sentiment and sarcasm detection efforts as 
discussed by Farha et al. (2021). 
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Moreover, the foundational work by Obeid et al. 
(2016) on Arabic diacritization and the structured 
annotation processes outlined by Zaghouani and 
Awad (2016b) significantly influence our annotation 
guideline development. The creation of a multi-genre 
Arabic corpus by Bouamor et al. (2016) and the 
dataset focusing on political framing in the U.S. 
COVID-19 discourse by Shurafa et al. (2020) provide 
methodological blueprints for our data compilation 
and analysis efforts. 

Our research is further contextualized within the 
broader discourse of social media data analysis. The 
extraction and examination of dialectal Arabic irony 
from Twitter, as conducted by Abbes et al. (2020), and 
the detection of propaganda in Arabic content, as 
explored by Alam et al. (2022), offer pertinent insights 
into the complexities of online political 
communication. The multi-dialect Twitter corpus 
analysis by Zaghouani and Charfi (2018a) enriches 
our understanding of language variety and 
demographic factors in social media interactions. 

In synthesizing these diverse studies, our research 
aims to extend the existing scholarly discourse on 
political framing and annotation within the dynamic 
realm of social media, leveraging the rich corpus of 
Arabic language content and the multifaceted 
methodologies established in the aforementioned 
works. 

3. Methodology 
In this investigation, the Facepager application, 
conceived in 2019 by communication scientists Jakub 
Jünger of the University of Greifswald and Till Kelling 
of Ludwig-Maximilians University, served as the 
primary tool for data acquisition. Specifically, the 
study targeted Facebook comments extracted from a 
post on the official Tunisian presidency's Facebook 
page. This post pertained to the unprecedented 
suspension of parliament, a pivotal event in Tunisian 
political discourse. The official Facebook page of the 
Tunisian presidency, established in 2011 and 
becoming active in content posting since 2012 under 
President Moncef Marzouki, acts as a crucial digital 
platform for presidential communication. Its 
significance has been consistent through the 
administrations of Presidents Moncef Marzouki, Beji 
Caid Essebsi, and the incumbent president, Kais 
Said, marking it as a significant source of official 
presidential communications and public engagement. 
For the data extraction process, a MacBook Air 
running the macOS Big Sur operating system was 
utilized to operate the Facepager software.  

This tool facilitated the efficient extraction of relevant 
comment data, which is typically exported into a .csv 
format suitable for analysis in spreadsheet 
applications like Macintosh's Numbers. However, to 
streamline the analytical workflow and enhance the 
ease of data annotation, the extracted Facebook 
comments were systematically transferred to a 
Google spreadsheet. This transition allowed for a 
more manageable and interactive engagement with 
the data. 

Complementing the data collection process, the study 
incorporated the digital text analysis tool AntConc. 
This software, developed by Dr. Laurence Anthony, a 
professor and software engineer at Waseda 
University, Japan, is instrumental in performing a 
comprehensive analysis of textual data. AntConc's 
sophisticated functionalities support a deep dive into 
the linguistic and thematic elements of the extracted 
comments, facilitating a nuanced exploration of public 
sentiment and discourse patterns. By integrating 
these methodological tools, the research aims to 
meticulously parse the digital public sphere's 
reactions and interactions concerning the significant 
political development of parliament suspension in 
Tunisia, thus enabling a rich and insightful 
examination of the public discourse captured on this 
official digital platform. 

3.1 Linguistic Variations in Tunisian Social 
Media Discourse 

The Tunisian social media landscape is characterized 
by unique linguistic variations, particularly the use of 
"Arabizi" and code-switching between Arabic, French, 
and English. Arabizi refers to the romanization of 
Arabic text, where users employ Latin script to write 
Arabic words and phrases (Bjørnsson, 2010). This 
phenomenon is prevalent in informal online 
communication, especially among younger 
generations. Additionally, code-switching, the 
alternation between multiple languages within a 
single conversation or utterance, is a common 
practice in Tunisian social media discourse (Kebeya, 
2013). These linguistic variations pose challenges for 
sentiment analysis, as they introduce non-standard 
orthography and complicate the identification of 
language-specific features. In our corpus, we 
observed several instances of Arabizi and code-
switching, such as "sbe7 el khir" (good morning) and 
"vive la Tunisie" (long live Tunisia). Future research 
could explore methods to effectively handle these 
linguistic phenomena in sentiment analysis tasks. 

3.2 Data Collection and Sample 
Representativeness 

The Facebook comments analyzed in this study were 
collected on [insert date] from the official Tunisian 
Presidency Facebook page, specifically focusing on 
the post announcing the July 25 measures. A total of 
7,535 comments were retrieved, out of which 5,000 
were randomly selected for annotation. While the 
random sampling method aimed to ensure an 
unbiased representation of the overall comment 
population, it is important to acknowledge that 
Facebook users may not be entirely representative of 
the Tunisian general public. According to the World 
Bank (2021), around 66% of the Tunisian population 
had access to the internet in 2020, suggesting that a 
significant portion of the population may not be active 
on social media platforms. Additionally, the 
demographic composition of Facebook users in 
Tunisia may skew towards younger age groups and 
those with higher digital literacy. Future research 
could benefit from incorporating demographic data of 
the commenters, if available, to assess the 
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representativeness of the sample and potential 
biases in the data. 

3.3 Clarification on Stance and Emotion 
Annotation 

In our study, stance and emotion were annotated 
independently by the human annotators. Stance was 
categorized as either pro-Saied (supporting the July 
25 measures), anti-Saied (opposing the measures), 
or neutral. Emotions, on the other hand, were 
annotated based on the presence of specific 
emotional cues in the comment text, such as joy, trust, 
anger, or fear. The phrase "stance count by 
predominant emotions" in the Results section refers 
to the distribution of stance categories (pro, anti, or 
neutral) within each emotion category. For example, 
among the comments annotated with the "joy" 
emotion, we examined the proportion of pro-Saied, 
anti-Saied, and neutral stances. This analysis aimed 
to uncover potential correlations between specific 
emotions and political stances. However, it is crucial 
to note that emotions were not used as determinants 
of stance; rather, they were treated as separate but 
potentially related dimensions of the public opinion 
landscape. 

3.4 Data Collection 
The data for this study were collected using the 
Facepager tool, specifically targeting comments from 
the official announcement regarding the temporary 
30-day suspension of Tunisia's Assembly of the 
Representatives of the People. As depicted in Figure 
1, this announcement was made on the official 
presidency page, attracting significant interaction, 
evidenced by the retrieval of 7,572 comments. Due to 
time constraints, a subset of 5,000 comments was 
selected for annotation. 

 

Figure1: Presidency Facebook Page 

Moreover, data collection utilized AntConc, a tool that 
necessitates a reference corpus to activate features 
such as "Word List" and "Key Word List." For this 
purpose, a corpus comprising 400 articles from 
Economic Arabic Newspapers (Al-Sluaiti & Atwell, 
2003) was employed. Upon processing this corpus, 
AntConc generated a keyword list highlighting terms 
with unexpectedly high frequency compared to those 
in the reference corpus and identified collocates to 
reveal words frequently associated with the search 
terms, assessing the association's strength. 

Additionally, manual annotation was conducted to 
differentiate between subjective sentiments and 
objective facts, incorporating thematic analysis to 
evaluate emotions and feelings with attention to 
subjectivity and complexity (Monkey Learn, 2022; 
Williams et al., 2019). Hate speech detection adhered 
to the criteria from Hate.org, focusing on malicious 
intentions towards specific groups (Crabb et al., 
2019). Despite the inherent subjectivity in such 
analysis, the pre-trained annotators achieved a kappa 
score of 0.61, signifying substantial inter-annotator 
agreement. This was based on a blind sample of 200 
comments, indicating a high consensus among the 
annotators in determining sentiment and emotion. 

4. Results 
The findings from this study provide a nuanced 
understanding of public sentiment, emotions, and 
stances expressed in the Tunisian political discourse, 
particularly following the July 25 measures. 

4.1 Sentiment Analysis 
This section illustrates a quantification of sentiments 
extracted from the Facebook comments. According to 
Google sheets findings, the sentiment results in 
Figure 2 show a higher value in "Very Positive" by 
2,711 comments and "Positive" by 1,180 comments. 
On the other hand, the "Very Negative" sentiment is 
expressed in 307 comments, and the "Negative" 
sentiment in 112 comments, which are significantly 
less in comparison. The sentiment analysis reveals a 
predominantly positive public opinion towards the July 
25 measures, with the combined "Very Positive" and 
"Positive" sentiments accounting for a substantial 
majority of the analyzed comments. This finding 
suggests a broad base of support for President 
Saied's actions among the Facebook users who 
engaged with the official presidency page. 

4.2 Emotions and Feelings Analysis 
The analysis of feelings and emotions, as shown in 
Figure 3, reveals that "Trust" and "Joy" are the 
predominant emotions, reflecting a generally 
favorable public sentiment towards the political 
developments. The value of "Trust" is expressed in 
2,883 comments, whereas "Joy" is present in 832 
comments. "Neutral" emotions are found in 597 
comments, and "Anger" is detected in only 353 
comments. The prevalence of "Trust" and "Joy" in the 
analyzed comments underscores the public's 
confidence in and enthusiasm for the measures taken 
by President Saied. These positive emotions align 
with the overall supportive stance towards the July 25 
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events, as evidenced by the sentiment analysis 
results. 

Figure 2: Count of Sentiments 

 Figure 3: Count of Feelings and Emotions 

 

4.3 Stance Analysis 
 

The predominant emotions are reflected in the stance 
count, as shown in Figure 4, where a significant 
majority of comments supported the July 25 
measures, with neutral and opposing stances being 
less prevalent.  

The count of stance indicates that most comments, 
78.6% (3,922 comments), prove to be "pro" the 25th 
of July measures. Moreover, the "Neutral" stance, at 
12.9% (646 comments), is more common than the 
"Against" stance, which accounts for only 8.4% (422 
comments). 

 The stance analysis confirms the overwhelming 
public support for President Saied's actions, with the 
"pro" stance dominating the discourse on the official 
presidency Facebook page.  

The relatively low proportion of "Against" comments 
suggests that the opposition to the measures was 
limited, at least within the scope of this study's 
dataset. 

 

 

 

 

 

 

 

 

 

   Figure 4: Count of Stance 

 

4.4 Hate Speech, Aggressive Tone, and 
Racism Analysis 

Despite the overall supportive sentiment, annotators 
assessed the presence of hate speech, aggressive 
tone, and racism in each comment, assigning a binary 
value of 'yes' or 'no'. Figure 5 shows the analysis, 
which revealed that a significant majority, 83.2% 
(4,076 comments), did not exhibit these negative 
tones, while only 16.6% (924 comments) did.  

Notably, among the comments identified with hate 
speech, aggressive tone, or racism, the majority were 
supportive ('Pro') in stance, totaling 835 comments. 
Conversely, 79 comments were opposed ('Against'), 
and a mere 10 comments were categorized as 
'Neutral'. This distribution underscores the 
predominance of such negative tones in supportive 
comments within the dataset. 

Figure 5: Count of Hate Speech, Aggressive Tone, 
and Racism 

The analysis of hate speech, aggressive tone, and 
racism provides a more nuanced perspective on the 
public discourse surrounding the July 25 measures. 
While the overall sentiment was largely positive and 
supportive, the presence of these negative elements, 
particularly within the "pro" stance comments, 
highlights the potential for polarization and the 
expression of extreme views, even among supporters 
of President Saied's actions. 

26



4.5 AntConc Analysis 
The complexity of the public discourse is further 
explored in AntConc's word list analysis. By 
examining the corpus using AntConc, the findings 
show that the word "Tunis تونس" occurred 1,836 times, 
"people   "1,234الشعب  times, "President   "1,106الرئیس  
times, and "with you   "826معاك  times. However, in the 
keyword list, it is noticeable that the word "Coup D'etat 
 only occurred 284 times, and the word "army "انقلاب

191الجیش"   times. 

To observe the differences in words associated with 
President Kais Saied and the most popular Islamic 
political party in the country, the researcher input 
common words from the corpus, such as "سعید" 
("Said," the last name of President Kais Saied), 
"Ennahdha النھضة," and "Brotherhood خوانجیة." The 
collocates linked to President Saied convey positive 
sentiments with phrases like "elevate you یرفعك," 
"protect him یحفظو," and "we support نساند," indicating 
support. Conversely, collocates related to the 
Ennahdha party "النھضة" and the Brotherhood "خوانجیة" 
are negative, showing aggression and hate speech 
with terms like "they destroy it یھلكوھا," "they kill us 
 Negative words such ".یعتقلوھم and "arrest them ",یقتلونا
as "terrorists  إرھابیین," "they stole it سرقوه," and "they 
destroyed it دمروه" are also associated with these 
groups, highlighting a stark contrast in sentiment. 

4.6 Keyword and Collocates Analysis 
The results of the keyword list analysis, presented in 
Table 1, display an interesting set of key terms that 
were predominant in the corpus. Keywords that 
apparently favor Saied and his decisions rank highest 
in keyness and frequency, while the word "Coup" has 
the lowest value. 

Furthermore, the collocates match the percentage of 
stance and carry positive sentiments, emotions of joy, 
and evident support towards President Kais Saied, as 
expected. On the other hand, the term "Coup" seems 
to carry a majority of collocates that have neutral 
stances or sentiments, with the remaining collocates 
expressing positive sentiments that indicate a 
supportive stance towards President Saied. 

4.7 Corpus and Annotation Challenges 
Finally, in contextualizing the corpus size and 
annotation challenges, it should be noted that the 
corpus comprises 7,535 Facebook comments, of 
which 5,000 were annotated across five dimensions: 
comment text, sentiment, stance, emotions, and hate 
speech. The annotations were organized in two Excel 
tabs, providing a detailed view of the average pairwise 
annotation agreements between the three annotators 
for sentiment and emotion categories. A recurrent 
issue in the annotation process was the determination 
of sentiment and emotion intensity levels. 

Divergences in annotation were particularly notable in 
the assessment of sentiments and emotions. 
Annotators often disagreed on whether a comment 
should be classified as negative or very negative and 
in distinguishing between emotions like trust and joy. 
These discrepancies were largely due to differences 

in how annotators perceived the commenter's 
intentions and emotional responses to President 
Saied's actions. For example, the comment "#  لا
 No to Coup" was deemed negative by one للانقلاب
researcher, who argued that the comment lacked the 
linguistic intensity to be categorized as very negative. 
Conversely, a second annotator interpreted the same 
comment as very negative, illustrating the subjective 
nature of interpreting sentiment and emotion in textual 
analysis. 

Rank Freq Keyness Effect Keyword 

1 2652 + 
 (and) و 0.069 4592.17

2 1836 + 
 (Tunis) تونس 0.0485 4275.02

3 1234 + 
 (The people) الشعب 0.0328 2856.08

 The) الرئیس 0.0294 2143.7 + 1106 4
president) 

5 826 + 
 (With you) معاك 0.0221 1949.72

6 814 + 
 ('O) یا 0.0218 1906.63

7 699 + 
 (Long live) تحیا 0.0187 1649.11

8 606 + 
 (Thank you) شكرا 0.0163 1429.17

9 611 + 
 (Kais) قیس 0.0164 1415.56

10 469 + 
 (My God) ربي 0.0126 1105.47

11 629 + 
 (Allah) الله 0.0169 1046.08

 (.Mr) سیدي  0.0112 977.98 + 415 12

 (His excellency) سیادة 0.0088 765.61 + 325 13

 (Said) سعید 0.0144 746.46 + 536 14

 (Coup D'etat) انقلاب 0.0077 668.92 + 284 15

Table 1: Keywords List 

5. Discussion  
The findings from this study offer valuable insights 
into the complex landscape of public opinion and 
sentiment in the aftermath of the July 25 measures 
taken by President Kais Saied in Tunisia. The 
analysis of Facebook comments from the official 
Tunisian presidency page reveals a multifaceted 
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discourse, with a predominant sentiment of support 
for the president's actions. 

5.1 Sentiment Analysis 
The sentiment analysis results clearly demonstrate 
that the majority of Tunisians who commented on the 
July 25 measures, specifically the suspension of 
parliament ordered by President Kais Saied, were in 
support of his decision. The stance analysis shows 
that the pro-decision group constitutes the majority, 
while those against the measures form a minority, 
even smaller than the neutral group. This finding 
provides readers with a clear understanding that the 
opposition to the measures was limited within the 
analyzed dataset. Furthermore, the sentiment 
analysis reveals a dominant score in the "Very 
Positive" category, followed by "Positive" and 
"Neutral," with "Negative" and "Very Negative" 
sentiments scoring significantly lower. This 
observation leads to the conclusion that the general 
sentiment surrounding the July 25 measures is highly 
positive, with those expressing negative sentiments 
being considered a minority. 

5.2 Emotions and Feelings Analysis 
The emotions and feelings analysis aligns with the 
sentiment findings, indicating that many Tunisians 
placed high trust in Saied's decision, as evidenced by 
the large number of comments scoring in the "Trust" 
value. The prominence of the "Joy" value also 
suggests that a significant portion of Tunisians were 
genuinely happy about these sudden decisions, 
which may explain the large crowds that took to the 
streets in the middle of the night to celebrate. 
Conversely, the values of "Anger" and "Fear" are far 
less prevalent in the analyzed comments, implying 
that individuals harboring these feelings were fewer in 
number. These latter values would primarily be 
associated with those who opposed the decision, 
further reinforcing the correlation between the 
emotions count and the stance count results. 

5.3 Hate Speech, Aggressive Tone, and 
Racism Analysis 

The analysis of hate speech, aggressive tone, and 
racism yields an intriguing finding. While the overall 
incidence of these negative expressions is lower, it is 
noteworthy that they are more frequent in comments 
from the pro-decision faction. Despite the corpus 
showing minimal hate speech or racism, with most 
comments expressing joy and trust towards the 
president's decisions, the pro-decision group, despite 
being the majority, displayed more hate speech than 
those against the measures. This observation 
suggests that alongside the positive feelings, the pro-
decision group also harbored resentment towards 
other political entities. 

5.4 AntConc Analysis 
The AntConc findings further corroborate the 
sentiment and stance results, with the lexical analysis 
revealing a predominance of words conveying 
positive support for the president and the nation. The 
frequent occurrence of terms such as "Tunis," 
"President," "Saied," and "People" underscores this 

sentiment. The analysis of collocates introduces a 
nuanced dichotomy reflective of Tunisia's past and 
present political landscape. Collocates associated 
with the term "Saied" carry positive connotations, 
indicating broad support and approval of President 
Saied's measures. 

In contrast, the analysis of "Ennahdha" and 
"Brotherhood" reveals a marked hostility towards 
these entities. The term "خوانجیة" (Brotherhood), often 
used derogatorily in Tunisian political discourse, 
frequently appears in collocates with negative 
sentiment. This term is unfavorably associated with 
the Ennahdha party and its affiliates, who typically 
reject this nomenclature. The name "Ennahdha" 
 representing the country's most prominent ,(نھضة)
Islamic political party, is widely recognized and used 
in a non-derogatory manner by the general 
population. The linguistic evidence suggests a 
pervasive disdain for this party, extending beyond the 
events of July 25 and reflecting longstanding political 
tensions. Ennahdha's significant role in Tunisia's 
political arena, coupled with its visibility and cohesive 
group identity, has evidently fueled the negative 
sentiment captured in the study's corpus. This trend 
of animosity, primarily directed at Ennahdha and its 
representatives, indicates a polarized political 
sentiment within the Tunisian populace. 

5.5 Keyword and Collocates Analysis 
The exploration of keywords and collocates reinforces 
the narrative of widespread support for President 
Saied and the measures taken on July 25. Keywords 
such as "president" (الرئیس), "his excellency" (سیادة), 
"the people" (الشعب), and "Tunis" highlight a positive 
sentiment towards the July 25 measures, focusing on 
support for Tunisia and President Saied. Positive 
collocates associated with "The President" suggest 
widespread approval. Conversely, the term "Coup," 
used by the opposition, ranks low in the keyword list, 
indicating that those against the measures are a 
minority. While some collocates of "Coup" show 
negative sentiment, others are neutral to positive, 
suggesting varied perceptions even among 
supporters, who use the term either critically or in 
support. 

5.6 Implications and Future Directions 
The findings of this study have significant implications 
for understanding the complex dynamics of public 
opinion in the context of Tunisia's ongoing political 
transformation. The overwhelming support for 
President Saied's measures, as expressed in the 
analyzed Facebook comments, suggests a strong 
public mandate for his actions and a desire for change 
in the country's political landscape. However, the 
presence of hate speech and aggressive tone, 
particularly among the pro-decision group, highlights 
the potential for polarization and the need for fostering 
a more inclusive and respectful public discourse. 

Future research could explore the evolution of public 
sentiment over time, as the political situation in 
Tunisia continues to unfold. Longitudinal studies 
could provide valuable insights into how opinions and 
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emotions shift in response to specific events and 
policy decisions. Additionally, the incorporation of 
demographic data, if available, could help identify any 
differences in sentiment and stance across various 
segments of the Tunisian population. 

Moreover, the linguistic analysis could be expanded 
to include a more comprehensive examination of the 
Tunisian dialect and its unique features, such as the 
use of Arabizi and code-switching. This would enable 
a more nuanced understanding of the language used 
in online political discourse and its potential impact on 
sentiment analysis and opinion mining. 

6. Limitations  
This study faced two primary limitations: temporal 
constraints and corpus size. The restricted timeframe 
necessitated limiting the sample to 5,000 annotated 
Facebook comments, constraining the breadth of 
analysis and precluding broad generalizations. 
Consequently, this research should be regarded as 
an initial, exploratory, small-scale study. Despite 
these limitations, the pilot nature of this work lays the 
groundwork for future, more expansive research 
endeavors. Importantly, the manual annotation 
performed in this study serves as a valuable precursor 
to the development of machine learning tools and 
algorithms tailored for detecting sentiment polarity 
and stance within Tunisian dialect corpora, thereby 
enhancing the methodological approach to analyzing 
this linguistic context. Moreover, due to the limitation 
of time and corpus size, the researcher's annotated 
notes only included 35 comments that were written in 
'Arabizi', the Arabic chat alphabet, of the Tunisian 
dialect. Evidently, the number of comments was 
ostensibly small and therefore the researchers we not 
able to include it in the linguistic part of the data 
analysis. However, the 'Arabizi' comments were 
included in the stance and emotion data collection 
and analysis. 

7. Conclusion 
The research indicated a prevalent support among 
Tunisian Facebook users for the July 25 measures, 
with "Trust" and "Joy" being the predominant 
emotions expressed. Opposition to these measures 
was comparatively minor, with neutral stances more 
common than outright negative ones. Notably, the 
"pro" faction, while largely supportive, exhibited a 
greater tendency towards hate speech and 
aggressive tones, though these instances were 
relatively few. The prevailing sentiment among the 
comments was "Very Positive," reflecting a broad 
endorsement of the actions taken. 

Linguistic analysis, including word lists and 
collocates, pointed to significant backing for President 
Saied, alongside notable criticism of the "Ennahdha" 
party, underscoring a clear political divide. This study 
highlights the necessity for more nuanced inquiries 
into the shifting sentiments of Tunisians regarding 
President Saied's policies, particularly through the 
lens of symbolic and emotive elements like emojis. 
The July 25 measures emerge as a crucial juncture in 

Tunisia's political and democratic trajectory, meriting 
deeper examination of the public's reaction and its 
implications for the country's future. 

The findings of this study contribute to the growing 
body of research on public opinion and sentiment 
analysis in the context of political events, particularly 
in the Middle East and North Africa region. The 
study's focus on Tunisia's July 25 measures provides 
valuable insights into the complex dynamics of public 
discourse and the role of social media in shaping 
political narratives. The prevalence of support for 
President Saied's actions, as evidenced by the 
analyzed Facebook comments, underscores the 
importance of understanding public sentiment in 
times of political upheaval. 

However, the study also reveals the potential for 
polarization and the presence of hate speech and 
aggressive tones, even among supporters of the 
measures. This finding highlights the need for further 
research into the factors contributing to the spread of 
such negative sentiments and the development of 
strategies to promote a more inclusive and respectful 
public discourse. 

8. Data Availability Statement 
The annotated dataset can be obtained by contacting 
the authors to facilitate future research and 
reproducibility. The users of the dataset must adhere 
to the terms and conditions outlined in the repository. 
To request the dataset for research purposes, please 
fill the following form:  

https://forms.gle/S9fZtYjAyLAqFsH19 

The dataset is released under the Creative Commons 
Attribution 4.0 International (CC BY 4.0) license, 
allowing for its free use, distribution, and adaptation, 
provided the original work is properly credited. 

The data are not publicly available due to the sensitive 
nature of the comments and the potential for misuse 
or misinterpretation outside the context of this 
research. Access to the data will be granted to 
researchers. Requestors will be required to sign a 
data sharing agreement that specifies the conditions 
under which the data can be used, including 
measures to protect the privacy and confidentiality of 
the individuals whose comments are included in the 
dataset. The annotated dataset will be made available 
in a de-identified format, with any personally 
identifiable information removed to ensure the 
anonymity of the commenters.  

Researchers interested in replicating or building upon 
the findings of this study are encouraged to contact 
the authors to discuss data access and collaboration 
opportunities. 

9. Ethical Statement 
This study was conducted in accordance with the 
ethical guidelines and regulations set forth by Hamad 
Bin Khalifa University. The study involved the analysis 
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of publicly available data from the official Facebook 
page of the Tunisian presidency.  

As such, the research did not involve any direct 
interaction with human subjects and did not require 
informed consent from the individuals whose 
comments were included in the dataset. However, the 
researchers recognize the potential for harm and the 
need to protect the privacy and confidentiality of the 
commenters, even in the context of publicly available 
data. 

• To mitigate potential risks and ensure the ethical 
conduct of the research, the following measures 
were taken: 

• The data were collected and analyzed in an 
anonymous and de-identified format, with any 
personally identifiable information removed from 
the dataset. 

• The researchers have taken steps to secure the 
data and prevent unauthorized access, including 
storing the data on encrypted drives and limiting 
access to authorized personnel only. 

• The findings of the study are reported in 
aggregate form, without singling out or identifying 
any individual commenters. 

• The researchers have strived to present the 
findings in a balanced and objective manner, 
avoiding any stigmatization or stereotyping of 
individuals or groups based on their opinions or 
political affiliations. 

• The researchers are committed to the ethical and 
responsible conduct of research and have taken 
these measures to ensure that the study complies 
with the highest standards of academic integrity 
and human subjects protection. Any concerns or 
questions about the ethical aspects of this study 
should be directed to the authors. 
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Abstract
In this paper, a new dataset for Stance Classification based on assembly minutes is introduced. We develop it
by using publicity available minutes taken from diverse Japanese local governments including prefectural, city, and
town assemblies. In order to make the task to predict a stance from content of a politician’s utterance without explicit
stance expressions, predefined words that directly convey the speaker’s stance in the utterance are replaced by a
special token. Those masked words are also used to assign a golden label, either agreement or disagreement, to
the utterance. Finally, we constructed total 15,018 instances automatically from 47 Japanese local governments.
The dataset is used in the shared Stance Classification task evaluated in the NTCIR-17 QA-Lab-PoliInfo-4, and is
now publicity available. Since the construction method of the dataset is automatic, we can still apply it to obtain more
instances from the other Japanese local governments.

Keywords: Stance Classification, Assembly Minutes, Automatic Data Construction

1. Introduction

In the recent development of electronic society,
many public documents have been released in
a digital format. Among them, assembly min-
utes are one of the most important documents
for our society, since they contain many crucial
congress decisions that impact on our daily life.
Nevertheless, assembly minutes in themselves re-
leased by a various scale of governments (i.e.,
diet, congress, prefectural assembly, city and town
councils) are undoubtedly difficult-to-read docu-
ments for human. Therefore, development of sys-
tems to exploit such documents for human with the
help of NLP technology can be addressed as an
urget issue.

An automatic analysis of text contents is a fam-
ily of research problems including sentiment anal-
ysis (opinion mining), emotion recognition, argu-
ment mining (reason identification), sarcasm/irony
detection, veracity and rumour detection, and fake
new detection. Stance Classification is a recent
member of them. The most common definition of
Stance Classification is a task that identifies the

standpoint of the producer of a piece of text to-
wards a given target (Küçük and Can, 2020). We
follow that definition in this paper.

The dataset on Stance Classification devel-
oped so far is mostly on online debate posts
written in English. Indeed, the first competition
on Stance Classification was carried out on mi-
croblog posts in English for a small number of
pre-defined targets (Mohammad et al., 2016). An-
other common text type used for Stance Classifica-
tion datasets is news texts (Ferreira and Vlachos,
2016). Recently, Barriere et al. (2022a), and
their subsequent works (Barriere et al., 2022b;
Barriere and Balahur, 2023), presented a new
dataset of online debates. However, Stance Clas-
sification on assemblies had not been investigated
for a long time since an earlier work in 2006
(Thomas et al., 2006). We believe that Stance
Classification is indispensable for the analysis of
assembly minutes since knowing the standpoint of
each politician is one of the most basic functions
to understand the debate conducted in them.

Based on the above, in 2020, an Stance Clas-
sification competition on Japanese assembly min-
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utes was carried out as a subtask of the NTCIR-
15 QA-Lab-PoliInfo-2 (Kimura et al., 2020). The
target text of the task was the assembly minutes
of the Tokyo Metropolitan Assembly as a whole.
A system participating in the task was given the
minutes, a list of topics (agendas) discussed in
it, a list of politicians participated in the discus-
sion, and a political denomination list and was re-
quested to classify each denomination’s stance
into two categories (agreement or disagreement)
for each agenda. Through the evaluation, the task
organizers and the participants of the task found
that members of an assembly tend to state their
stance on a given topic explicitly at the beginning
of their speech. All participant’s systems success-
fully exploited that surface text and achieved rela-
tively good performance on the task.

Taking a lesson from the last Stance Classi-
fication task in the NTCIR-15 QA-Lab-PoliInfo-2,
we designed a new Stance Classification task to
identify the politician’s stance from the content of
their utterance without any explicit stance expres-
sion. Figure 1 illustrates our new Stance Classi-
fication task briefly. Since the original utterance
includes an explicit stance expression ‘反対’ (dis-
agreement), it is rather straightforward to classify
it into disagreement. Therefore, we replace such
explicit expressions with a special token as shown
in the masked utterance in the middle of the figure.
Even without the expression ‘反対’ (disagreement),
we can deduce its stance of opposition from the
underlined part.

In this paper, we report our effort of develop-
ing the new dataset of Stance Classification on
Japanese local assembly minutes. We devel-
oped an automatic method of data construction
and finally collected 4,324 and 10,694 instances
for the dry run and the formal run evaluations of
the PoliInfo-2 Stance Classification task, respec-
tively, from total 47 Japanese local governments
of various city and town assemblies.

The rest of the paper is organized as follows.
In Section 2, we summarize the related work on
Stance Classification and the previous shared task
evaluated in the NTCIR-15 QA-Lab-PoliInfo-2. In
Section 3, the task design of our Stance Classifi-
cation task is explained. In Section 4, the detailed
methods of developing our dataset are described.
In Section 5, the evaluation results on the shared
task, NTCIR-17 QA-Lab-PoliInfo-4, are presented.
Finally, in Section 6, the outcome of our work is
summarized.

2. Related Work

2.1. Stance Detection
Stance Classification (also known as Stance
Detection) is a task that identifies the stand-
point of the producer of a piece of text to-
wards a given target (Küçük and Can, 2020). The
earliest competition on the task is SemEval-
2016 shared task on Twitter stance detec-
tion (Mohammad et al., 2016). After that, var-
ious datasets have been created mainly on
social media(Xu et al., 2016; Taulé et al., 2017;
Glandt et al., 2021). Until the previous NTCIR-
15 QA-Lab-PoliInfo-2 Stance Classification task
evaluated in 2020 (Kimura et al., 2020), stance
classification on assemblies had not been investi-
gated for a long time since an earlier work in 2006
(Thomas et al., 2006).

2.2. NTCIR-15 QA-Lab-PoliInfo-2
The NTCIR-15 QA-Lab-PoliInfo-2 Stance Classi-
fication task aims at estimating politician ’s po-
sition from politician ’s utterances (Kimura et al.,
2020). A system participating in the task estimates
the stances of political parties from the utterances
of the members of the Tokyo Metropolitan Assem-
bly. Given the Tokyo Metropolitan Assembly, top-
ics (agenda), member ’s list and political denom-
ination list, the systems classify their stance into
two categories (agreement or disagreement) for
each agenda. Five teams were participated in the
formal run evaluation. All of them exploited the ex-
plicit stance expression appeared at the beginning
of the politician’s speeches to achieve their good
performances.

3. Task Design

Since we constructed a dataset used for the
Stance Classification-2 task evaluated at the
shared task, the NTCIR-15 QA-Lab-Poliinfo-4, we
will firstly describe our task design of the Stance
Classification-2 task.

The Stance Classification task aims at estimat-
ing politician’s position from her/his utterances.
Taking a lesson from the last Stance Classification
task evaluated at the NTCIR-15 QA-Lab-Poliinfo-2,
we revisit it by taking into account the following two
aspects. Firstly, we redesign the classification task
itself. In the last task, the information source of the
classification was assembly minutes as a whole.
The task organizers found that members of an as-
sembly tend to state their stance on a given topic
explicitly at the beginning of their speech. While
most of the participants successfully exploited that
to achieve good performance, the use of such su-
perficial expression does not well matched with our
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gian dai nijū-gō, kōki kōreisha iryō tokubetsu kaikei yosan ni hantai no tachiba kara tōron shimasu. 

hokenryō ga teishotoku-sha ni kakoku na hikiage to naru karadesu.

‘I will debate Agenda Item No. 20, the special account budget for the latter-stage elderly healthcare, 

from a standpoint of disagreement. This is because the insurance premium increase will be burdensome 

for low-income earners. [...]’

‘I will debate Agenda Item No. 20, the special account budget for the latter-stage elderly healthcare, 

from a standpoint of [STANCE]. This is because the insurance premium increase will be burdensome 

for low-income earners. [...]’

Original
Utterance

Masked
Utterance

Masking explicit stance expressions

Agreement  or  Disagreement ?

Identifying the stance from the masked utterance

Figure 1: Workflow of the stance classification-2 task

purpose, i.e., estimating politician’s position from
the contents of her/his utterance. Therefore, in the
new Stance Classification-2 task, we focus on a
classification of members’ opinion about a given
topic without any explicit statement on their stance.
Secondly, we extend the target minutes to sev-
eral local governments in Japan other than Tokyo
Metropolitan Assembly.

In order to ensure that given utterance does not
include explicit expressions about neither agree-
ment nor disagreement, we adopt a simple ma-
nipulation on it. We found that only few Japanese
words play a critical role of expressing stance of
speakers and that those words can be used ex-
changeabely without losing grammatical correct-
ness. Therefore, we found a simple replace-
ment of such words with a pre-defined mask to-
ken serves our purpose. We chose two Japanese
words, ‘賛成’ (agreement) and ‘反対’ (disagree-
ment), for such words. Note that those words can
be used as verbs by postfixing a Japanese func-
tion word ‘する’ as seen in ‘賛成する’ (agree) and
‘反対する’ (disagree), so the replacement method
also works for such cases.

The category label often used in conventional
Stance Classification task is either Favor, Against,
or Neither (Mohammad et al., 2016). On the other
hand, that used in our Stance Classification-2 task
is either Agree or Disagree. That is because, in a
political assembly, politicians must have a unam-
biguous decision on a given topic since they finally
take a vote on it.

In summary, the Stance Classification-2 task is

Table 1: Selected Local Assemblies
prefecture #city #town
Aichi 9 5
Hokkaido 4 1
Saitama 18 9
Fukuoka 1 0
TOTAL 32 15

defined as follows: Given a masked utterance of a
politician associated with a topic (agenda), partici-
pant’s systems are requested to classify it into two
categories (agreement or disagreement).

4. Data Construction

4.1. Selection of local governments
Japan has diverse local governments, each of
which has its own assembly, e.g. prefectural as-
sembly, city council, and town council. We found
that their styles of discussion are divided into two
groups. One of them is that a topic is discussed
separately, on each of which representative politi-
cians express their own opinions. The other is that
multiple topics are discussed at the same time so
a representative politician express her/his opinions
on them continuously. We focused on the former
group since it was easier to extract a politician’s
utterance associated with a specific topic than the
latter. Finally, we selected 47 local assemblies
from Aichi, Hokkaido, Saitama, and Fukuoka pre-
fectures. Table 1 shows the details.

35



4.2. Extraction and Labeling of
Politician’s Utterances

We extracted politician’s utterances on the last day
of a series of a regular meeting, in which they take
a vote on a given topic so they should have decided
their position clearly. Since each utterance of an
assembly minutes is associated with a speaker
label and a chairperson presides at the order of
discussed topics and speakers, consecutive utter-
ances spoken by a specific politician and directed
to a specific topic are unambiguously extracted.

In order to ensure that the utterances have no
explicit expression about speaker’s stance, some
selected tokens are replaced with a special token
[STANCE]. We chose ‘賛成’ (agreement) and ‘反
対’ (disagreement) for such selected tokens. At
the same time, we utilize those tokens to assign
a golden label to the utterance by using the follow-
ing heuristic rules.

1. If the selected tokens that appear in an ut-
terance are all the same, namely either all
agreement or all disagreement, then assign
the golden label accordingly.

2. Otherwise, if the utterance includes some for-
mulaic expression that clearly express the
speaker’s stance, then assign the golden la-
bel accordingly. The regular expression pat-
tern used for the formulaic expressions are:

(賛成|反対)((の|をする) 立場 (で|か
ら))?(討論を)?(させていただき|いたし|申
し上げ|し)ます。
(I will argue from a position of
(support|opposition).)

3. Otherwise, discard the utterance from the
dataset.

Through our preliminary experiments, we found
that method seldomly assigned incorrect labels.

4.3. Dataset Details
We distributed two separate CSV files for train-
ing and test data, whose data fields are shown
in Table 2. In the test data, ‘stance’ field is left
blank and participant’s systems are requested to
fill it with either ‘agreement’ or ‘disagreement’. For
the dry run, we released 3,898 and 426 instances
for training and test data, respectively, which were
constructed from 19 local governments in Aichi
and Hokkaido prefectures. For the training data
of the formal run, we released 8,534 instances
constructed from 26 local governments of Saitama
prefecture. For the test data of the formal run, we
released 2,160 instances from 27 (same 26 and

Table 2: Data fields of the stance classification 2
task

Field name Explanation
id Question ID (Japanese local

government ID and serial num-
ber)

prefecture Name of the prefecture
assembly Name of the local government
meeting Name and serial number of the

regular meeting
date Date of the meeting
speaker Speaker name of the utterance
utterance An utterance by an politician

whose explicit tokens are re-
placed with [STANCE]

target topic of the utterance
stance ‘Agreement’ or ‘Disagreement’

one more) local governments of Saitama prefec-
ture and 80 instances from (hidden) one local gov-
ernment of Fukuoka prefecture.

In addition to the regular training data above, we
also released their unmasked version, in which the
texts in the ‘utterance’ field are not masked, i.e.,
the selected explicit tokens are not replaced with
[STANCE] but are left unchanged, hoping partici-
pants may use it for their system development.

Table 3: Statistics of data
Training Data Test Data

Dry Run 3,898 426
Formal Run 8,534 2,160

5. Evaluation

5.1. NTCIR-17 QA-Lab-PoliInfo-4

Table 4: Summary of participants’ methods and
results

Team Pre-Trained Model Accuracy
KIS LUKE 0.9728

ISLab GPT-3 0.9326
AKBL RoBERTa 0.9308

The dry run evaluation took place from March
6th to July 3rd in 2023. The formal run evalu-
ation took place from July 4th to 15th in 2023.
During those days, task participants were allowed
to submit their classification results to our leader
board system. In the end of the formal run, we
had three active task participant teams. All of
them employed pre-trained language models for
the basis of their classifiers. Their pre-trained lan-
guage models and evaluation results are summa-
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rized in Table 4. The detail of the task is found in
(Ogawa et al., 2023).

6. Conclusion

This paper described about a new dataset for
Stance Classification based on assembly minutes.
It was developed by using publicity available min-
utes taken from diverse Japanese local govern-
ments including city and town assemblies from
several prefectures. For each politician’s utter-
ance in the dataset, the words of expressing ei-
ther agreement or disagreement were masked by
a special token, in order to make the task to predict
a stance from content of a politician’s utterance.
Those masked words were also used to assign a
golden label.

Finally, we constructed total 15,018 instances
automatically from 47 Japanese local govern-
ments selected from four prefectures. Using the
dataset, the shared task of Stance Classification
was evaluated in the NTCIR-17 QA-Lab-PoliInfo-
4. The dataset is now publicity available1.

Since the construction method of the dataset is
automatic, we will apply it to obtain more instances
from the other Japanese local governments in our
future work.
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Abstract
While persuasion has been extensively examined in the context of politicians’ speeches, there exists a notable gap in
the understanding of the pathos role in user-generated argumentation. This paper presents an exploratory study into
the pathos dimension of user-generated arguments and formulates ideas on how pathos could be incorporated in
argument mining. Using existing sentiment and emotion detection tools, this research aims to obtain insights into
the role of emotion in argumentative public discussion on controversial topics, explores the connection between
sentiment and stance, and detects frequent emotion-related words for a given topic.

Keywords: argument mining, sentiment analysis, emotion detection, social media, political discourse

1. Pathos in Political Argument
Mining

An essential aspect of political activity is persua-
sive communication (Windisch, 2008). According
to Wolton (1989), political communication is a plat-
form where politicians, journalists, and the public
(through opinion polls) openly express their views
on politics. Windisch (2008) rightly argues that
public opinion today is expressed through a variety
of communication channels available. This trend
has led to the development of both automated and
non-automated methods for public opinion collec-
tion and analysis. With the advances in big data,
tools such as sentiment analysis, opinion and argu-
ment mining have been developed to understand
and predict public attitudes towards various entities,
from products or films to governmental initiatives
and salient social problems.

Persuasive communication in politics implies
effective argumentation, achieved within logos,
pathos, and ethos dimensions (Cardoso et al.,
2023). The logos dimension is associated with
the logical structure of arguments, the pathos di-
mension is related to appeals to emotion, and ethos
is concerned with credibility and appeals to author-
ity (Cardoso et al., 2023; Habernal and Gurevych,
2017).

In natural language processing, it is the field
of argument mining that aims to automatically ex-
tract, analyse and understand arguments from nat-
ural language text. Within argument mining, re-
searchers have been developing methods to clas-
sify argumentative and non-argumentative spans
of text, detect topics, aspects, stances, and other
argument components, and generate high-quality
arguments (Cabrio and Villata, 2018). While their
work has predominantly focused on the logos di-

mension, with a particular success for argumenta-
tive essays and other well-structured text, analysing
the pathos dimension has not been as thorough
despite the fact that it plays an important role in
the social media argumentative discourse, espe-
cially political discussions. Such discussions often
include emotional and metaphoric language that
cannot be properly analysed within the logos dimen-
sion (Habernal and Gurevych, 2017). Moreover,
attempts to analyse these arguments are associ-
ated with challenges related to overlaps of senti-
ment analysis and argument mining (Cabrio and
Villata, 2018), and low inter-annotator agreement
for emotional components of arguments (Habernal
and Gurevych, 2017).

To the best of our knowledge, the exploration of
the pathos dimension of argumentation, including
the appeal to emotion, have been primarily dealt
with within fallacy detection (Goffredo et al., 2023;
Vijayaraghavan and Vosoughi, 2022; Sahai et al.,
2021). In argumentation, logical reasoning is con-
sidered to be more legitimate than emotional lan-
guage (Duckett, 2020). However, an appeal to emo-
tion does not necessarily mean fallacious argumen-
tation (Walton, 2005; Duckett, 2020), and its usage
could be justified when it comes to value-contested
debates such as assisted dying, abortion, war, in-
dependence (Duckett, 2020).

In Walton (1992), we read that certain types of
emotional appeals “are very powerful as arguments
in themselves”, though there is always a chance
they could be fallacious, namely, irrelevant or log-
ically weak, but that is not always the case and,
more importantly, does not always limit their effect.
It is often through emotional language that users
express their beliefs, values, and moral motivations.
This is why we argue that confining argument min-
ing solely to the logos dimension and reserving the
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pathos for fallacy detection may prove overly restric-
tive. Simply marking argumentation as fallacious
might not substantially improve our understanding
of the prevalent reasons for taking one stance or
the other.

An effort to include the pathos dimension in an-
notations was made by Habernal and Gurevych
(2017) in their study on argument mining in user-
generated web discourse. In this study, the corpus
included documents that were retrieved from hetero-
geneous web resources (comments on articles, fo-
rum and blog posts). 6% of documents were purely
emotional without logical backing and could not be
analysed in terms of their logical structure. Though
in some cases claims and premises could be iden-
tified, persuasiveness was achieved through emo-
tion. Following the given annotation guidelines,
annotators had to classify arguments as “appeal to
emotion” in case the argumentation relied on figura-
tive language or obvious exaggerations. The task
posed a significant difficulty reflected in Krippen-
dorf’s agreement of only αU = 0.30. Consequently,
the authors chose to focus on the logos dimension.
The Internet Argument Corpus (IAC) (Walker et al.,
2012) included annotation for Fact/Emotion-based
arguments with relatively low agreement results
αU = 0.32. The low inter-annotator agreement
proves that new approaches should be developed
for incorporating the pathos dimension into argu-
ment mining. Logical and emotional components in
arguments are intertwined (van Eemeren and van
Haaften, 2023), expressed in different degrees and
supplement each other for the purpose of persua-
siveness, making emotion an integral part of public
reasoning (Stucki and Sager, 2018) that should not
be disregarded.

In this work we focused on an exploratory pathos
analysis of argumentative text for the task of argu-
ment mining. The contributions of the paper are the
following: (1) analysing the relationship between
sentiment and stance, (2) comparing the results
of a manual analysis of the emotional components
of arguments on a given topic with an automated
extraction of emotion-related words, and (3) sug-
gesting ways to incorporate the pathos dimension
for the argument mining task.

2. The Datasets

For the analysis of sentiment, emotional words, and
the connection between sentiment and stance, we
selected two datasets consisting of user-generated
arguments on contentious topics with stance an-
notations. We prioritised stance annotations over
sentiment annotations as stance is more difficult to
detect automatically, but we could automatically an-
notate the argument sentiment with sufficient accu-
racy. We chose the Webis args.me corpus (Ajjour

et al., 2019) containing 387,606 arguments from
debate portals and the IBM ArgKP-2021 dataset
(Friedman et al., 2021) of crowdsourced arguments
— based on the ArgKP dataset (Bar-Haim et al.,
2020) and Gretz et al. (2019). As some of the
topics in the Webis corpus contained very few com-
ments, we decided on the 30 most commented
topics from the corpus and deleted very short com-
ments (up to 10 words) such as “I win” that were
part of users’ communication on the platform, which
resulted in 8902 comments. From the IBM ArgKP-
2021 dataset we kept 7238 unique arguments on
31 topics.

3. Corpora Analysis

3.1. Sentiment and Stance

The relationship between sentiment and stance is
complex. One of the hypotheses could be that the
sentiment is more positive in PRO stances and
more negative in CON stances. This could be true
for certain datasets and explain why BERT-based
models tend to rely on sentiment words for stance
prediction (Trautmann, 2020). However, the same
arguments might be attacking a certain topic or
aspect and support the other, regardless of their
sentiment; for example, an argument attacking coal
energy might be supporting wind energy (Daxen-
berger et al., 2020). Understanding how sentiment
is connected with stance might not only provide
insights into the pathos dimension, but also help
design corpora in such a way as to minimise errors
in machine-learning.

The first task that we addressed was the analy-
sis of the sentiment and stance distribution in the
chosen corpora. To compensate for the lack of sen-
timent annotations, the arguments in both corpora
were automatically annotated for positive, neutral,
or negative overall sentiment using two existing
transformer-based models for sentiment analysis
with reasonable recall scores. When selecting a
model, our aim was to ensure that it was trained and
fine-tuned on internet user-generated texts. We
prioritised models based on tweets due to their
closer resemblance to our dataset: tweets are user-
generated, vary in length, and incorporate collo-
quial and emotional language. The first model we
used was the recent version of the fine-tuned twitter-
roberta-base-sentiment-latest (Camacho-Collados
et al., 2022). The second model we applied
was the fined-tuned pysentimiento bertweet-base-
sentiment-analysis model (Pérez et al., 2023). The
comparison of the resulting sentiment labels from
the two models showed an overlap of about 78%
in both corpora, which meant that the majority of
arguments were correctly labelled in terms of their
sentiment. The further exploration was based on
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the labels from the twitter-roberta-base-sentiment-
latest as it allowed for longer texts (512 tokens
compared to 128 in pysentimiento).

The preliminary analysis of the Webis dataset
revealed a larger proportion of neutral and positive
texts in PRO arguments (61,3%) compared to CON
(50,0%).

In the IBM corpus, the proportion of negative
arguments for PRO was higher (55.1% compared
to 47.2% in CON), as was the proportion of posi-
tive arguments (14.4% compared to 11.5% in CON).
Conversely, there were more arguments with a neu-
tral sentiment in CON (41.3% compared to 30.5%
in PRO), see Fig. 1. A qualitative analysis showed
that for this corpus, the larger proportion of nega-
tive sentiment in PRO could be explained by the
fact that many topics, which are major claims in
this corpus, are formulated with a negative framing,
for instance, “Assisted suicide should be criminal
offence”, “We should ban human cloning”, “Home
schooling should be banned”. These claims imply
a negative stance towards the main topic (assisted
suicide, home schooling, human cloning) making
arguments that are against main topics actually be-
longing to the PRO category if the topic is positively
framed.

To check if swapping the stance labelling for such
topics results in major changes in the sentiment
distribution, we studied 31 topics of the IBM dataset
and manually changed the stances for 18 topics
that were framed negatively.

The results for the modified IBM corpus (see
Fig. 2) revealed a much bigger proportion of posi-
tive and neutral sentiment in PRO and a substantial
increase in the negative sentiment in CON. This in-
dicated that topic framing influenced the distribution
of sentiment across stances.

In the 30 topics of the Webis dataset there were
only two negatively framed topics “Abortion should
be illegal” and "Gun Control" with 323 comments,
which could not result in much change. Among
other topics, there were "Gun rights", "Abortion",
"Gay marriage", "Euthanasia" that implied a pos-
itive claim even though some of them were ex-
pressed in one word only, for example, "Abortion"
could be extended to "Abortion should be allowed"
without causing changes in the stances of the argu-
ments. However, it should be noted that arguments
in this corpus included quotations of the opposing
position, and there were some non-argumentative
user-interaction comments, which could also influ-
ence the sentiment distribution.

To conclude this section, from certain datasets
a model can learn to rely too much on sentiment
for stance prediction, but datasets can be modified
to reduce errors. One of the ways to decrease the
impact of sentiment on stance is to check the senti-
ment and stance distribution in the training corpus

and ensure the balance. Another way would be to
conduct training that involves positively and nega-
tively framed similar topics (ex: "Abortion should
be allowed", "Abortion should be banned", or "Abor-
tion rights", "Abortion ban") for the same arguments,
which could yield more robust results. On the whole,
sentiment is intricately connected with stance and is
highly influenced by a topic and its framing, certain
checks and dataset modifications could be used to
lower the chances of short-cut machine learning.

3.2. Emotion Words in Arguments
To get the first insights into the emotional dimen-
sion of arguments, we chose the "Death penalty"
("Capital punishment") topic to analyse in both cor-
pora. First, we conducted manual analysis on a
sample of arguments to identify emotional com-
ponents. Next, we automatically annotated argu-
ments with the NRClex 4.0 affect generator1 based
on the NLTK library’s WordNet synonym sets (Bird
et al., 2009) and the NRC lexicon (Mohammad and
Turney, 2013). The final labels for emotion included
emotion-related words from each argument and a
list of emotions associated with them. This enabled
comparison with the results of the manual analysis.

The qualitative analysis of 171 arguments (90
PRO, 81 CON) for the topic of "death penalty" in
the Webis corpus showed that in PRO arguments
the prevalent emotional language was used to de-
scribe criminals that were “dangerous”, “heartless”,
“cold-blooded”, often mentioning paedophiles, that
“deserved” this punishment for the “heinous”, “vio-
lent” criminal act and “awful", "horrible" things they
committed. This was contrasted with “innocent” vic-
tims “condemned to a terrible life” who “deserve”
“true”, “proportional” justice. The Old Testament
quotations and especially the "eye for eye" principle
were referred to in the context of the punishment be-
ing "justified" and serving as an "efficient deterrent"
that "inspires" "fear" into criminals. The concept of
capital punishment was described as a means of
"protection" of the "innocent" that brings "peace",
"solace" and "closure", and "saves" other people.

The CON arguments described capital punish-
ment as "a murder", "cruel", "outdated", "barbaric",
"racist", "sexist, "unnecessary", "expensive", "hyp-
ocritical", they included appeals to "forgiveness",
a chance for criminals to "repent" and used "inno-
cent" to refer to the wrongly executed people.

In the CON arguments, there were also frequent
mentions of "better", "more efficient", "other" ways
to punish criminals, as well as references to "equal-
ity", "human rights",and questioning if death penalty
is a "good" deterrent, describing life in prison as a
"greater punishment".

1(C) 2019 Mark M. Bailey, PhD
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Figure 1: IBM sentiment distribution by stance Figure 2: inverted IBM sentiment distribution by
stance

As observed by Walton (2005), some argumen-
tative discussions include an argument about how
to define key concepts. This was also seen in our
data, e.g. "Death penalty is a murder", as opposed
to "Death penalty is a deterrent". Such definitions
are highly important in ethically controversial de-
bates, and they tend to differ in terms of the emo-
tional spin for opposing parties (Walton, 2005).

The next step was to compare these results with
what a simple emotional words detection could yield
depending on arguments’ stance. For this purpose,
we relied on the NRClex 4.0 affect generator to ex-
tract only emotion-related words from all the com-
ments. Subsequently, we segregated these words
based on the stance of the arguments within the
selected topic, creating unique sets for both ’PRO’
and ’CON’ stances. During this process, words
exclusive to each stance were identified, with any
overlapping words removed. After that, we counted
the frequencies of these unique words and used
these counts to generate word clouds that repre-
sented the most common emotion-related words
for each stance.

The word clouds for the 171 arguments from
the Webis corpus that had been previously man-
ually analysed showed the prevalence of "protect-
ing" people, the risk of prisoners’ “escape” and
references to "brutal", "horrible" things for PRO
and a higher frequency of religious references to
“hell", "repent", and "spirit" in the CON category
(see Fig. 3).

For comparison, the world clouds for the "capital
punishment" topic from the IBM corpus featured
"violence" and "ineffective" as the most frequent
emotional words for CON and the high frequency
of "heinous" and "deserve" for PRO (see Fig. 4).

Overall, this exploration provided general insights
into emotional language associated with stances.
Nevertheless, some results were not easy to in-
terpret without knowing what they referred to or a
deeper knowledge of the context.

Based on these observations, we suggest consid-
ering the following in order to detect pathos in argu-
mentative text: (1) the emotional components of ar-

Figure 3: "Death penalty", 171 comments, Webis

Figure 4: "Capital punishment", 236 comments, IBM

guments are defining particular aspects ("heinous
crime", "innocent victim"). A more fine-grained com-
parison of emotional words by aspect could bring
about more insightful results. Aspects can also be
emotionally loaded and expressed by a variety of
lexical means (e.g. "Solace"/"Peace"/"Closure" for
crime victims); (2) apart from retrieving emotional
words by aspect, pathos could be further explored
through extraction of key concepts persuasive defi-
nitions (e.g. "Death penalty is a murder") as they
often contain emotional words that differ for PRO
and CON stances (Walton, 2005); (3) for compari-
son of PRO and CON, the topic should be clearly
defined and be controversial, its framing, negative
or positive, should be taken into account.

4. Conclusion and Future Work

This paper explored the possibility of incorporating
the pathos dimension of argumentation for the task
of argument mining. The IBM ArgKP-2021 and the
Webis args.me corpora were used for the analysis
of the relation between sentiment and stance, and
emotional words detection. A part of the Webis cor-
pus was manually analysed to compare the results
and develop ideas for automation of the pathos
dimension analysis.

The automatic detection of emotional words
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based on a lexicon-based approach provided the
first insights into the pathos dimension of argu-
ments based on their stance, however, certain re-
sults were difficult to interpret without contextual
information and understanding which aspects those
words referred to.

A first avenue for future work is the extraction
of definitions and emotional words associated with
specific aspects in the argumentative text across
diverse topics. Another important direction con-
sists in developing effective annotation guidelines
and creating pathos-annotated corpora of the argu-
mentative texts. Finally, we aim to explore various
pipelines to automate stance-dependent pathos
analysis in argumentative texts on contentious top-
ics.

Gaining deeper insights into the pathos dimen-
sion of arguments in political social media text can
shed light on the role of emotion across controver-
sial topics and in forming public opinions. Further
developments could deepen our comprehension of
what convinces the public, which stories and inter-
pretations get spread in different languages, and
how the public responds to these stories, what is
reproduced and challenged.
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Abstract

With the rise of computational social science, many scholars utilize data analysis and natural language processing
tools to analyze social media, news articles, and other accessible data sources for examining political and social
discourse. Particularly, the study of the emergence of echo-chambers due to the dissemination of specific information
has become a topic of interest in mixed methods research areas. In this paper, we analyze data collected from
two news portals, Breitbart News (BN) and New York Times (NYT) to prove the hypothesis that the formation
of echo-chambers can be partially explained on the level of an individual information consumption rather than
a collective topology of individuals’ social networks. Our research findings are presented through knowledge
graphs, utilizing a dataset spanning 11.5 years gathered from BN and NYT media portals. We demonstrate that the
application of knowledge representation techniques to the aforementioned news streams highlights, contrary to
common assumptions, shows relative "internal" neutrality of both sources and polarizing attitude towards a small
fraction of entities. Additionally, we argue that such characteristics in information sources lead to fundamental
disparities in audience worldviews, potentially acting as a catalyst for the formation of echo-chambers.

Keywords: echo chambers, computational social science, knowledge representation

1. Introduction

A knowledge graph, also known as a semantic net-
work, was initially introduced by C. Hoede and F.N.
Stokman as a tool for representing the content of
medical and sociological texts (Nurdiati and Hoede,
2008). Constructing increasingly larger graphs with
the intent of accumulating knowledge was initially
deemed to provide a resultant structure capable of
operating as an expert system proficient in investi-
gating causes and computing the consequences
of certain decisions.

The concept of knowledge graph co-evolved with
the rise of computational social science (Conte
et al., 2012) and digital data analysis methods
(Rogers, 2013). Access to open sources on the
Internet has facilitated the measurement of the dy-
namics of political debates (Neuman et al., 2014).
Platforms like Twitter and other microblogging ser-
vices are widely utilized for studying and modeling
social and political discourse (Graham et al., 2016),
(Jungherr, 2014) , (Wang et al., 2018). Contempo-
rary researchers even develop a conceptual frame-
work for predicting the morality underlying political
tweets(Johnson and Goldwasser, 2018). Moreover,
knowledge graphs of fact-checked claims, such as
ClaimsKG, have been designed. Such tools facili-
tate structured queries about truth values, authors,
dates, journalistic reviews, and various types of
metadata (Tchechmedjiev et al., 2019).

A significant group of studies, advocate usage of
graphs for social, political, and business industry
data, stating that “graphs greatly increases the clar-
ity of presentation and makes it easier for a reader

to understand the data being used”(Kastellec and
Leoni, 2007) . Additionally, (Abu-Salih and Be-
heshti, 2021) explains that knowledge graphs serve
as indispensable frameworks that underpin intelli-
gent systems. This is achieved by extracting sub-
tle semantic nuances from textual data sourced
from a range of vocabularies and semantic repos-
itories. In the past decade, there has been a no-
table increase in the examination of political dis-
course within social content in such a way. The
authors discuss in detail the connection between
political discussions and the language used in them
(Chilton, 2004), (Parker, 2014). Furthermore, the
literature examines opinion polarization (Banisch
and Olbrich, 2019), attempts to characterize an
intuition of the dynamics of the political debate
(Yamshchikov and Rezagholi, 2019), and provides
techniques for estimating them (Merz et al., 2016),
(Subramanian et al., 2017), (Glavaš et al., 2017),
(Subramanian et al., 2018) or (Rasov et al., 2020).
The extensively employed data sources in studies
centered on automated text classification for politi-
cal discourse analysis involve Manifesto Database
(Lehmann et al., 2017) and the proceedings of the
European Parliament (Koehn, 2005).

The challenges arising in contemporary studies
on observational and discourse analysis are the
quality of data (Tweedie et al., 1994) and the credi-
bility of data sources. It is crucial to apply statistical
measures and tests to quantify the impact of poor
data quality and bias on the results (Abu-Salih and
Beheshti, 2021). However, quantifying such effects
proves comprehensive in the realm of social sci-
ences due to the numerous indigent properties of
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social datasets (Shah et al., 2015). One significant
challenge is associated with the formation of so-
called echo-chambers in social structures, which
naturally obstruct the propagation of information,
reinforcing disparities across various social strata
(Goldie et al., 2014), (Colleoni et al., 2014), (Guo
et al., 2015) or (Harris and Harrigan, 2015). Ad-
dressing the credibility of sources, the phenomenon
of fake news draws constant attention from media
outlets and researchers. According to (Anderson
and Auxier, 2020), 55% of online social network
users believe they are accurately informed about re-
cent political updates by the media. Consequently,
misleading information and false news have the
potential to shape certain beliefs and human be-
haviors. As a solution, several studies (Allcott and
Gentzkow, 2017), (Shu et al., 2017) or (Lazer et al.,
2018) analyze and propose methods to enhance
the quality of information. Additionally, these stud-
ies imply the existence of a certain ground truth
that could be universally accepted.

Taking existing knowledge and challenges into
account, in this work, we study the issue of news
representation from a data analysis perspective.
We construct two datasets comprising news arti-
cles from "alt-right" and "liberal" news platforms,
denoted as Breitbart News (BN) and the New York
Times (NYT), spanning 11.5 consecutive years
(from 2008 to Fall 2019). We demonstrate that infor-
mation disparities between these news sources are
fundamental regardless of the social structures that
encapsulate the readers of the aforementioned out-
lets. Upon analyzing the findings, we assert that
one has to take into consideration these dispari-
ties, since they signify fundamental differences in
the foundational data that shapes the perspectives,
beliefs, and, ultimately, the behavior of readers.
Simply put, even if we had no social media infor-
mation disparities by various news sources could
contribute to echo-chamber formation.

2. Data and Methodology

We have parsed two news sites Breitbart News1

that could be generally associated with the "alt-
right" political views and the New York Times2 as-
sociated with "liberal" political views. The choice of
these two media platforms was arbitrary to a cer-
tain extent. We parsed all news presented on both
platforms in the period from 2008 till the fall of 2019.
Using the texts of the news as input data we built an
information extraction pipeline aimed to reconstruct
a form of knowledge graph out of the news texts. To
do that we have used state of the art open informa-
tion extraction (Stanovsky et al., 2018) and named

1https://www.breitbart.com/
2https://www.nytimes.com/

entity recognition (Peters et al., 2017) tools of Al-
lenNLP3. The outputs of both models are noisy, so
in order to stabilize the resulting signal we came up
with the heuristics for substring-matching. We used
only ARG0 and ARG1 items of open information
extractor and all entities of named entity recogni-
tion to extract the most useful objects of the articles.
For every entity recognized by both methods, we
created a vertex in our knowledge graph. We also
applied additional manual ’filtering’ of the resulting
named entities. The procedure to fix the problems
of the different spelling and some artifacts of NER
and OIE that crowded the list of entities. Finding
longer overlapping substrings with high frequencies
we matched longer entities with their shorter "par-
ents". The recognized vertexes were connected
with an edge that had an estimate of sentiment and
subjectivity calculated with TextBlob4. This naive
approach yielded a hypergraph of named entities
out of both data sources. The weights of the ver-
texes corresponded to the number of mentions of
a given entity. The edges of the graph had three
attributes: frequency, polarity, and subjectivity. To
facilitate further research of news coverage and
political discourse we share the gathered data5.

3. Do You Know What I Know?

In this chapter, we explore the acquired knowledge
graphs. In Section 3.1, we present a bird’s-eye
view of the graph, including key properties, and
delve into the most contrasting entities and topics
with varying coverage in two sources. Section 3.2
revisits the graphs, highlighting aspects crucial for
differences in political discourse.

Figure 1: Breitbart News. Distribution of sentiment.

3.1. Bird’s-eye View
Figures 5 – 6 show a visualization of two obtained
graphs. One can see the divergence of topics:

3https://allennlp.org
4https://textblob.readthedocs.io/en
5https://shorturl.at/ntDOT
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Figure 2: New York Times. Distribution of senti-
ment.

Figure 3: Breitbart News. Distribution of subjectiv-
ity.

Figure 4: New York Times. Distribution of subjec-
tivity.

Breitbart is more focused around certain personali-
ties, while the New York Times extensively covers
foreign affairs. Table 1 shows the first interesting
and counter-intuitive result that one can draw when
studying obtained graph representations: both me-
dia sources are "neutral" on average. Figures 1 –
2 show the distribution of polarity across all edges.
The average neutral tone is not a consequence of
negatively and positively charged news that bal-
ance each other. Distributions in Figures 3 – 4
do not only show that average sentiment across
all edges is very close to zero for both graphs, but
they also demonstrate and a vast majority of the an-
alyzed relations are presented in a non-polarizing

Data Radius Diameter Modularity
BN 6 11 0.43
NYT 7 13 0.53

Average
Data Path length Polarity Subjectivity
BN 3.76 0.00 0.12
NYT 3.52 -0.00 0.08.

Table 1: Various parameters of the obtained graph
representations. Both sources are neutral on aver-
age with Breitbart being just above and NYT just
below zero average polarity. Breitbart tends to be
more subjective, yet average subjectivity for both
sources is at around 10%, with NYT a bit more
objective.

way (at least to the extent to which modern NLP
method can distinguish polarity). One can also see
the corresponding distributions of subjectivity that
are similar for both sources. For the NYT Spear-
man correlation between polarity and subjectivity
is 31%, for Breitbart, it is 23%.

Both media sites try to present themselves to the
reader as neutral on average and moderately sub-
jective. This stands to reason: an average reader
probably neither wants to feel that she wears rose-
tinted glasses nor wants to constantly read that the
doom is nigh. Majority of the news are neutral, ex-
tremely positive and extremely negative news are
rare in both sources. At the same time both sources
tend to point bias in the coverage "on the other side".
Another interesting line of thought that could be de-
veloped when regarding Table 1 is the connection
between right political actors and propagation of
conspiracy theories, see, for example, (Hellinger,
2018). Indeed, the Breitbart graph has smaller
modularity and comparable path length. This could
imply a lower encapsulation of topics and a higher
tendency to connect remote entities. Even a first
bird’s eye view gives several fundamental insights:

• when assessed formally both right and left me-
dia demonstrate qualitatively comparable be-
havior; they try to cover the news in a relatively
neutral tone with a pinch of subjectivity;

• the coverage of various topics differs signifi-
cantly; the entities that Brietbart constantly cov-
ers tend to be people and actors of domestic
US politics, whereas NYT pays more attention
to institutions and international affairs;

• the overall differences between formally ob-
tained knowledge structures that could proxy
right and left world-view are minute, despite
our intuition telling us otherwise.
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Figure 5: Breitbart News. Overall visualisation of two graphs extracted out of the media sources. The
classes found with modularity analysis (Blondel et al., 2008) are highlighted with different colours. Breitbard
has smaller number of classes and is centered around US political discourse.

3.2. Politics of Contrasts

Figure 7 shows a joint graph of the most polarized
edges. These are the edges between entities for
which the polarity in NYT and Breitbart has a dif-
ferent sign. Similarly, in Figure 8 one could see
the most contrasting vertexes. These are the en-
tities that have the highest average polarity of the
adjacent edge. Effectively these are the represen-
tation of the polarizing topics and are covered with
different polarity in both news sources.

An interesting difference between the graph of
contrasting edges and the graph of contrasting
nodes is that the former is mostly populated with
domestic political actors, whereas the latter up to
a large extent consists of entities connected with
foreign affairs. This is interesting. Certain relation-
ships between entities tend to be more polarizing
for domestic issues and local politicians, yet when
averaged over several such relationships across
time the foreign affairs and institutions come for-
ward. This is the same pattern that we saw earlier.
One could speculate that contrasting edges high-
light certain local events centered around specific
politicians. Such events could be highly polariz-
ing yet temporal. At the same time institutions and

global affairs might not be as polarizing as a lo-
cal scandal, yet the position of both sides on them
is persistent, so when averaging across adjacent
edges one sees Figure 8.

This highlights the fundamental difference be-
tween the sources. Though on macro-level both
outlets prefer to stick to neutral coverage and refrain
from subjectivity when it comes to certain entities
and topics they provide different evaluations and
tend to be more subjective in these cases. The
combination of these two factors is extremely un-
fortunate since it facilitates social conflict. Indeed,
every reader is perfectly convinced that her news
source is relevant, objective, and non-biased. This
also happens to be true in the vast majority of cases.
Yet on a handful of key issues, the media takes a
more polarizing and subjective position. Moreover,
the local polarizing issues tend to be associated
with personalities, while longer, fundamental differ-
ences are associated with institutions. This could
be attributed to the idea of core political beliefs
that could be less polarizing yet may be harder to
change in the long run.
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Figure 6: New York Times.Overall visualisation of two graphs extracted out of the media sources. The
classes found with modularity analysis (Blondel et al., 2008) are highlighted with different colours. NYT
graph has almost twice as many modularity classes and pays way more attention to foreign affairs. This
could be partially attributed to the bigger size of the resulting graph, since NYT had more articles published
in the studied time period.

4. Discussion

One of the key contributions of this paper is an at-
tempt to demonstrate that an echo-chamber is not
exactly a phenomenon based solely on the topol-
ogy of human social networks. Using modern lan-
guage processing methods and straight-forward
knowledge representation we show that two differ-
ent media sources paint two different pictures of
the political reality. Yet these differences are less
obvious than we tend to think and are more subtle.
Surprisingly low average polarity and subjectivity
for both knowledge structures are extremely intrigu-
ing. Assuming there is no ill will on the side of the
publisher one can try to explain why the overwhelm-
ing amount of news articles try to be non-polarizing
and non-subjective and with these attempts rein-
force the echo-chambers around them without even
trying. Could echo-chambers be a consequence
of human psychological trust mechanisms on top
of certain social structure formation? In (Levine,
2014) and (Clare and Levine, 2019) the authors
discuss the truth-default theory. They demonstrate
that when people cognitively process the content
of others’ communication, they typically do so in
a manner characterized by unquestioned, passive

acceptance. We could speculate that such behav-
ior naturally transfers to the news sources. High
neutrality and low subjectivity reinforce this truth-
default. Since the preferred news outlet is often
objective and neutral the reader tends to ignore
or accept rare polarizing and subjective articles
and dismiss the counter-argument of the other side,
since in an overwhelming majority of the cases the
criticism was not applicable. This might be wild
speculation that demands further experimental ver-
ification. However, the very idea that echo-chamber
formation could be attributed to the personal rather
than collective behavior is new to our knowledge.

5. Conclusion

In this paper, we present the graphs of entities
that correspond to two major "alt-right" and "lib-
eral" news media and their coverage of the men-
tioned entities and relations between them. The
graphs are obtained without any expert knowledge
solely with NLP instruments and methods of knowl-
edge representation. Analyzing obtained graphs
we show that despite common intuition they exhibit
a lot of structural similarities. We also highlight
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Figure 7: Sub-graph of contrasting edges. These are the edges for which the sign of polarity for BN and
NYT is different.

fundamental differences that could be attributed
to the formation of echo-chambers and certain bi-
ases on the world perception. We suggest that the
formation of echo-chambers has more to do with
the structure of information consumption and cer-
tain core beliefs of the individual rather than social
structure that encompasses the aforementioned
person.

Limitations

The study covers the period from 2008 to the Fall of
2019, excluding updates beyond 2019. It refrains
from a detailed examination of the political aspects
and perspectives of Breitbart News and New York
Times readers, and it does not develop additional
discussions on the global order. Considering re-

cent global crises like wars, economic downturns
in specific nations, and the worldwide impact of the
COVID-19 pandemic, we anticipate that applying
our methodology to recent-year data may produce
slightly different findings. Nonetheless, in an effort
to encourage transparent research in knowledge
representation for social sciences, we provide ac-
cess to our collected datasets.

Ethics Statement

Our work prioritizes transparency and relies on data
collected from open sources. We refrain from mak-
ing political judgments in our discussion notes to
prevent discrimination and minimize potential soci-
etal harm.
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Figure 8: Sub-graph of contrasting vertexes. These are the vertexes for which the average of polarity of
the adjacent edges is the highest. Blue nodes are shifted towards NYT, red — towards BN.
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Abstract 
This study empirically investigates the role of social media in tracing the evolution of the May 2021 Israeli-Palestinian crisis, 
centered on the Sheikh Jarrah evictions. Analyzing a dataset of 370,747 English tweets from 120,173 users from May 9-21, 
2021, the research employs a mixed-methods approach combining computational techniques and qualitative content 
analysis. Findings support the hypothesis that social media interactions reliably map crisis dynamics, as evidenced by 
hashtags like #SaveSheikhJarrah corresponding to critical shifts, though virality did not correlate with hashtag use. In 
contrast to prior sentiment-focused studies, the context-driven analysis reveals influencers and state actors shaping 
polarized narratives along geopolitical lines, with high-profile voices backing Palestinian solidarity while Israeli state accounts 
endorsed military operations. Evidence of a transcontinental cybercampaign emerged, albeit with limitations due to the 
English language scope and potential biases from data collection and keyword choices. The study contributes empirical 
insights into the mediatization of armed conflicts through social media's competing narratives and information flows within 
the Israeli-Palestinian context. Recommendations for future multilingual, multi-platform analyses are provided to address 
limitations. 

Keywords: Sheikh Jarrah, Social Media, Cybercampaign, Content Analysis, Digital Framing 

 

1. Introduction 
The Sheikh Jarrah neighborhood, a 
predominantly Palestinian area in East 
Jerusalem, has been a focal point of property 
disputes following the Israeli occupation in 
1967. In May 2021, tensions escalated when 
Israeli authorities threatened to evict 
Palestinian residents, triggering violent 
clashes. This incident was a flashpoint in the 
longstanding Israeli-Palestinian conflict, which 
has been extensively documented and 
debated across traditional and social media 
platforms. The proliferation of social media has 
provided previously marginalized voices an 
opportunity to participate in these discourses, 
shaping narratives and mobilizing support. 
This study investigates the unfolding of the 
May 2021 escalation, known as the Gaza 
crisis, through an analysis of Twitter 
interactions. The intensity of user reactions 
prompted the formation of the 
#SaveSheikhJarrah movement, generating a 
substantial corpus of tweets during this period. 
By employing a mixed-methods approach 
combining computational techniques and 
qualitative analysis, this research aims to 
provide empirical insights into the dynamics of 
the 2021 crisis within the broader context of the 
Israeli-Palestinian confrontation since 1948. 
While existing literature has primarily focused 
on earlier events, this study offers a 
contemporary perspective informed by the 
analysis of user-generated content on Twitter. 

 
The methodological framework encompasses 
the examination of influential accounts, 
information flows, linguistic patterns, and 
hashtag usage, facilitating a nuanced 
understanding of the discourse dynamics on 
this social media platform. By triangulating 
quantitative and qualitative findings, the study 
seeks to extend theoretical frameworks on 
information flows and narratives surrounding 
the Middle East conflict. 
A central focus of this investigation is the 
polarizing nature of media narratives during 
the Israeli-Palestinian crisis, interweaving 
findings on cyber-activism within the context of 
armed conflicts in the region. Analyzing Twitter 
reactions poses challenges due to the 
extensive media coverage and potential 
manipulation of information flows. 
To comprehensively examine this 
phenomenon, the following hypothesis is 
evaluated: H1: Social media interactions 
constitute a reliable source for measuring the 
development and dynamics of conflicts. 
To address this hypothesis, the study explores 
the following research questions: 
RQ1: What were the dynamics of user activity 
during the 2021 Israeli-Palestinian crisis, and 
how can qualitative and quantitative analyses 
shed light on user typologies and behaviors on 
this new media platform? 
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RQ2: What sentiment and thematic patterns 
prevail in the collected tweets, and how can 
corpus analysis techniques based on linguistic 
patterns and keywords elucidate the 
predominant moods and styles of users? 
RQ3: Is it possible to establish the 
geographical locations of cyber-activists 
during the Sheikh Jarrah eviction campaign by 
contextualizing and summarizing the 
accumulated data to ascertain spatial patterns 
of pro-Palestinian and pro-Israeli users? 
RQ4: How effective are hashtag statistics in 
evaluating the stages of the conflict, and can 
analyses of hashtag usage data generate 
visual representations of the conflict's 
evolution? 
This interdisciplinary work draws upon diverse 
fields, including comparative history, 
humanities, cultural studies, data analysis, and 
digital humanities, to depict the intricate 
phenomenon of contemporary cyber-activism. 
The fundamentals of postmodernist 
methodology, primarily the theories of 
Foucault and researchers of public 
communications (Ciszek, 2016; Holtzhausen, 
2002; Holtzhausen & Voto, 2002; Kent, 2002), 
are described. The combination of 
computational research and critical close-
reading approaches aims to contextualize 
findings and mitigate the tendency towards 
purely quantitative analyses in information 
studies (Felt, 2016). The paper is structured as 
follows: Section 2 provides a review of relevant 
literature, Section 3 outlines the methodology, 
Section 4 presents the results, Section 5 
discusses limitations and future directions, and 
Section 6 concludes the study. 

2. Related Work  
The Israeli occupation of Palestine has been a 
subject of extensive research, with scholars 
employing diverse theoretical frameworks and 
methodologies to analyze its complex 
dynamics. Postmodernist approaches, which 
reject the notion of a single objective truth and 
emphasize the role of power relations in 
shaping discourse (Deetz, 2001), have been 
particularly influential in this context. By 
focusing on marginalized groups' resistance to 
power structures and their ability to shape 
narratives (Holtzhausen, 2002), postmodernist 
perspectives offer valuable insights into the 
distribution of knowledge and the interplay 
between power and resistance in the Israeli 
occupation of Palestine. 
 
The advent of social media has profoundly 
impacted how conflicts are perceived, 
experienced, and contested. Echo chambers, 
where users are exposed primarily to opinions 
that align with their own beliefs (Garimella et 

al., 2018), have emerged as a significant 
phenomenon, challenging the ideal of free 
information circulation (An et al., 2014; 
Cacciatore et al., 2016; Grömping, 2014; 
Lawernce et al., 2010). Researchers have 
demonstrated the influence of social media on 
real-life political polarization, which is often 
intensified by ongoing developments 
(Azzimonti and Fernandes, 2018; Du and 
Gregory, 2016). However, previous studies on 
Gaza cybercampaigns have not specifically 
addressed the polarization between pro-Israeli 
and pro-Palestinian camps (Mtchedlidze, 
2019), a gap that this study aims to fill by 
examining the distinct polarization between 
opposing factions. 
 
In times of crisis, the spread of misinformation, 
whether intentional or unintentional, can 
exacerbate the risk of individuals being 
influenced by conspiracy theories, rumors, and 
falsehoods (Bodaghi and Oliveira, 2020; 
Lewandowsky et al., 2013). The COVID-19 
pandemic has brought renewed attention to 
the study of misinformation, particularly in the 
context of public health policies (McGlynn et 
al., 2013; Naeem and Ozuem, 2021; Shahi et 
al., 2021). However, misinformation has also 
been examined in earlier crises, such as the 
2013 Boston Marathon bombings (Huang et 
al., 2015) and hurricanes Harvey and Irma 
(Hunt et al., 2020), as well as in socio-political 
events like elections (Kušen and Strembeck, 
2018; Sanderson et al., 2021). These studies 
have employed large social media datasets 
and techniques such as topic modeling 
(Jamison et al., 2020) and deep learning (Ajao 
et al., 2018) to identify misinformation patterns 
and understand human behavior in crisis 
situations. Social media data has been 
increasingly used to analyze real-world events, 
including Israeli occupation of Palestine. Sarraj 
et al. (2016) observed a spike in Twitter activity 
during the 2014 Israel-Palestine war, while 
Zeitzoff et al. (2015) explored the connections 
between online interactions and offline 
violence in the context of Iran-Israel relations. 
Zeitzoff (2011) conducted a macrodynamic 
analysis of Twitter activity during the 2008-
2009 Gaza conflict, identifying two distinct 
peaks in user reactions that corresponded to 
critical moments in the conflict. The rise of 
ISIS, the occupation of Crimea, and the Trump 
elections also saw a dramatic increase in the 
speed of information flow on social media 
platforms (Zeitzoff, 2018). Zeitzoff (2017) 
noted that the Israeli Defence Forces (IDF) 
adapted their campaigns based on hashtag 
activity on social networks, highlighting the 
strategic importance of social media in modern 
conflicts. The role of digital media in the Middle 
East and North Africa (MENA) region has been 
extensively studied, particularly in the context 
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of the Arab Spring and other regional 
uprisings. Twitter has been credited with 
playing a significant role in these events, 
facilitating the expression of dissent and 
mobilization efforts. In this context, Israel has 
sought to challenge neighboring Arab states 
by establishing a strong presence on social 
media and promoting user-generated content 
that advances its position (Stein, 2012). 
Studies have examined the impact of Israeli 
state-run social media accounts on public 
opinion regarding the Gaza war (Seo, 2014), 
Israeli digital diplomacy (Manor and Crilley, 
2018), and war legitimation strategies 
(Simonsen, 2019). In contrast, the online pro-
Palestinian community has been characterized 
by more decentralized and unconstrained user 
activity. 
 
The integration of media into warfare has 
evolved over time, with the Gulf War marking 
the rise of telecommunications (stage one) and 
the conflicts in Ukraine and Libya exemplifying 
the decentralization of internet media (stage 
two). Hoskins and O'Loughlin (2015) theorized 
that states would exert greater control over 
information in the third "arrested war" stage, a 
trend that could be observed in the Gaza 
conflict due to Israel's stronger information 
appropriation. While pro-Palestinian media 
remains in stage two, Israel has moved 
towards stage three with its "arrested" state 
pages, which Stein (2014) described as 
"militarised social media" or "digital militarism" 
due to their attempts at projecting a sense of 
"everydayness" (Hoskins and O'Loughlin, 
2015). Personal perspectives of wartime have 
also been explored through social media. 
Martínez García (2017) analyzed the power of 
a digital diary written by a seven-year-old 
Syrian girl on Twitter, highlighting the 
importance of documentary activism during 
conflict. Tawil-Souri and Aouragh (2014) 
examined Israeli-Palestinian digital disputes, 
questioning the extent to which online activism 
translates into physical resistance. Their study 
contextualized Palestinian online resistance 
within the broader framework of digital 
anticolonial discourse, noting that while the 
internet and social media have provided new 
tools for resistance, they have also given rise 
to "new forms of colonialism" (Tawil-Souri and 
Aouragh, 2014). 
 
The role of gatekeeping in information 
dissemination has undergone significant 
changes with the advent of the internet. While 
journalists traditionally served as the primary 
gatekeepers (Wallace, 2018), the rise of social 
media has shifted this power to corporate 
platforms (Wallace, 2018; Kent, 2014). 
Although citizens now have the potential to act 
as gatekeepers, they are still subject to the 

algorithms and policies of these platforms 
(Wallace, 2018). The silencing of social media 
platforms by regimes can lead to the spread of 
misinformation, as observed during the Arab 
Spring, Iranian Green Movement, and Syrian 
protests, when authorities resorted to 
censorship and internet access blocking 
(Fekete and Warf, 2013; Golkar, 2011; 
Shehabat, 2012). 
 
In the case of Israeli occupation of Palestine in 
2021, the control over media channels was 
less overt but still significant, taking the form of 
content moderation by tech giants. Alimardani 
and Elswah (2021) discussed this 
phenomenon, termed "digital orientalism," in 
the context of cyber-activism in the MENA 
region. They highlighted issues such as the 
deletion of Syrian war crimes reports on 
YouTube, the erasure of regional differences 
through automated Arabic translations, 
unequal access to ad data for Tunisian 
activists on Facebook, and the lack of regional 
offices for Arab states. These factors 
contribute to the threat of digital discrimination 
on social media. Given the evidence of 
linguistic bias against Palestinians in 
traditional media reporting (Barkho and 
Richardson, 2010), decentralized media has 
gained importance as a means of rebalancing 
the narrative (Shreim and Dawes, 2015). 
 
Recent studies have employed computational 
methods and qualitative analysis to investigate 
the dynamics of social media interactions 
during the Israeli occupation of Palestine. 
Alam et al. (2021) modeled the perspectives of 
various stakeholders in combating the COVID-
19 infodemic, emphasizing the importance of 
considering multiple viewpoints when 
analyzing crisis-related discourse on social 
media. Hasanain et al. (2023) focused on 
detecting persuasion techniques and 
disinformation in Arabic text, underscoring the 
need for robust computational methods to 
identify manipulative content in social media 
discussions. 
 
The CLEF-2018 CheckThat! Lab (Atanasova 
et al., 2018) and the CLEF-2023 CheckThat! 
Lab (Alam et al., 2023) have explored the 
automatic identification and verification of 
political claims, as well as the assessment of 
check-worthiness in multimodal and 
multigenre content, providing valuable 
methodological insights for analyzing political 
framing and misinformation in social media 
data. Several studies have specifically 
examined political framing in the context of 
crises and conflicts. Shurafa et al. (2020) 
investigated the US COVID-19 blame game on 
social media, demonstrating how 
computational techniques can be employed to 
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uncover patterns of political framing. Laabar 
and Zaghouani (2024) created an annotated 
dataset of stance, sentiment, and emotion in 
Facebook comments related to Tunisia's 
political measures, showcasing the value of 
multi-dimensional analysis in understanding 
public opinion on social media. 
 
The creation and analysis of large-scale, multi-
dialect Arabic social media corpora have also 
been a focus of recent research. Zaghouani 
and Charfi (2018) presented the Arap-tweet 
corpus, which includes gender, age, and 
language variety identification, while Alam et 
al. (2021) and Shaar et al. (2021) developed 
datasets and shared tasks for detecting 
COVID-19 misinformation and censorship in 
Arabic social media content. Author profiling, 
deception detection, and irony detection in 
Arabic social media have also received 
attention, as evidenced by the survey 
conducted by Rosso et al. (2018) and the 
shared task organized by Rangel et al. (2019). 
These studies highlight the importance of 
considering linguistic and cultural nuances 
when analyzing Arabic social media content. 
 
Building upon these previous works, our study 
aims to contribute to the growing body of 
research on social media discourse analysis in 
the context of the Israeli occupation of 
Palestine. By leveraging computational 
methods and qualitative analysis, we seek to 
uncover patterns of political framing, 
misinformation, and polarization in the Twitter 
discourse surrounding the May 2021 crisis, 
while also considering the unique challenges 
and opportunities presented by the Arabic 
language and the region's socio-political 
context. We will examine features of modern 
digitalized activism in the #SaveSheikhJarrah 
campaign, which challenges social and 
political inequalities and adapts to a new 
media paradigm in the face of limited 
mediation in the region. By applying 
computational tools, this study analyzes 
information flow, compares it with existing 
theories, and operationalizes big data and 
user-generated content within media trends. 

3. Methodology 
This study employs a multi-faceted approach 
to analyze publicly accessible social media 
content related to the May 2021 Israeli-
Palestinian conflict, while adhering to user 
privacy protocols. The research methodology 
consists of three primary phases: data 
collection, quantitative analysis, and 
qualitative close reading. This approach 

 
1 To request the dataset for research purposes, 
please fill the following form: https://forms. 
gle/S9fZtYjAyLAqFsH19 

enables a comprehensive examination of the 
data's connotative meanings, particularly at 
the lexical level, which is of significant interest 
to scholars in the field of Digital Humanities. 
3.1 Data Collection 
To ensure the relevance of the collected 
tweets to the May 2021 confrontation, a 
precise search query was established, 
focusing on the period from May 9 to May 21, 
2021, which encompassed the conflict's 
preliminary and terminal phases. Using Python 
for automation, tweets were harvested based 
on the keywords "Gaza," "Israel," and 
"Palestine," which were central to the 
discussions during the escalated conflict. The 
resulting dataset comprised 370,747 tweets 
from 120,173 distinct users, with retweet 
duplicates excluded to maintain data integrity 
and relevance. The dataset can be obtained by 
contacting the authors1. 
The corpus predominantly features tweets in 
Latin script, deliberately excluding Arabic and 
Hebrew to mitigate language bias and 
represent international discourse 
authentically. The data was collected in 
September 2021 and converted to UTF-8 
format for accessibility and further analysis. It 
is important to note that the dataset may not be 
exhaustive, as some tweets may have been 
deleted or suspended after the collection 
phase. Before proceeding with the analysis, 
the corpus was filtered to remove URL links 
and user mentions (denoted by "@") to refine 
the dataset for detailed examination. 
3.2 Data Analysis 
The study employs an integrated 
methodological approach, combining 
quantitative and qualitative strategies to 
analyze and interpret the social media data, 
yielding a multifaceted descriptive analysis. 
Advanced computational tools and algorithms 
are selectively applied at various stages of the 
analysis to meet the research's specific needs. 
Identifying key influencers within the discourse 
was a crucial aspect of the analysis. A Python-
automated application programming interface 
(API) was used to quantify the number of 
followers, determining the influential power of 
various accounts. Manual examination 
provided deeper insights into the nature of 
these accounts, classifying them into 
categories such as state-run entities, 
journalists, personal pages, and others to 
elucidate their roles in the discourse. To 
understand the sentiments and thematic 
directions of the discussions, a detailed 
contextual analysis of the tweets was 
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conducted, assessing the polarity and conflict 
perspectives embodied in the social media 
interactions. Voyant Tools, a corpus linguistics 
tool, was employed to extract and visualize 
keyword trends, facilitating a nuanced 
examination of the lexical patterns and 
thematic occurrences within the data. This tool 
was also instrumental in mapping the 
distribution of hashtags within a curated subset 
of the data, focusing on the semantics and 
usage patterns of these hashtags. 
The analysis focused on an English tweets 
corpus to encapsulate the global perspective 
and linguistic nuances, providing insights into 
the international discourse. The AntConc tool, 
a corpus analysis utility, was used to perform 
a randomized exploration of keywords in 
context (KWIC), enabling a meticulous close 
reading of the text fragments. The analytical 
process was enhanced by adopting Braun and 
Clarke's (2006) thematic analysis framework, 
a qualitative content analysis method that 
facilitated a deeper understanding of the 
underlying themes within the data. 
The synthesis of these quantitative and 
qualitative methodologies aimed to construct a 
comprehensive and multifaceted interpretation 
of the user-generated content pertaining to the 
events of the May confrontation. This holistic 
approach to data analysis ensures a robust 
and insightful exploration of the digital 
discourse, providing valuable perspectives on 
the dynamics and sentiments expressed 
during the conflict. 

4. Results 
4.1 4.1 Information Diffusion and 

Gatekeeping 
To investigate information diffusion trends 
during the conflict, top accounts within the 
discussion were analyzed based on the 
number of followers they attracted and 
engaged with (see Table 1). The top 10 
accounts by follower rate consist 
predominantly of media giants such as CNN 
and BBC, with an exception in line 6, where 
British artist Zayn Malik is positioned. While 
news accounts depicted information neutrally, 
Malik stood forward to support Palestine, 
placing him among the most influential 
accounts with a distinct position regarding the 
conflict. Interestingly, the most engaged 
tweets were found to be from accounts with 
less than 50,000 followers, with some 
accounts having less than 500 followers 
reaching broad audiences with retweet 

 
2 Follower numbers are correct as of  the dataset creation 
date. 
3 The only page on the list with a def ined position about 
the conf lict (pro-Palestinian). 

numbers up to 46,000 times. This finding 
suggests that the network empowered users 
with both highly developed information 
channels and relatively humble follower 
numbers. 
Account 

name 
Username Followers2 Type 

CNN 
Breaking 
News 

@cnnbrk 61,349,476 media 

CNN @CNN 54,608,606 media 

The New 
York 
Times 

@nytimes 50,465,046 media 

BBC 
Breaking 
News 

@BBCBreaking 48,173,456 media 

BBC News 
(World) 

@BBCWorld 32,856,126 media 

Zayn @zaynmalik 30,976,562 artist3 

The 
Economist 

@TheEconomist 25,807,028 media 

Reuters @Reuters 23,760,876 media 

Fox News @FoxNews 20,202,832 media 

CNN_EN 
Español 

@CNNEE 20,139,173 media 

 
Table 1:  Identified Twitter accounts with the 

highest number of followers  
 

Conflict 
side 

Username Retweets4 Type 

Pro-
Palestinian 

@zaynmalik 190,106 artist 

Pro-
Palestinian 

@godsxm 81,171 personal 
page 

Pro-
Palestinian 

@godsxm 79,091 personal 
page 

Pro-
Palestinian 

@JatIkhwan 68,132 personal 
page 

Pro-
Palestinian 

@HausofHilton 59,972 personal 
page 

Pro-
Palestinian 

@Mahrez22 58,500 sportsman 

Pro-
Palestinian 

@velvetbiased 54,859 personal 
page 

Pro-
Palestinian 

@WAYSTARFI
LMS 

49,886 no longer 
exists 

Pro-
Palestinian 

@MiddleEastEy
e 

49,525 media 

Pro-
Palestinian 

@EoinHiggins_ 47,921 journalist 

 
Table 2: Frequency of accounts with 
the most retweeted tweet 

4 Retweets number at the moment of  the dataset creation 
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4.2 Accounts Analysis 
The most prominent accounts were further 
analyzed using different criteria, such as 
retweet count (Table 2), quote count (Table 3), 
like count (Table 4), and reply count (Table 5). 
The analysis revealed that accounts 
expressing political opinions and personal 
judgments tended to have higher retweet 
counts, with the most retweeted accounts 
pushing pro-Palestinian support. In terms of 
quote count, user behavior changed, with only 
one page supporting the pro-Palestinian side 
while the remaining accounts took the pro-
Israeli position (Table 3). The Israeli state-run 
account occupied three positions in the table, 
while Israeli MFA-related accounts placed fifth 
and sixth. 
 

Conflict 
side 

Username Quotes Type 

Pro-Israeli @Israel 53,256 state-run 
page 

Pro-Israeli @AndrewYang 36,933 politician 

Neutral @GretaThunberg 36,369 activist 

Pro-Israeli @Mike_Pence 31,690 politician 

Pro-Israeli @IdoDaniel 30,118 media-expert 

Pro-Israeli @IdoDaniel 23,216 media-expert 

Pro-Israeli @Israel 22,587 state-run 
page 

Pro-Israeli @WhiteHouse 21,375 state-run 
page 

Pro-
Palestinian 

@frhamlna 17,385 personal 
page 

Pro-Israeli @Israel 13,562 state-run 
page 

 
Table 3:  Accounts with the highest quoted 
tweet count  
 

Conflict side Username Likes Type 

Pro-Palestinian @zaynmalik 659,858 artist 

Pro-Palestinian @Mahrez22 192,414 sportsman 

Pro-Palestinian @BernieSanders 167,449 politician 

Pro-Palestinian @AOC 145,458 state 
representative 

Pro-Palestinian @zalx_ 139,364 personal page 

Pro-Israeli @Israel 122,491 state-run page 

Pro-Palestinian @ElNennY 121,464 sportsman 

Pro-Palestinian @MiddleEastEye 114,794 media 

Pro-Palestinian @EoinHiggins_ 107,871 journalist 

Pro-Palestinian @thisisnotmaha 106,299 personal page 
 

 
Table 4: Accounts with the highest like count 
 
 

Analysis of tweets by likability (Table 4) 
demonstrated pro-Palestinian moods among 
the most-liked tweets, with a diverse user 
demography, including artists, sportsmen, and 
personal accounts. The official Israeli state-run 
page also reached a broad user audience, 
positioning sixth among predominantly pro-
Palestinian accounts. 
 
The accounts filtered by reply count (Table 5) 
presented the most diverse group of accounts, 
with people from various occupations 
represented. 
 
Conflict side Username Replies  Type 
Pro-Israeli @Mike_Pence 64,361 politician 

Pro-Israeli @Israel 37,091 state-run 
page 

Pro-Israeli @IdoDaniel 36,294 media-expert 

Pro-Israeli @AndrewYang 35,966 politician 

Pro-
Palestinian 

@zaynmalik 35,863 artist 

Pro-Israeli @WhiteHouse 23,017 state-run 
page 

Pro-
Palestinian 

@jeremycorbyn 22,536 politician 

Pro-
Palestinian 

@djsnake 20,280 artist 

Pro-Israeli @Israel 16,557 state-run 
page 

Pro-Israeli @Israel 15,769 state-run 
page 

 
Table 5: Accounts with the highest reply 
count.   
 
4.3 Geographical Analysis 
Regarding users' geographic locations, 1,418 
unique users with automatically set 
geolocation (around 1%) were identified. 
Although this data is credible, it is not 
representative. 33% of users self-identified 
their locations (more than 39,000 places), 
even though the data often contained 
imaginary places or only emojis. After filtering 
this data, the map in Figure 1 can be 
considered, confirming the broad inclusion of 
the #SaveSheikhJarrah campaign covering 
most countries worldwide. However, these 
results should be considered strictly illustrative 
rather than precise, as noted by Voyant Tools 
developers (Sinclair and Rockwell, 2016). 
 
4.4 Short-term Dynamics and 

Language Analysis 
Although this study does not provide hourly 
visual data, an illustration of how user activity 
changed according to real-life events and 
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militant processes during the 11 days was 
created (figure not included due to space 
restrictions). The graph, divided into day and 
night parts, shows that Israeli-Palestinian 
discourse attracted people from around the 
globe, ensuring comparatively equal activity 
during the 24 hours per day. 
Corpus data was collected using Python 
automation, scraping all tweets containing 
keywords or hashtags. Although the study 
targeted English content, 28% of the content 
was published in languages other than 
English. 
 

 
Figure 1: The Map of User Activity (Based on 
Self-Indicated Locations) 
 
4.5 Frequently Used Terms and 

Hashtag Analysis 
 
Focusing on English content, the rate of 
frequently used terms was established, 
excluding "stop words" (Sinclair and Rockwell, 
2016). The terms found were particularly 
associated with the struggle for human rights, 
empathy towards the voiceless, and sorrow for 
the victims of violence. This analysis revealed 
the primary themes and sentiments expressed 
by users during the conflict, highlighting the 
emotional and political dimensions of the 
discourse. 
 
Hashtag activism evolved on social media to 
share narratives with like-minded users, 
creating a sense of community and solidarity 
around specific issues. 23,109 hashtags were 
extracted from the corpus of tweets related to 
the Israeli-Palestinian crisis, with thousands of 
hashtag variations observed. This diversity of 
hashtags suggests a complex and 
multifaceted discourse, with users employing a 
wide range of tags to express their views and 
engage with different aspects of the conflict. 
 
Although the #SaveSheikhJarrah movement 
emerged with high frequency in the first days, 
its use decreased dramatically in the following 
days (Figure 2), suggesting that the Sheikh 
Jarrah evictions were a powerful stimulus for  

 
Figure 2: #SaveSheikhJarrah Distribution 
within the Time 
 
further cybercampaigns rather than a central 
uniting theme. The decline in the usage of this  
hashtag over time may indicate a shift in the 
focus of the discourse or the emergence of 
new issues and events that captured users' 
attention. 
 
The analysis demonstrated that adding 
hashtags to tweets does not necessarily affect 
their diffusion (figure not included due to space 
restrictions). Only 13% of the total 370,760 
tweets had more than 100 retweets. Within this 
group, 41% of the most popular tweets 
contained hashtags, while the remaining 59% 
did not. The remaining 87% of tweets received 
less than 100 retweets, indicating that tweets 
with or without hashtags were retweeted to a 
similar degree. This finding suggests that the 
presence of hashtags alone does not 
guarantee the virality or popularity of a tweet, 
and other factors, such as content, timing, and 
the influence of the user, may play a more 
significant role in determining the reach and 
impact of a message. 
 
Moving beyond the specific Sheikh Jarrah 
incident, the remaining hashtags were 
systematized and presented in a word cloud 
showing the most used hashtag variations (not 
included due to space restrictions). Voyant 
Tools was used to create a word cloud 
demonstrating time-based changes in hashtag 
usage, providing a visual representation of the 
shifting focus and intensity of the discourse 
over time. 
 
The trends graph revealed a peak in the usage 
of #GazaUnderAttack in the third corpus 
segment, corresponding to the peak user 
activity on May 12. This peak suggests a 
significant increase in user engagement and 
concern regarding the situation in Gaza, likely 
in response to specific events or developments 
on that day. The graph provided valuable 
insights into the most frequently used 
hashtags within the corpus, allowing for a more 
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nuanced understanding of the key themes and 
issues driving the conversation. 
 
Although hashtags did not directly affect 
virality, they provided valid data about the 
discourse and served as indicators of public 
opinion and sentiment. The most frequent 
hashtags extracted were more reliable than 
infrequent ones, as they represented the views 
and experiences of a larger number of users. 
Figures 3 and 4 compare semantically 
equivalent hashtag groups, revealing patterns 
of attribution and blame in the context of the 
conflict. Figure 3 shows the public opinion 
distribution regarding airstrike responsibility 
across corpus segments. #IsraeliTerrorism 
peaked on the night of May 11, when protests 
were widespread and the first airstrike on 
Hanadi Tower in Gaza occurred ("Timeline of 
the Israeli–Palestinian conflict in 2021," 2022). 
This peak indicates a strong public reaction 
and condemnation of Israeli actions, with users 
employing the hashtag to express their 
outrage and attribute responsibility for the 
escalation of violence. 
 

Figure 3: #GazaUnderAttack, 
#IsraelUnderAttack, #PalestineUnderAttack 
Distribution Comparison 
 
Exploring Figure 4, specifically segment 3, 
reveals a drastic increase in 
#GazaUnderAttack usage, while 
#IsraelUnderAttack also increased, albeit with 
a lower frequency. This disparity suggests a 
stronger focus on the impact of the conflict on 
Gaza and its residents, with users expressing 
solidarity and concern for the Palestinian 
population. The second peak for 
#GazaUnderAttack appeared on the night 
between May 17 and 18 when the crossfires 
resumed (Al-Mughrabi et al., 2021), indicating 
a renewed surge in user engagement and 
reaction to the escalating violence. 
Interestingly, #IsraelUnderAttack usage did 
not increase in segment 7, despite the ongoing 
conflict. This may suggest a shift in the 
discourse or a lack of significant events or 
developments perceived as threats to Israel 
during that period. The growth in the 
#PalestineUnderAttack hashtag observed in 

the fifth segment coincides with the IDF's 
targeting of the al-Jalaa building in Gaza 
("Timeline of the Israeli–Palestinian conflict in 
2021", 2022), indicating a strong public 
response and condemnation of the attack. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4: #Hamas, #HamasTerrorist, #IDF, 
#IsraelTerorist Distribution Comparison 
 
Despite Hamas responding with rockets 
(Figure 5), there is no evidence of a 
corresponding increase in the usage of 
#HamasTerrorists. This finding suggests that 
public opinion and sentiment, as expressed 
through hashtags, did not necessarily mirror 
the military actions of Hamas, and users may 
have focused on other aspects of the conflict 
or refrained from attributing terrorist labels to 
the group. Figure 5 comparatively illustrates 
two similar but opposing hashtags expressing 
support for either Israel (#IStandWithIsrael) or 
Palestine (#IStandWithPalestine). Both trend 
lines are remarkably fluctuating, with Israeli 
support rising at the beginning of militant 
operations (segment 2), possibly indicating a 
rally-around-the-flag effect or a surge in pro-
Israel sentiment in response to the initial 
escalation of violence. However, Palestinian 
supporters became prominent from segment 4 
onwards, suggesting a shift in public opinion 
and a growing wave of solidarity with the 
Palestinian cause. This trend continued until 
pro-Israeli users re-established their 
quantitative superiority in the last segment, 
which may reflect a change in the discourse or 
a reaction to specific events or developments 
in the final days of the conflict. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5: #IStandWithIsrael and 
#IStandWithPalestine Distribution Comparison 
In addition to utilitarian hashtags used by the 
media to highlight news (#breaking, #Israel, 
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#Hamas, #Palestine), emotional hashtags 
played a significant role in the discourse. 
Hashtags such as #PalestineBleeding, 
#hearGaza, and #PalestineWillBeFree 
indicated users' emphatic interest in 
expressing their feelings and experiences 
related to the events, often conveying a sense 
of solidarity, compassion, and support for the 
Palestinian people. 
 
Despite a sharp decrease in the use of the 
#SaveSheikhJarrah hashtag after the first 
airstrikes, it remained among the top hashtags 
throughout the analyzed period. This 
sustained presence suggests that while the 
focus of the discourse may have shifted to 
other aspects of the conflict, the Sheikh Jarrah 
evictions continued to be a significant 
underlying issue and a symbol of the broader 
struggle for Palestinian rights and self-
determination. 
 
Overall, the analysis of frequently used terms 
and hashtags provides a rich and nuanced 
understanding of the key themes, sentiments, 
and dynamics of the Twitter discourse 
surrounding the May 2021 Israeli-Palestinian 
conflict. By combining quantitative and 
qualitative insights, this study sheds light on 
the complex interplay between public opinion, 
media coverage, and the evolving narratives 
and frames employed by users to make sense 
of the unfolding events. 

5. Limitations and Future 
Directions 

Our study's focus on English-language tweets 
may overlook crucial Arabic and Hebrew 
perspectives directly involved in the Israeli 
occupation of Palestine. To address this 
limitation, future work should adopt a 
multilingual approach, integrating Arabic and 
Hebrew tweets and leveraging advanced NLP 
tools for translation, sentiment analysis, and 
dialect identification. This will provide a more 
representative analysis of the diverse 
narratives surrounding the conflict. 

5.1 Methodological Choices 
Our methodological framework, particularly 
keyword selection and data collection timing, 
may have influenced the research outcomes. 
The initial keyword selection, guided by 
prevalent hashtags, may have limited our 
dataset to predominant narratives, overlooking 
emerging or nuanced voices. Similarly, the 
temporal boundary of May 9-21, 2021, could 
have overlooked insights from the conflict's 
prelude or subsequent developments. Future 
work will examine these choices more 
rigorously, exploring alternative data collection 
periods, keyword strategies, and 

supplementary data sources to enhance the 
analysis's comprehensiveness and 
representativeness. 

5.2 Addressing Interpretative Biases 
The polarized nature of the Israeli-Palestinian 
discourse and the conflict's complexities 
necessitate examining potential interpretative 
biases in our analysis. To bolster objectivity 
and reliability, we will implement strategies 
such as triangulation, peer debriefing, and 
member checking. We will also engage in a 
more explicit discussion of researchers' 
positionality and reflexivity, acknowledging 
how our backgrounds and perspectives may 
have influenced the analysis. By addressing 
these aspects transparently, we aim to 
enhance the credibility and trustworthiness of 
our research insights. 

6. Conclusion 
This study investigated the use of social media 
during the May 2021 Israeli-Palestinian crisis, 
evaluating the hypothesis that social media 
platforms can effectively trace crisis dynamics. 
The research fills a gap in the literature by 
integrating empirical findings with existing 
theoretical frameworks. The analysis revealed 
that hashtags like #SaveSheikhJarrah 
indicated significant shifts in the crisis 
narrative, and the study extended its focus 
beyond sentiment analysis to include 
contextual dynamics.  

The findings confirmed social media's utility in 
crisis tracing, although content virality did not 
directly correlate with informational substance.  

Celebrities and influencers played a significant 
role in shaping public opinion, while Israeli 
state-affiliated accounts exerted influence by 
advocating for IDF operations. Hashtag 
analytics revealed prevailing pro-Palestinian 
sentiment and provided insights into public 
opinion and crisis stages.  

Despite limitations in data collection timing, 
keyword selection, and linguistic constraints, 
the study documented the evolution of the May 
2021 crisis and identified a significant 
cybercampaign centered around 
#SaveSheikhJarrah, which engaged a global 
audience and prominent influencers, revealing 
polarized support for the conflicting parties. 

Future research should focus on the granular 
analysis of location-based tweet patterns and 
individual hashtags to enhance the 
understanding of social media's role in crisis 
communication. 
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Abstract
This paper introduces a novel framework to harness Large Language Models (LLMs) for Epidemic Intelligence,
focusing on identifying and categorizing emergent socio-political phenomena within health crises, with a spotlight
on the COVID-19 pandemic. Our approach diverges from traditional methods, such as Topic Models, by providing
explicit support to analysts through the identification of distinct thematic areas and the generation of clear, actionable
statements for each topic. This supports a Zero-shot Classification mechanism, enabling effective matching of news
articles to fine-grain topics without the need for model fine-tuning. The framework is designed to be as transparent as
possible, producing linguistically informed insights to make the analysis more accessible to analysts who may not be
familiar with every subject matter of inherently emerging phenomena. This process not only enhances the precision
and relevance of the extracted Epidemic Intelligence but also fosters a collaborative environment where system
linguistic abilities and the analyst’s domain expertise are integrated.

Keywords: Epidemic Intelligence, Topic Discovery, Large Language Models, Zero-shot Classification

1. Epidemic Intelligence: Objectives
and Challenges

Following the paradigmatic change from disease
specific to an all-hazard approach to the assess-
ment of public health introduced in the 2005 revi-
sion of the International Health Regulations1, the
concept of Epidemic Intelligence was defined as
a complex of activities related to the early identi-
fication of potential health hazards, their verifica-
tion, assessment, and investigation that aim to gen-
erate information to guide appropriate actions in
public health (Paquet et al., 2006), (World Health
Organization, 2014). Within this global framework,
Member States have developed ways to implement
this concept to support situation awareness and
evidence-based decision-making in public health.
Italy started to develop its own national approach
to Epidemic Intelligence in 2007 as part of a project
funded by the Italian Ministry of Health coordinated
by the Istituto Superiore di Sanità (ISS) (Del Manso
et al., 2022). At this time a situation and need
assessment was performed in order to identify ex-
isting capacities and areas with additional imple-
mentation requirements.

The results led to the conclusion that while the

1International Health Regulations (2005):
https://iris.who.int/bitstream/handle/
10665/43883/9789241580410_eng.pdf

epidemiological monitoring conducted on data gen-
erated by existing national surveillance systems
for infectious diseases (clinical, laboratory-based,
and syndromic) could support an indicator-based
component for the early detection of transmission
events in the country, an Epidemic Intelligence sys-
tem in Italy would need to develop ex novo an event
based surveillance component. This component
would be an extremely sensitive and flexible surveil-
lance system based on open-source unstructured
information published online concerning cases and
clusters of infectious disease occurring in Italy in or-
der to inform as soon as possible decision-making
and public health experts or to provide informa-
tion to clinicians and improve the timeliness of di-
agnoses. Some of this information would be vali-
dated (i.e. verified with public health officials within
the country). The selection and assessment of
news items would be performed by trained ana-
lysts to detect events of public health importance
according to the methodology developed by the Eu-
ropean Centre for Disease Prevention and Control
(ECDC2). Following several pilots to design and
test this national event-based surveillance compo-
nent of Epidemic Intelligence, Italy chose to follow
the implementation model developed and sustain-

2ECDC: https://www.ecdc.
europa.eu/en/news-events/
e-learning-course-epidemic-intelligence-ei
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ably implemented by the Global Health Security
Action Group Early Alerting and Reporting project
(EAR) (Riccardo et al., 2014). This consisted of a
decentralized approach in which participating coun-
tries contributed analysts that were operational on
a rotation basis.

In order to apply this to the Italian regionalized
health care system, since 2017, Italy has adopted
a decentralized method of setting up a network of
analysts (Network Italiano di Epidemic Intelligence
- Italian Network of Epidemic Intelligence) nomi-
nated by regional authorities among subject-matter
experts employed within the national health system
at the national, regional and local level. Analysts of
the Italian Network of Epidemic Intelligence work in
rotating teams. Each day they screen news items,
identifying those that are relevant to the surveil-
lance focus (e.g., cases or clusters of infectious
diseases in Italy or/and signs and symptoms in
unexpected frequency) that are called signals. Sig-
nals are then individually risk assessed by the an-
alysts using a common methodology (Intelligence
and Miglietta, 2022) to identify those of public health
relevance that are called events and that are then
reported. At any given time, analysis is required
to manually screen thousands of news items, re-
ject irrelevant ones categorize signals, and assess
them as events. Especially the screening phase
of this work is extremely time-consuming and re-
source intensive and this undermines the long-term
sustainability of this surveillance system. The in-
tegration of NLP techniques brings a significant
contribution to the quality enhancement of the Epi-
demic Intelligence efforts: (i) Enhanced Text search
capabilities, enabling the processing of larger text
data volumes to uncover emerging threats, thus
aiding to identify otherwise overlooked information;
(ii) Reduced monitoring time, through the automa-
tion of routine monitoring tasks, allowing to allocate
more time to complex and strategic analyses; and
(iii) Improved accuracy, fostering for well-informed
and documented decisions.

This paper introduces an advanced framework
designed to harness the capabilities of Large Lan-
guage Models (LLMs) for Epidemic Intelligence,
addressing the specific challenges of identifying
and categorizing emergent socio-political phenom-
ena within the context of health crises, notably the
COVID-19 pandemic. The objective is not to re-
place the analyst with an opaque, black-box ap-
proach for topic discovery but to ensure each ana-
lytical step is as self-explanatory as possible. By
producing linguistically informed insights, we aim to
elucidate the rationale behind the interpretation, for
the analysts not familiar with subject matters about
inherently emerging phenomena. The methodol-
ogy begins with the user need to be defined as a
set of seed terms to delineate a high-level concep-

tual document perimeter. This produces a corpus
of retrieved news, specifically focused on the gen-
eral need. Then, linguistic triples are generated to
capture fine-grain concepts (e.g. specific activities
or clinical concepts) implicit in the corpus. These
triples can then be validated manually against the
collected news, culminating in their automatic trans-
lation into prompts. Notice that the user can con-
tinuously fine-tune the system’s proposed prompts,
further customizing the analysis to his own specific
needs. The overall process fosters a collaborative
environment where the agent’s intelligence and the
analyst’s domain expertise cooperate according to
the investigative goals. This enhances the accu-
racy and coverage of the resulting Epidemic Intelli-
gence activities. Preliminary results from our em-
pirical investigation confirm the significant benefits
of our workflow’s capability in accurately mapping
news articles to pertinent fine-grain topics. In the
remaining, Section 2 reports related work, Section
3 presents the proposed workflow, Section 4 dis-
cusses the empirical evaluation, while Section 5
presents the conclusions.

2. Related Work

The use of NLP and text mining techniques in order
to extract relevant information from vast amounts
of text data available on the internet, thus allow-
ing the identification of relevant epidemiological
events, has been extensively studied in the pre-
vious years (see (O’Shea, 2017) for a systematic
review of proposals dating a few years ago). For in-
stance, the Medical Information System (MedISys)
(Rortais et al., 2010) supports the timely detection
of emerging diseases by crawling online news arti-
cles and applying hierarchical clustering algorithms
to classify them into predefined categories. The
Pattern-based Understanding and Learning System
(PULS) (Yangarber and Steinberger, 2009) extends
the MedISys by applying Natural Language Pro-
cessing. The Global Health Monitor system (Collier
et al., 2008) uses instead an ontology-based ap-
proach to text mining text data from the web to
detect and track infectious disease outbreaks.

Text classification is a fundamental approach to
the identification of relevant events. After early
works applying classical machine learning ap-
proaches (Kowsari et al., 2019) (Khan et al., 2010),
deep learning architectures introduced a new set
of general methods (Minaee et al., 2021), (Luan
and Lin, 2019) for text and news classification. In-
terest in the topic received a boost with the out-
break of the COVID-19 pandemic (Al-Garadi et al.,
2022), (Raza et al., 2022), (Raza and Schwartz,
2023). Moreover, the advent of the attention mech-
anism in neural networks (Vaswani et al., 2017)
and the adoption of transformer-based encoders
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(Devlin et al., 2019), (Gillioz et al., 2020) made it
possible effective information extraction from texts
(Gupta et al., 2022), (Choudhary et al., 2023) as
well as document classification (Li et al., 2022),
(Deping et al., 2021), (Kaliyar et al., 2021). The
use of transformer architectures, and the related
Large Language Models, to news classification is
an active research area (see for example (Khosa
et al., 2023), (Deping et al., 2021), (Santana et al.,
2022), (Gunes and Florczak, 2023)). However, the
evaluation of the use of such approaches to the
medical, and in particular in the epidemiological,
field has been performed only quite recently (Wang
et al., 2023), (Adaszewski et al., 2021) and it is
still in its infancy. Unlike traditional approaches
that might rely on probabilistic distributions akin to
Topic Models (Blei et al., 2003), (Blei and Lafferty,
2009), (Mcauliffe and Blei, 2007),(Churchill and
Singh, 2022), our method aims to provide explicit
support to analysts. It does so by identifying distinct
thematic areas and generating clear, actionable
statements for each topic, such as "A news article
pertains to this topic if it addresses . . . ". These
statements are straightforward triggers for a Zero-
shot Classification mechanism (Yin et al., 2019),
effectively matching news articles to meticulously
defined topics.

3. Automatic Topic Discovery and
Classification

This section describes the workflow from initial data
gathering to the application of Zero-shot classifiers
for identifying and categorizing emergent socio-
political phenomena.

The Data Gathering phase initiates our workflow,
where analysts input keywords, such as “Coron-
avirus outbreak” or “Covid contagion”, to guide the
system in collecting news articles relevant to the
defined scope. This stage aims to cast a wide net to
ensure comprehensive coverage, setting the stage
for subsequent refinement and analysis.

The cornerstone of our methodology lies in har-
nessing the initial intuition of analysts to seed the
discovery of diverse topics within the vast land-
scape of collected data. This phase, Topic Discov-
ery, begins with the identification of seed-words,
terms that encapsulate the essence of the analyst’s
goal. In the Topic Discovery phase, seed words
serve as descriptors of a general domain of analysis
and let the system suggest potential themes. The
analysts can then refine or expand upon these sug-
gestions. This interaction balances automation and
human expertise, ensuring a form of both guided
and nuanced analysis. Terms such as “Covid” and
“Hospital” could serve as initial seeds, delimiting the
text perimeter within the broader domain of public
health and epidemic preparedness. The output of

this phase is a set of specific concepts that should
emerge directly from the news in the perimeter,
different from abstract word distribution, often asso-
ciated with traditional Topic Modeling approaches,
(Blei et al., 2003; Abdelrazek et al., 2023). Our tar-
get is not generating probabilistic topic models but
conceptual sub-topics that are immediately com-
prehensible to an analyst. In this work, we thus
conceive a topic as a collection of assertions such
as “This text discusses a concerning increase in
infections led to a rise in Covid patients." or “The
text discusses the monitoring of the increase in
deaths caused by Covid” for a topic possibly named
“Pandemic Peaks”. Another such topic as “Covid
patient care” could be inspired by assertions like
“The text addresses the challenges hospitals face
in accommodating new patients” or “The text dis-
cusses hospitals continuing to vaccinate patients
for COVID prevention”. This approach makes topic
interpretation easy, given the assertions and the
title. Whether a news article aligns with a specific
topic depends upon the verification of its assertions.
A news article is assigned to a topic proportionally
to how much the system judges one of its asser-
tions to be true. Multiple true assertions incremen-
tally contribute to the overall confidence in the topic.
Crucially, as assertions are interpreted first by the
analysts, he may wish to refine a topic by adjusting,
deleting, or introducing new assertions.

In the final phase, we apply Zero-shot Classi-
fication through Large Language Models (LLMs)
to conclusively label news articles with the specific
topics identified earlier, avoiding model fine-tuning.
This approach, grounded in natural language infer-
ence (Yin et al., 2019), exploits logical alignment
between text and topic-defining assertions in the
form of prompts. Notice that this enhances article-
topic associations, beyond mere categorization, as
assertions also provide explanations of individual
classification inferences.

Upon completion of the workflow, once topics
and corresponding prompts are made available, all
news can be classified accordingly. Users can then
exploit specific topics, e.g.,“Pandemic Peaks”, as
news filters, based on the metadata associated with
prompts. This enables further analyses, such as
focused news retrieval, filtering, and aggregation.

3.1. Data Gathering
The foundation of our approach begins with the
Data Gathering phase, a crucial step designed to
amass a comprehensive corpus of news articles
pertinent to specific events or phenomena. For in-
stance, an analyst may conduct an inquiry into the
societal impact of afflictions, such as the Coron-
avirus within the Italian territory over the past fort-
night. Accordingly, by providing pivotal terms such
as “Coronavirus outbreak” and/or “Covid contagion”
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(possibly accompanied by time constraints) the pro-
cess autonomously assembles a specific document
collection, through the systematic extraction of Web
news articles. In the initial phase, broad or generic
query terms are used to maximize coverage which
means extending article retrieval also to possibly
irrelevant data. This strategy aims to extend the
corpus, leaving its refining and validating to sub-
sequent, more informed, stages. To facilitate this
process, we developed a dedicated crawling ser-
vice, aimed at collecting unstructured data using
Google News as a primary but not exclusive source.

3.2. Topic Discovery
The Topic Discovery phase is pivotal in our work-
flow, aimed at moving from a small set of seed
words to a possibly comprehensive collection of
specific epidemic topics. Consider the previous ex-
ample of an analyst inputting seeds such as “Covid”
and “Hospitals”. The initial step of lexical expan-
sion endeavors to broaden the analyst’s query us-
ing Word Space models, such as those created by
the Contextual Bag of Words (CBOW) model imple-
mented in Word2Vec (Mikolov et al., 2013). This
distributional representation embeds terms within
high-dimensional spaces where metric distances
mirror paradigmatic relations, like quasi-synonymy,
facilitating the exploration of related lexical fields
(Sahlgren, 2006). Expanding upon the initial seed
terms involves selecting the terms closest to each
seed, aiming to broaden the initial semantics for
topic generation. For example, the most similar
words to “Hospital” are “clinic” and “infirmary”, while
“coronavirus” and “pandemic” are the correspond-
ing words for “Covid”. These entries offer a useful
semantic expansion for the analysts to explore re-
lated themes. However, complex prompts for clas-
sification (i.e. assertions) require more informa-
tive linguistic structures corresponding to concepts,
such as biological or clinical entities or events. This
requires not just the selection of individual relevant
terms but also complex well-formed definitions.

In this work, to automatically discover meaning-
ful statements, such as “This text discusses a con-
cerning increase in infections led to a rise in Covid
patients.”, we employ a form of grammatically con-
trolled lexical expansion. From seed terms, we
aim to generate structured forms like Subject-Verb-
Object (SVO) triples, which can be easily trans-
formed into coherent sentences. This approach
ensures that an expansion can be easily under-
stood by the analysis, but also facilitates the auto-
matic creation of meaningful textual prompts. We
call this step the Linguistic Triple Generation pro-
cess. Assuming the inserted seeds are nouns, our
process begins by identifying the set of ev verbs
closest to them. We use cosine similarity in the
employed Word Space, also assuming that a seed

noun can function either as a subject or as an ob-
ject of the selected verb. For each such verb v,
we then in turn retrieve the set of en nouns clos-
est to v to completely fill an SVO structure. This
approach ensures that the expansion from seed
words to SVO triples is both deliberate and mean-
ingful, providing a semantically rich lexicon from
which complex thematic prompts can be derived.
For instance, from the seed “Covid”, we may derive
closely related verbs such as “record” and “infect”,
while “hospital” might lead us to “admit” or “vacci-
nate”. The expansion from verbs to nouns allows
for the generation of SVO triples by further asso-
ciating these verbs with relevant nouns: “infect”
leads to “patients”, “lung”, and “infections”; “record”
to “deaths”, “recovered”, and “amount”. These ex-
pansions facilitate the construction of SVO triples
such as (“Covid”, “record”, “deaths”), (“Covid”,
“record”, “recovered”), (“Covid”, “increase”, “in-
fections”), (“Covid”, “infect”, “patients”), (“Covid”,
“infect”, “lung”), (“Covid”, “record”, “infections”),
(“Hospitals”, “admit”, “patients”), (“Hospitals”, “vac-
cinate”, “patients”), (“Covid”, “record”, “amount”),
and (“Covid”, “increase”, “quantity”), . . . .

Obviously, the growth of the number of triples
given es seeds alongside ev verbs and en nouns
impacts significantly on complexity. However, the
news collection provided by the Data Gathering
phase is crucial in filtering triples whose frequency
in the corpus is too low, e.g. below a threshold of τ
sentences. We can thus manage the proliferation
of triples. This approach integrates the semantics
of the wordspace with distributional information re-
lated to the topics implicitly expressed by the gath-
ered collection.

After the generation of SVO triples, the workflow
progresses to Triple Clustering, a crucial step de-
signed to detect k distinct thematic areas relevant
to the analyst’s interests. Notice that each triple is
defined in a metric space depending on its Com-
positional Distributional Semantics (Mitchell and
Lapata, 2008). By representing triples as centroids
of their constitutive vectors we may map triples in
the same wordspace as the lexical entries. This
representation supports the clustering of triples
whereas the compositional nature of the mapping
is useful to preserve semantic proximity, i.e. re-
latedness between triples. The clustering (via a
k-mean-like algorithm) operates in the structured
space and induces coherent groups. Each clus-
ter emerges as a thematic entity, characterized
by a given unique narrative thread, but described
by the semantic proximity among its constituent
triples. As an example, applying k-means with
k = 3 to the SVO triples mentioned above, we
derive the following groups: C1 = {(“Covid”, “in-
crease”, “infections”), (“Covid”, “record”, “deaths”),
(“Covid”, “record”, “recovered”)}, which encapsu-
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lates the theme of the increase in Covid-related
infections. C2 = {(“Hospitals”, “admit”, “patients”),
(“Hospitals”, “vaccinate”, “patients”), (“Covid”, “in-
fect”, “patients”), (“Covid”, “infect”, “lung”), (“Hospi-
tal”, “treat”, “cure”)}, focusing on hospital responses
to Covid, including admissions, vaccinations, and
treatments. C3 = {(“Covid”, “increase”, “quantity”),
(“Covid”, “record”, “amount”)}, centering on quanti-
tative aspects of the Covid pandemic.

In the provided toy example, the number of triples
and clusters is modest, but one can easily envision
scenarios with significantly larger outcomes. More-
over, given the limited textual context, triples may
emerge redundantly within a given cluster. How-
ever triple similarity in the metric space (modeling
for example too similar subjects or objects across
triples) can be used to automatize a further stage,
called Triple Pruning. It ensures the satisfaction of
some constraints onto triples: (i) each triple must
be locally informative (provide high levels of inner
novelty), (ii) triples within the same cluster must ex-
hibit large diversity (outer novelty), and (iii) triples
must be relevant within the collection of retrieved
documents. Ranking triples refines clustering re-
sults, enhancing topic specificity and relevance.

Formally, we define a generic triple of terms such
that ti = (Si,Vi,Oi) where S denotes the sub-
ject, V denotes the verb and O denotes the ob-
ject, each represented by a corresponding embed-
ding vector si, vi, oi in a normalized space, i.e.,
∥si∥ = ∥vi∥ = ∥oi∥ = 1. After the system has gen-
erated the clusters, the selection procedure of best
informative triples within a cluster Cj ( j ∈ 1, . . . ,m)
is set up by combining the semantic signal provided
by the documents and the terms of the triples.

First of all, we introduce a cluster such that
C = {(ti, wi)}, where wi is a semantic weighting
function for ti that will be hereafter defined. In or-
der to pick up the triples that provide additional se-
mantic information, we introduce the Inner Nov-
elty with the aim of selecting only triples exhibiting
meaningful signals through higher internal informa-
tion heterogeneity. Let

in(ti) = in(Si,Vi,Oi) =

= 1−
(
βSV(si · vi) + βSO(si · oi) + βVO(vi · oi)

)

with βSV , βSO, βVO ∈ ℜ+, such that βSV + βSO +
βVO = 1. In this scenario, we postulate that a triple
such as (“Hospital”, “treat”, “cure”) might exhibit low
Inner novelty, contributing minimally to the analysis
due to the high similarity between “treat” and “cure”.
The object in this case adds little to the action’s
significance, leading us to consider its utility in the
analysis as marginal. An additional measure is the
Outer Novelty that captures the relevance of
the semantic signal provided by a triple, evaluating

the diversity between pairs of triples. Let

nov(ti, th) = nov
(
(Si,Vi,Oi), (Sh,Vh,Oh)

)

= 1−
(
γS(si · sh) + γV (vi · vh) + γO(oi · oh)

)

and with γS , γV , γO ∈ ℜ+ that regulate the term-
wise similarity, of pairs of triples, with and γS+γV +
γO = 1. Then, we compute the Outer Novelty of
a triple relative to a set C of other triples already
selected such that:

oni(C) =

{
minth∈C nov(ti, th) if C ̸= ∅
1 otherwise

where i ̸= h and C is the set that contains already
chosen triples. For example, against the cluster
C = {(“Hospital”, “treat”, “case”)}, we hypothesize
that a triple such as (“Hospital”, “treat”, “patient”)
has a lower Outer Novelty when it is less frequent
in the collected news corpus than the member of
C.

Given a cluster C made of triples ranked accord-
ing to the defined novelty weights, the overall weight
wi(C) of a triple ti is:

wi(C) = log dfi · ini · oni(C) (1)

where log dfi denotes the logarithm of triple’s docu-
ment frequency.

The following algorithm in 1 computes the target
set C∗ of the most informative tuples from a set C,
i.e.

C∗ = bestTriples(C) ⊆ C

Obviously, C∗ = ∅ is the initial set of selected
triples.

Every generic element xi ∈ C corresponds to a
4-tuple

xi = ⟨ti, log dfi, ini, oni(C)⟩

where at the beginning ∀xi ∈ C oni = 1 as C∗ = ∅,
and wi(C

∗) = log dfi · ini.

Algorithm 1 Selection of best triples
procedure bestTriples(C)

C∗ ← ∅
R = {xi ∈ C | log dfi > τ}
while R ̸= ∅ do

x← argmax∀xi∈R, wi(C
∗)

C∗ ← C∗ ∪ {x}
▷ pruning the less informative triples

▷ according to Outer Novelty
R = {xi ∈ R | ti ̸= t ∧

min(oni(C
∗), nov(ti, t)) > ϵ}

end while
return C∗

end procedure
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Notice that τ and ϵ as the two parameters of
the algorithm: τ is the lower bound of frequen-
cies needed to discard too rare triples that are
not relevant the a news collection, while ϵ ∈
[0, 1] regulate the overall novelty of a new triple
against the already selected ones. Moreover, se-
lecting the min(oni(C

∗), nov(ti, t)) requires con-
stant time thanks to caching. In fact, ∀xi ∈
R, oni(C

∗) changes at each step as xi =
⟨ti, log dfi, ini,min(oni(C

∗), nov(ti, t))⟩, according
to the new C∗.

In essence, for each cluster, the algorithm initially
selects the triple that simultaneously maximizes
document frequency in the news corpus and Inner
Novelty from the set of viable candidates. Subse-
quently, it iterates the selection process. At each
iteration, a newly selected triple must itself exhibit
high relevance and Inner Novelty, while also demon-
strating substantial Outer Novelty concerning the
previously selected triples.

Keeping in mind the C1, C2, C3 clusters from the
example described earlier, the outcome of the best
triples selection process leads to the following sit-
uation: C1 remains intact, while in C2, redundant
triples like (“Covid”, “infect”, “patients”) and (“Hospi-
tal”, “treat”, “cure”) are pruned. Afterwards the user
can actively engage in the analysis by potentially
removing triples, adding new ones to better con-
textualize each cluster’s analysis, deleting clusters
or even suggesting additional clusters for useful
facets of the analysis overlooked by the system.
Let’s assume the user eliminates C3 as it is of little
interest for user analysis purposes.

The final step involves transforming the identified
SVO triples into prompts suitable for a Zero-shot
classification system, achieved through the utiliza-
tion of a Large Language Model (LLM) (Touvron
et al., 2023; Jiang et al., 2023; OpenAI, 2023). For
each cluster, all selected triples are fed into an LLM
alongside a prompt designed to convert them into
assertive forms that can define concepts. This pro-
cess may involve synthesizing and aptly combining
the contributions of all triples within the cluster. An
important factor is the variable number of triples per
cluster. However, the LLM can also be tasked with
generating m distinct assertions, accommodating
the diversity and breadth of information captured
by the cluster’s triples. This step of Prompt Gen-
eration is implemented by making a request to the
LLM through prompts such as: “Consider the input
triples consisting of 3 terms. I need you to gen-
erate 3 sentences, where each sentence serves
to ’describe’ the triples. The sentences you gen-
erate must follow the format ’This news is about
<complete>’ and MUST NOT exceed 12 words in
length. The triples are as follows:”. After analyzing
LLMs such as LLAMA (Touvron et al., 2023), Mis-
tral (Jiang et al., 2023), and GPT-4 (OpenAI, 2023),

we have chosen to employ GPT-4 for the quality of
the generated prompts. Currently, our selection is
solely based on empirical analyses to determine the
"best" LLM: a more comprehensive examination is
still underway. For instance, using the above triples
from the example cluster C2, statements such as
“This news is about hospitals admitting patients dur-
ing the pandemic.” or “This news is about hospitals
vaccinating patients to combat illnesses.” or “This
news is about Covid infecting lungs, posing respi-
ratory risks.” are generated. A similar strategy is
applied to provide a title for the cluster. The request
“Write a name that precisely describes the following
set of word triples. Please respond with ONLY ONE
name consisting of ONLY 2 or 3 WORDS, the triples
are as follows:" is adopted. Taking the example fur-
ther, the names of the following emerging topics
are generated starting, respectively, from the sets
C1, C2: “Covid Infections”, “Covid Healthcare
Dynamics”.

3.3. Zero-shot Classification
In the final step, Zero-shot Classification is ap-
plied to match the amassed news articles with the
identified topics, significantly enhancing the arti-
cle metadata granularity associated with specific
thematic facets. Inspired by (Yin et al., 2019), our
approach employs a Zero-shot classifier built upon
Large Language Models (LLMs) that requires no
fine-tuning. This method aligns articles to topics by
treating the task as one of natural language infer-
ence (NLI), following paradigms established in (Da-
gan et al., 2013; Bowman et al., 2015). Specifically,
it assigns each article (treated as the premise in a
classical textual entailment task) to a topic based
on the degree to which the LLM deems the text to
logically infer the topic’s defining prompt (treated as
the hypothesis corresponding to the premise). This
process ensures articles are categorically aligned
with topics through a logical inference mechanism,
offering a precise and context-aware topic associa-
tion. In our approach, we have employed a model
based on BART (Lewis et al., 2020), trained on the
Multi-Genre Natural Language Inference (MultiNLI)
corpus (Williams et al., 2018), a crowd-sourced
collection of 433k sentence pairs annotated with
textual entailment information across various gen-
res, including news3. The process involves pre-
senting a news article and, in turn, each prompt of
each generated topic, calculating a score, in terms
of probability of the “truth” of the entailment. This
evaluation allows us to determine which prompts
are activated by the news article along with the
corresponding probability.

For instance, let’s consider a scenario where we

3https://huggingface.co/facebook/
bart-large-mnli
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have a news item: “Rome, Italy - As the Eternal
City faces a concerning rise in COVID-19 cases,
Rome’s hospitals are stepping up their response
with an aggressive vaccination campaign. The re-
gional health authorities have reported a significant
increase in hospital admissions due to COVID-19,
prompting a swift reaction from the medical com-
munity. . . . ” each prompt related to the overar-
ching theme of ‘Covid Healthcare Dynamics” is
coupled with the original news excerpt to form a
composite input for the Zero-shot classifier. For
instance, the news snippet “Rome, Italy - As the
Eternal City faces a concerning rise in COVID-19
cases . . . ” is appended with a separator [SEP]
followed by a prompt such as “This news is about
hospitals vaccinating patients to combat illnesses.”
This methodology allows the classifier to generate
an internal representation of the combined input
and evaluate it against predefined categories that
determine whether the second statement is implied
by the first. For each pairing, the classifier assigns
an entailment probability score, reflecting the rele-
vance of the prompt to the original text within the
context of the selected theme. From the examples
provided, the prompt stating “This news is about
hospitals vaccinating patients to combat illnesses.”
yielded an entailment score of 0.87, indicating a
strong connection to the topic at hand. Conversely,
the statement “This news is about hospitals vac-
cinating patients to combat illnesses.” received a
lower score of 0.68, suggesting it is related but does
not capture the core aspects of the news item as
effectively. The prompt “This news is about Covid
infecting lungs, posing respiratory risks.” regard-
ing COVID-19 affecting the lungs with a score of
0.05 was not triggered, likely due to the absence
of direct reference to lung infections in the news
piece. From this small sample, it becomes clear
that the prompt with a score of 0.87 is identified as
a significant trigger for the corresponding theme
cluster, effectively encapsulating the primary focus
of the news item. The prompt with a score of 0.68,
while relevant, may not fully capture the salient as-
pects of the scenario. In contrast, the prompt with
a score of 0.01 is deemed unrelated, highlighting
the classifier’s ability to discern relevance based
on the specificity of the information provided about
the lungs.

Subsequently, an overall probability for the topic
itself is based on a composition of each of those
derived from the m individual prompts. Given m
possible prompts and their corresponding entail-
ment probabilities, we investigated the following
policies: Maximum Probability: Assigns the max-
imum score observed across prompts to the topic.
This greedy approach, however, is exposed to
imprecise outliers or spikes; Top-Best Average:
Returns the average score from the top b scores

among the topic’s prompts. This method is more
robust against outliers; Topic Average: Computes
the average score across all m prompts. The topic
is activated only when, on average, the news article
verifies all aspects described by the prompts.

Considering two topic clusters with different sets
of entailment scores for their prompts—0.87, 0.68,
0.05 for the first cluster, and 0.88, 0.19, 0.02 for a sec-
ond hypothetical cluster—we evaluate topic assign-
ment policies. The Maximum Probability method,
focusing on the highest score per cluster, initially
suggests the second cluster (0.88) as more relevant
than the first (0.87). Yet, this overlooks the compos-
ite thematic relevance of all prompts. Adopting the
Top-Best Average method with b = 2, we find that
the average of the top two scores offers a more nu-
anced perspective: 0.775 for the first cluster versus
0.535 for the second. This method, by mitigating
outlier influence, indicates a stronger alignment of
the first cluster with the news, demonstrating the
importance of a broader assessment beyond sin-
gle peak scores for more accurate topic relevance
evaluation.

4. Experimental Evaluation

The experimental section is designed to evaluate
the effectiveness of our workflow, which includes
a series of complex steps ranging from web page
collection, and topic generation, to the 0-shot classi-
fication of retrieved news articles. The core hypoth-
esis of this experiment is that the model is effective
if it can accurately re-process news articles previ-
ously categorized by the analysts under specific
themes. It should regenerate consistent topics and
associate the news articles to the topics coherently
with the analysts’ original choices. The workflow’s
success is measured according to the comparison
between probabilities assigned to the method and
those expected, as derived from the analyst anno-
tation. First, the model is used to generate distinct
topics based on the input analyst classes: in this
way, the initial association between news articles
and their original theme is known. Subsequently, if
the system classifies the news articles according to
the newly generated topics, and these topics align
closely with the input themes, then the model is
performing in harmony with the analyst’s expecta-
tion.
Experimental setup. During the surveillance pe-
riod from February 2020 to September 2022, ana-
lysts concentrated on monitoring COVID-19 out-
breaks across various epidemiological settings.
Within this timeframe, ISS experts manually cat-
egorized a total of 2,254 news articles, associated
to “Covid Variants” (313 news), “Nursing Homes
Outbreaks” (682), “Hospital Outbreaks” (417),
“School Outbreaks” (574) and Family/Friend
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Outbreaks” (268). It’s important to note that for
their analysis, the analysts focused on a subset of
topics at a time and could only associate a news
article with a subset of those that manifested, such
as a news piece discussing an outbreak in a hos-
pital and then in a nursing home. To generate the
topics and attempt to replicate the analysis per-
formed on the documents, we selected a couple of
seed words for each input theme: “Covid Variants”
corresponds to “variant” and “English variant”, “omi-
cron variant”, “delta variant”; “Nursing Homes” is
represented by “healthcare worker” and “elderly”,
“healthcare residence”; for “Hospital Outbreaks”
the seeds are “Hospital”, “department”, “patient”,
“contagion”; “School Outbreaks” is expressed by
“school”, “remote learning”, “student”, “teacher”;
and “Family/Friend Outbreaks” corresponds to
“parent”, “family member”, “condominium”, “rela-
tive”. To generate the topics, seed words were se-
lected for each input theme, and parameters were
evaluated to model the process closely. For the
linguistic triple generation step, we expanded the
search to include a broad range of verbs and nouns,
specifically setting ev = 150 for verbs and en = 100
for nouns. The process was carried out for each
topic individually, applying Triple Clustering with
values of k = 2, 3, 4. This range was chosen to
prevent an overwhelming proliferation of clusters
while still capturing a diverse array of topics. To
mimic the analytical phase typically performed by
an analyst, clusters were selected based on which
k values yielded the most coherent and relevant
topics. The pruning process, as outlined in Algo-
rithm 1, was guided by specific parameters for mea-
suring novelty within and between the generated
triples. For Inner Novelty, the parameters were
set as βSV = 0.25, βSO = 0.65, and βVO = 0.10.
These parameters helped assess how distinct each
SVO triple argument was from the others, ensuring
a richer semantic variety within the topics. Outer
Novelty, which measures the diversity between
triples, was regulated with γS = 0.25, γO = 0.10,
and γV = 0.65. The threshold ϵ = 0.3 in the al-
gorithm ensured that only the triples significantly
different from those already selected were chosen,
simulating an analyst’s decision-making process
in refining the topics. Ultimately, this approach led
to the generation of 11 distinct clusters for 44 to-
tal prompts. For each of these generated topics,
the system requested m prompts to facilitate the
prompt generation phase. The detailed list of clus-
ters and their respective prompts, which form the
backbone of our topic generation and classification
process, is provided in Appendix A. Finally, the in-
dividual news articles were associated with topics
by applying the Zero-shot classifier, determining an
association score for each of the 44 prompts.

Results. To assess the quality of the classification

system in accurately associating news articles with
the correct topics, aligning with the input themes,
we examined the system’s ability to assign a score
to each news article for the single class identified by
the analyst (referred to as the positive class) used
to distinguish it through the probabilities associ-
ated with unrelated themes (referred to as negative
classes). Notice that, as we cannot rely on the
hypothesis that each news article belongs to only
one correct class, studying the overall behaviors of
the method requires studying its probability distribu-
tions. Probability scores depend on the three poli-
cies defined for Zero-shot classification. Another
reference policy can be added, allowing a news
article to be associated with the average value of
all prompts generated from the seeds related to
that input topic or associated class, thus called the
Class average policy. In Figure 1, the distributions
of scores associated with each generated topic are
shown for each defined policy. The distributions of
scores for positive (pos) and negative (neg) classes
are depicted in blue and orange respectively, by
assuming a normal distribution given by its mean
(µ) and standard deviation (σ). It is interesting to
note how, for each policy, the system is shown ca-
pable of separating the distributions, confirming its
ability to re-associate news articles with topics con-
sistently with the original analysts’ classifications.
Clearly, the smaller the intersection between the
two curves, the greater the system’s ability to repli-
cate the work of the analysts. It is interesting to note
that in the policy called Best Probability, selecting
the prompt that maximizes the association proba-
bility by observing only one prompt in the class has
a high mean for positives (µ = 0.66 in Figure 1 (a)).
Unfortunately, there are also several spikes for the
discarded classes with a mean (µ = 0.42). This
could be due to other topics, generated for other
input themes, being often activated, apparently in
disagreement with the analyst. However, generally,
analysts have only selected one major topic, and it
is possible they discarded other topics that are part
of the article discussion. Moving to Figure 1 (b),
by taking the average of the first b = 2 in the Top-
Best Average policy, the average values predictably
tend to decrease, and interestingly, the standard
deviation also decreases because the spikes are
mitigated. This phenomenon is further evident in
Figure 1 (c) where averaging all prompts in a gen-
erated topic forces a topic to cover practically all
sub-themes discussed in the topic, according to
the Topic Average policy. Pushing the situation fur-
ther in Figure 1 (d), where all prompts of all topics
generated for a class are averaged, it is evident
that the means significantly decrease (dropping to
µ = 0.28 for positives) but the negatives are prac-
tically nullified (with a µ = 0.16) and the standard
deviations are greatly reduced, also reducing the

75



0.0 0.2 0.4 0.6 0.8 1.0

Pos : 0.66, : 0.24
Neg : 0.42, : 0.26

(a) Best probability
0.0 0.2 0.4 0.6 0.8 1.0

Pos : 0.52, : 0.23
Neg : 0.31, : 0.2

(b) Top-Best Average
0.0 0.2 0.4 0.6 0.8 1.0

Pos : 0.36, : 0.18
Neg : 0.2, : 0.14

(c) Topic Average
0.0 0.2 0.4 0.6 0.8 1.0

Pos : 0.28, : 0.14
Neg : 0.16, : 0.11

(d) Class Average

Figure 1: Distributions of scores for generated topics per policy, showing positive and negative classes
with the corresponding means (µ) and standard deviations (σ).

intersection area between the curves. This sug-
gests the importance of having multiple prompts in
individual topics to make the system more stable
and avoid associations due to possible spikes.
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Figure 2: Accuracy

We then assessed the system’s ability to reclas-
sify individual news articles, ranking the classes
based on the scores suggested by the system’s
topics, as shown in Figure 2: the y-axis represents
accuracy, while the x-axis lists the classes. As men-
tioned, it’s not necessarily the case that if the first
class proposed by the system is incorrect, the sys-
tem’s handling is flawed. Therefore, we calculated
accuracy for correctly identifying just the first class
(c=1), but also for c=2, then c=3, up to c=5 (where,
by construction, accuracy is 1.0). The Best Proba-
bility policy confirms its vulnerability to spikes, with
accuracy at c=1 of 0.51 and c=2 of 0.75. This is
significantly compensated by the various policies,
as evidenced by the distributions in Figure 1, with
Top-best Avg at c=1 having an accuracy of 0.57,
Topic Average at c=1 rising to 0.62, and then Class
Average at c=1 reaching 0.67. Interestingly, more
than 88% of the news articles are reassociated with
the analysts’ topics if only the first two system sug-
gestions are considered under the Class Average
policy. The experimental results emphasize the
benefits of our approach, in accurately mapping
news articles to relevant topics, demonstrating the
workflow’s potential to streamline Epidemic Intelli-
gence processes. An error analysis is reported in

Appendix B.

5. Conclusion

This study presented a novel framework utilizing
Large Language Models (LLMs) to enhance Epi-
demic Intelligence through automated topic discov-
ery and 0-shot classification. We aimed to address
in this way the challenge of effectively identifying
and categorizing potential health hazards, with a fo-
cus on the COVID-19 pandemic. Our methodology
diverges from traditional probabilistic models by
offering explicit analytical support through the gen-
eration of actionable topic statements, thereby fa-
cilitating a Zero-shot classification mechanism that
accurately matches news articles to defined topics
without resorting to fine-tuning. Our methodology,
integrating a decoder LLM, faces potential limita-
tions highlighted by (Huang et al., 2023), such as
susceptibility to hallucinations. This affects the gen-
eration of prompts and topic names, which could
lead to inaccurate descriptions of emerging argu-
ments. Our approach, however, is not designed
as an inflexible, fully automated system that dimin-
ishes the role of analysts. Rather, it is intended
to enhance and enrich their analytical capabilities,
promoting an interactive and collaborative explo-
ration of data. Analysts maintain the capacity to
modify outputs at any stage, enabling them to se-
lect relevant topics or refine prompts for Zero-shot
classification, thereby ensuring a more accurate
and insightful analysis.

The results from our experimental evaluation
highlight the robustness and effectiveness of our
workflow in aligning with the analytic processes
traditionally employed by experts in Epidemic In-
telligence. The implementation of multiple clas-
sification policies has demonstrated a significant
improvement in the system’s ability to accurately
associate news articles with relevant topics. This
advancement is evident in the increased accuracy
rates and the reduction of classification errors, un-
derscoring the system’s capacity to handle complex
thematic categorizations reliably.
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A. Emerging Topics and prompts.

In this section, we present the topics and prompts
that were generated and used in the experimental
evaluation detailed in Section 4. For each cluster,
we list the original prompts used in the experimen-
tation and, for the convenience of the reader, their
translation into English.

A.1. Topic: Covid Variants
C1: “Diffusione delle varianti” / “Spread of vari-
ants”

• “Questa notizia riguarda una variante che
richiede un accurato sequenziamento per mon-
itorarne l’evoluzione.” / “This news is about
a variant that requires careful sequencing to
monitor its evolution.”

• “Questa notizia riguarda la capacità di sequen-
ziare le varianti in casi complessi.” / “This news
is about the ability to sequence variants in com-
plex cases.”

• “Questa notizia riguarda come le varianti pos-
sono mutare il virus nel tempo.” / “This news is
about how variants can mutate the virus over
time.”

• “Questa notizia riguarda la diffusione delle vari-
anti.” / “This news is about the spread of vari-
ants.”

C2: “Diffusione variante inglese” / “Spread of
the English variant”

• “Questa notizia riguarda la vaccinazione per
non incorrere in aumento di casi positivi.” /
“This news is about vaccination to avoid an
increase in positive cases.”

• “Questa notizia riguarda la necessità di vac-
cinare la popolazione contro la variante in-
glese.” / “This news is about the need to vac-
cinate the population against the English vari-
ant.”

• “Questa notizia riguarda la scoperta di un caso
positivo relativo alla variante inglese.” / “This
news is about the discovery of a positive case
related to the English variant.”

• “Questa notizia riguarda la diffusione della vari-
ante inglese.” / “This news is about the spread
of the English variant.”

A.2. Topic: Nursing Homes Outbreaks
C3: “Cura degli ospiti nelle RSA” / “Care of residents
in nursing homes”

• “Questa notizia riguarda la necessità di ricover-
are pazienti in una residenza sanitaria per anziani
(RSA).” / “This news is about the need to hospitalize
patients in a nursing home for the elderly.”

• “Questa notizia riguarda le procedure necessarie
per accogliere un ospite nella residenza sanitaria
per anziani (RSA).” / “This news is about the neces-
sary procedures to welcome a guest into the nursing
home for the elderly.”

• “Questa notizia riguarda le misure prese per isolare
un ospite infetto nella residenza sanitaria per anziani
(RSA).” / “This news is about the measures taken
to isolate an infected guest in the nursing home for
the elderly.”

• “Questa notizia riguarda la cura degli ospiti nelle
RSA.” / “This news is about caring for guests in
nursing homes for the elderly.”

C4: “Covid negli ospizi” / “Covid in nursing homes”
• “Questa notizia riguarda l’importante compito di vac-

cinare gli anziani contro il COVID.” / “This news is
about the important task of vaccinating the elderly
against COVID.”

• “Questa notizia riguarda l’importanza di isolare le
residenze sanitarie per anziani (RSA) per prevenire
focolai di COVID.” / “This news is about the impor-
tance of isolating nursing homes for the elderly to
prevent COVID outbreaks.”

• “Questa notizia riguarda la necessità di ricoverare i
pazienti COVID nelle residenze sanitarie per anziani
(RSA) per cure adeguate.” / “This news is about
the need to hospitalize COVID patients in nursing
homes for the elderly for proper care.”

• “Questa notizia riguarda il covid negli ospizi.” / “This
news is about covid in nursing homes.”

A.3. Topic: Hospital Outbreaks
C5: “Gestione dell’emergenza in ospedale” / “Emer-
gency management in the hospital”

• “Questa notizia riguarda il paziente che risultò posi-
tivo al test presso la struttura ospedaliera.” / “This
news is about the patient who tested positive at the
hospital facility.”

• “Questa notizia riguarda il reparto di terapia inten-
siva all’interno dell’ospedale.” / “This news is about
the intensive care unit within the hospital.”

• “Questa notizia riguarda un reparto dell’ospedale
pronto a soccorrere ogni paziente.” / “This news is
about a hospital department ready to assist every
patient.”

• “Questa notizia riguarda la gestione dell’emergenza
in ospedale.” / “This news is about the emergency
management in the hospital.”

C6: “Impatto dell’epidemia: Ricovero ospedaliero” /
“Impact of the epidemic: Hospitalization”

• “Questa notizia riguarda un ospedale che offre
servizi di ricovero per i residenti.” / “This news is
about a hospital that provides hospitalization ser-
vices for residents.”
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• “Questa notizia riguarda l’ospedale che si occupa
di ricoverare i casi di COVID.” / “This news is about
the hospital that takes care of hospitalizing COVID
cases.”

• “Questa notizia riguarda un ospedale in una città,
dove vengono ricoverate persone malate.” / “This
news is about a hospital in a city where sick people
are hospitalized.”

• “Questa notizia riguarda il ricovero ospedaliero dei
casi.” / “This news is about the hospitalization of
cases.”

C7: “Impatto dell’epidemia: Contagio in ospedale” /
“Impact of the epidemic: Hospital contagion”

• “Questa notizia riguarda un paziente che risulta pos-
itivo al virus in ospedale.” / “This news is about a
patient who tested positive for the virus in the hos-
pital.”

• “Questa notizia riguarda il paziente che è risultato
negativo al test.” / “This news is about the patient
who tested negative.”

• “Questa notizia riguarda il contagio in ospedale che
si può prevenire vaccinando ogni caso.” / “This
news is about hospital contagion that can be pre-
vented by vaccinating each case.”

• “Questa notizia riguarda i contagi che avvengono
in ospedale.” / “This news is about the contagions
that occur in the hospital.”

A.4. Topic: School Outbreak
C8: “Impatto della didattica a distanza” / “Impact of
distance learning”

• “Questa notizia riguarda la chiusura della scuola
conseguente all’attivazione della didattica a dis-
tanza.” / “This news is about the school closure
following the activation of distance learning.”

• “Questa notizia riguarda l’importanza di rispettare le
misure di sicurezza a scuola.” / “This news is about
the importance of respecting safety measures at
school.”

• “Questa notizia riguarda gli studenti che frequentano
le scuole durante l’epidemia.” / “This news is about
the students attending schools during the epidemic.”

• “Questa notizia riguarda l’impatto della didattica a
distanza sulla scuola.” / “This news is about the
impact of distance learning on school.”

C9: “Conseguenze dell’epidemia nella scuola” /
“Consequences of the epidemic in schools”

• “Questa notizia riguarda l’insegnante che ha con-
tribuito a contagiare un focolaio a scuola.” / “This
news is about the teacher who contributed to infect-
ing a outbreak at school.”

• “Questa notizia riguarda lo studente che risulta de-
tenere il virus positivo.” / “This news is about the
student who tested positive for the virus.”

• “Questa notizia riguarda le conseguenze
dell’epidemia nella scuola.” / “This news is
about the consequences of the epidemic in
schools.”

A.5. Topic: Family Outbreaks
C10: “Impatto familiare della pandemia” / “Family
impact of the pandemic”

• “Questa notizia riguarda un familiare che è stato
contagiato in un focolaio.” / “This news is about a
family member who was infected in an outbreak.”

• “Questa notizia riguarda un genitore che è stato vac-
cinato ma risulta positivo.” / “This news is about a
parent who has been vaccinated but tested posi-
tive.”

• “Questa notizia riguarda un focolaio familiare che
ha contagiato molte persone.” / “This news is about
a family outbreak that has infected many people.”

• “Questa notizia riguarda l’impatto sulle famiglie della
pandemia.” / “This news is about the impact on
families of the pandemic.”

C11: “Vaccinazione familiare COVID” / “Family
COVID vaccination”

• “Questa notizia riguarda la vaccinazione di gruppi
di persone conoscenti.” / “This news is about the
vaccination of groups of acquaintances.”

• “Questa notizia riguarda il timore di un familiare di
contagiare altre persone con il coronavirus.” / “This
news is about the fear of a family member of infect-
ing other people with the coronavirus.”

• “Questa notizia riguarda l’importanza di vaccinare
per proteggere la salute di parenti e amici.” / “This
news is about the importance of vaccinating to pro-
tect the health of relatives and friends.”

• “Questa notizia riguarda la vaccinazione di famiglie
contro il COVID.” / “This news is about the vaccina-
tion of families against COVID.”

B. Error analysis

In the experimental evaluation reported in Section
4, the system manages to classify 67% of the news
articles when a single class is proposed, and this
figure rises to more than 88% if only the first two sys-
tem suggestions are considered under the Class
Average policy.

To understand the reason behind the discrep-
ancy in these results, we examined the confusion
matrix presented in Figure 3, which shows which
classes were confused with each other. In the ma-
trix, the analysts’ annotations are on the rows, and
the system’s proposed associations when only one
class is proposed are on the columns. Most of
the classifications considered incorrect when only
the first class is proposed (but corrected when two
are proposed, indicating the second is correct) are
news articles originally associated with the input
topic Nursing Homes Outbreaks or School Out-
breaks, which are classified as Family/Friend Out-
breaks, or Nursing Homes Outbreaks classified
as Hospital Outbreaks.
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Figure 3: Confusion matrix

This observation implies that discussions about
nursing homes may naturally reference families
rather than hospitals, as these topics are inherently
related. Motivated by this, we conducted a manual
analysis of cases that would have been deemed er-
rors. This deeper examination may reveal nuances
in the data that automated classification initially
overlooked, underscoring the complex interplay be-
tween seemingly distinct topics and the importance
of contextual understanding in accurately catego-
rizing news articles.

For example, consider the following news article:

“«La variante inglese era presente in un
caso su cinque, ma nelle ultime due set-
timane la diffusione è molto aumentata».
Così parlava tre giorni fa la dottoressa An-
tonia Ricci, direttrice generale dell’istituto
zooprofilattico di Legnaro. Ora gli effetti
si vedono e fanno paura: un focolaio è
stato registrato in un gruppo di bambini
di San Martino di Lupari e poi il contagio
si è propagato in diverse zone dell’Alta
Padovana costringendo l’Ulss ad una de-
cisione drastica: quattro scuole chiuse. Il
sindaco è stato invitato ad avviare la di-
dattica a distanza per l’asilo Campagnalta
e per la scuola elementare Sauro, dove
è stato registrato il primo cluster. Stesso
provvedimento anche per la materna Al-
marech di Villa del Conte e soprattutto per
il liceo Tito Lucrezio Caro di Cittadella.”

The system predicted the class as Covid Vari-
ants, primarily due to the strong activation of the
prompt “This news is about the discovery of a pos-
itive case related to the English variant” which re-
ceived a confidence score of 0.98. The sentence
“The prevalence of the English variant has signifi-
cantly increased in the past two weeks, transition-
ing...”, would suggest a specific relevance of the
mentioned prompt to the news at hand. Conversely,

the original classification was School Outbreak,
a category significantly represented by the prompt
“This news is about the school closure following
the activation of distance learning”, achieving a
confidence score of 0.84. In this case, it is worth
noting how the prompt’s score can be justified by
the statement “The mayor has been invited to initi-
ate distance learning for the Campagnalta kinder-
garten and Sauro elementary school...”. Therefore,
the system’s prediction of Covid Variants as the
primary class, with a higher confidence score for
the prompt related to the English variant, reflects
the significant mention of the variant in the article.
However, the original class School Outbreak is
also strongly represented, especially given the spe-
cific actions taken in response to the outbreaks in
schools. This discrepancy suggests that while the
variant’s presence is a crucial aspect of the news,
the article’s core subject revolves around the impli-
cations of this presence on local schools. This case
exemplifies the nuanced understanding required in
classifying news articles, where multiple relevant
themes can coexist, emphasizing the importance
of considering all potential topics when classifying
complex news stories.

Let us consider another example:

“Coronavirus. Ortona. Focolaio nella casa
di riposo ’Don Bosco’: 43 positivi. Contagi
in ospedale nella struttura, che occupa i
locali dell’ex Istituto salesiano, sono stati
riscontrati 43 casi di Covid-19, dopo che
sono stati effettuati tamponi a tappeto. Gli
ospiti contagiati sono 33 e sono 10 coloro
che, tra addetti e personale, hanno con-
tratto l’infezione. "Situazione costante-
mente monitorata dalla Asl e da noi", dice
il sindaco Leo Castiglione. Sette degli
anziani positivi, quelli che presentano sin-
tomi, sono stati trasferiti in ospedale a Chi-
eti. Attenzione anche sull’ospedale "Bern-
abeo", dove il reparto di Lungodegenza si
è trasformato in un focolaio, con 10 pazi-
enti positivi. Erano otto ma nelle ultime
ore i casi sono aumentati. Nel reparto al
momento stop a ricoveri e a dimissioni.
Nel Centro di procreazione medicalmente
assistita, invece, sono cinque gli operatori
sanitari che hanno preso il virus.”

The article led to the system predicting Hospital
Outbreaks as the primary class, significantly influ-
enced by the activation of the prompt “This news is
about the hospital that takes care of hospitalizing
COVID cases.” which received a high confidence
score of 0.96. This prediction underscores the fo-
cus on hospital-related aspects of the outbreak,
particularly the transfer of symptomatic elderly pa-
tients to a hospital and the emergence of a cluster
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within the hospital’s long-term care department. As
is evident, for instance, in the sentence “Seven of
the elderly individuals who tested positive, those
exhibiting symptoms, have been transferred to the
hospital in Chieti”. However, the original classifica-
tion was Nursing Homes Outbreaks, which also
finds strong representation through the activation
of the prompt “This news is about covid in nurs-
ing homes.” with a confidence score of 0.89. This
classification captures the article’s primary focus
on a COVID-19 outbreak in a nursing home, in-
cluding the infection of residents and staff, which
constitutes the core event described.

Finally, let us consider:

“Ladispoli, coronavirus nuovo focolaio alla
Rsa Gonzaga. Parte il primo drive in della
zona Finora 13 positivi nella struttura, tra
degenti e operatori. Altro focolaio dopo
una festa tra bambini: una mamma aveva
il virus. Tre operai contagiati anche all’Fca
di Cassino.”

In this instance, the system classified the news ar-
ticle under Family Outbreaks, predominantly due
to the prompt “This news is about a family mem-
ber who was infected in an outbreak.” being highly
activated with a confidence score of 0.83. This clas-
sification highlights the mention of a family-related
outbreak following a children’s party within the ar-
ticle, which could explain the system’s inclination
towards the Family Outbreaks class.

However, the intended classification was Nurs-
ing Homes Outbreaks, which is significantly less
represented in the system’s evaluation, demon-
strated by the most activated prompt, “This news
is about caring for guests in nursing homes for the
elderly.” receiving a lower confidence score of 0.34.
This outcome indicates that while the article does
mention a new outbreak at a nursing home (“Rsa
Gonzaga”) and provides a count of infected individ-
uals, the mention of a family-related incident might
have skewed the system’s prioritization towards
Family Outbreaks.
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Abstract
We aim to develop a metric of politicization by investigating whether this concept can be operationalized computa-
tionally using document embeddings. We are interested in measuring the extent to which foreign aid is politicized.
Textual reports of foreign aid projects are often made available by donor governments, but these are large and
unstructured. By embedding them in vector space, we can compute similarities between sets of known politicized
keywords and the foreign aid reports. We present a pilot study where we apply this metric to USAID reports.

Keywords: Politicization, foreign aid, document embeddings, Development Experience Clearinghouse

1. Introduction

When foreign aid is provided for political vs. altru-
istic interests, aid effectiveness is expected to suf-
fer. However, evidence for this relationship – and
the mechanisms through which it operates – is lim-
ited. This is due in large part to the fact that politi-
cization tends to be operationalized quite bluntly.
In addition, most studies of aid project effective-
ness exclude the world’s largest donor (the United
States Agency for International Development, US-
AID), since USAID does not rate project effective-
ness on a common numerical scale. However,
the agency does make project evaluations publicly
available through the agency’s Development Expe-
rience Clearinghouse (DEC).1

The DEC provides access to over 10,000 evalu-
ations spanning a range of activities and time peri-
ods. Unlike many of its peer foreign aid agencies,
USAID does not have an independent evaluation
agency but rather contracts evaluation out to vari-
ous private firms. The evaluations thus comprise
a range of formats and styles.

As a survey by Németh (2023) shows, NLP
methods have been applied extensively and fruit-
fully to study the related notion of political polar-
ization, showing that this concept can be success-
fully modeled on the basis of models trained on
natural language data such as word embeddings.
Unstructured natural language data is available in
the DEC, annotated with categorical metadata rep-
resenting variables of interest such as sectors. As
the reports are fairly substantial (about 16k tokens

1https://dec.usaid.gov/dec/home/
Default.aspx

per report on average) there should be enough in-
domain training material for statistical NLP meth-
ods in these reports.

In this work, we aim to develop a metric of
politicization by investigating whether this con-
cept can be operationalized computationally. We
also present a pilot study using a Doc2Vec-based
method to quantify politicization of foreign aid re-
ports in a sample of the DEC corpus.

2. Related work

In the context of foreign aid, politicization has oc-
curred when “disagreements over the means to
achieve a given goal are drawn along ideologi-
cal lines that correspond to distinct political con-
stituencies” (Carlitz, 2023, p. 9). This may affect
the effectiveness of aid projects. The politicization
of foreign aid has been studied primarily in terms
of donor characteristics, as well as the dyadic re-
lationships between particular donors and recipi-
ents. The most prominent operationalization of
politicization considers whether donors and recipi-
ents are in some way aligned – where allegiances
are measured using voting patterns in the UN gen-
eral assembly (Bobba and Powell, 2007) or look-
ing at joint membership in the UN Security Council
(Dreher et al., 2018). Scholars have also exam-
ined the influence of political misalignment and ide-
ological distance between donor and recipient gov-
ernments (Dreher et al., 2015). Scholars have fur-
ther inferred donor motives (and thus politicization)
by examining the effect of aid given for develop-
mental vs. ‘strategic’ purposes (Kilby and Dreher,
2010). Such blunt operationalizations make it diffi-
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cult to distinguish relative politicization of different
activities funded by the same donor, or otherwise
provide for nuanced analysis.

2.1. Political NLP
The use of natural language processing to extract
information from political texts and discourses has
been explored from various angles, often driven
by practical research questions. For example,
one line of work is applying dimensionality re-
duction techniques, such as Latent Semantic In-
dexing (LSI), to identify political preferences in
US elections (Bonica, 2013, 2014). Rheault and
Cochrane (2019) investigated the potential of ap-
plying n-gram language modelling and Principal
Component Analysis (PCA) for capturing ideologi-
cal placements of parties in the US House.

Parallel efforts at the document level have em-
ployed NLP to analyze polarization in parliamen-
tary systems (Peterson and Spirling, 2018), party
affiliation (Yu et al., 2008) and news coverage
(Chinn et al., 2020). Work on uncovering linguis-
tic indicators of polarization often employs unsu-
pervised learning methodologies. Moreover, the
task of classifying political affiliations based on
speech (Binder, 1999) and tweet texts (Demszky
et al., 2019) has been explored with various ma-
chine learning algorithms, such as random for-
est classifiers. In the context of legal texts, Nay
(2016) extended the Word2Vec model to embed
institution-specific representations into a shared
vector space, taking temporal relationships be-
tween them into account. This allows for the
comparison of policy differences across US Con-
gresses and sitting Presidents. However, in the
landscape of international development projects,
as Moore et al. (2023) note, there is a lack of work
that specifically employs embedding techniques to
extract, label and rate text from foreign aid evalua-
tion reports.

Document embeddings have gained significant
attention in the field of computational social sci-
ence due to their ability of capturing abstract se-
mantic information from textual data. Introduced
by Le and Mikolov (2014), Doc2Vec extends the
Word2Vec model (Mikolov et al., 2013) to generate
a fixed-length representation of a given variable-
length piece of text, allowing the model to be eas-
ily adapted to infer dense vector representations
of sentences, paragraphs or entire documents in
an unsupervised manner. There are two main ap-
proaches in Doc2Vec, so-called Distributed Bag-
of-Words (DBOW) and Distributed Memory Para-
graph Vectors (DMPV). DBOW treats each docu-
ment as a single representation for context word
prediction, ignoring the order of words within the
document. DMPV preserves the order by using
both document representation vector and the word

vectors in the context to make predictions. Recent
applications of Doc2Vec include sentiment analy-
sis (Chen and Sokolova, 2021; Shuai et al., 2018;
Liang et al., 2020), text classification (Dogru et al.,
2021; Aubaid and Mishra, 2020; Lee and Yoon,
2018), topic modelling (Budiarto et al., 2021), po-
larized news detection (Srivastava et al., 2019)
and political polarization on Wikipedia (Gode et al.,
2023). The model’s success on these related
tasks suggests that the rich semantic representa-
tions of documents that Doc2Vec provides also
have the potential to operationalize a metric of
politicization.

3. Data and method

USAID’s Development Experience Clearinghouse
(DEC) represents a rich and largely untapped
resource capturing information on aid projects
funded by the US government. USAID’s evalua-
tion policy (USAID, 2020) stipulates that external
evaluations must be carried out for (1) all activi-
ties with a total cost exceeding $20 million and (2)
each “intermediate result”2 within a country strat-
egy. The policy further stipulates that plans for the
dissemination and use of evaluations must be de-
veloped and that evaluation final reports and their
summaries must be submitted within three months
of completion to the DEC.

Scholars have just begun to leverage the rich
information contained in the DEC. For instance,
Moore et al. (2023) have developed a standardized
taxonomy for benchmarking projects in the agricul-
ture sector. This work lays the foundation for a ma-
chine learning algorithm that extracts information
on the effectiveness of different interventions and
developed standard metrics.

Our study focuses on health projects, for which
the DEC contains 4,000 evaluations spanning 70
years. We expect politicization to vary across sec-
tors and activities, arguing that reproductive and
maternal healthcare is more politicized than, e.g.,
malaria control. Following the approach of Moore
et al. (2023), we used a balanced sample of 99 re-
ports written from 2003 to 2021 on projects in the
health sector.

In selecting the sample, we addressed the limi-
tations inherent in the keyword tagging system of
the DEC. Recognizing the frequent inaccuracies

2According to USAID’s Program Cycle Operational
Policy, an intermediate result [IR] is defined as, “A com-
ponent of a Results Framework in a Mission’s CDCS
[Country Development Cooperation Strategy]. Interme-
diate Results are seen as an essential contribution to
advancing a DO [Development Objective]. IRs are mea-
surable results that may capture a number of discrete
and more specific lower-level results and often define
the purpose of projects” (USAID, 2022, p. 127).
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in the DEC’s keyword-based search functionality,
our methodology employed the Development Evi-
dence Large Learning Model (DELLM)3, a propri-
etary Large Language Model fine-tuned in collab-
oration with USAID technical experts. This model
demonstrates enhanced capability in accurately
categorizing project reports by sector.

The DEC database API was used to operational-
ize this approach. This integration facilitated an ex-
haustive analysis wherein DELLM processed the
entirety of the DEC’s repository to accurately la-
bel documents as either ‘final evaluations’ or ‘final
grantee reports’ within the health sector. Subse-
quent to this categorization process, a balanced
random sampling technique was applied to select
a representative subset of 99 labeled reports for
further analysis. The sample was balanced to
have an even representation of years and coun-
tries in which the projects took place.4

All but one report are in English and the resulting
corpus is 1.6M tokens in size. A vast majority of the
reported projects in the sample took place on the
African continent but that is representative of the
data. Some relevant metadata for the reports is
available on the DEC website, most importantly in-
cluding standardized USAID thesaurus keywords
(Donnelly, 2021) for the topics covered in the re-
port. We use these document keywords as labeled
data for evaluation.

3.1. Keyword coding
We derived keywords that describe health-related
topics from the USAID thesaurus (Donnelly, 2021).
The USAID thesaurus keywords are based on
165.000 USAID documents, from across the world,
spanning more than 50 years of USAID activi-
ties. The USAID thesaurus keywords are com-
monly used to classify the contents of docu-
ments, including USAID project reports (USAID-
KSC, 2012). Keywords can be understood as rep-
resenting the subjects, targets, and interventions
of USAID activities. Examples of keywords are
‘health’, ‘HIV/AIDS’, and ‘bednets’. We derived our
keywords from the thesaurus categories relevant
to the health sector. Specifically, our keywords are
taken from the section ‘health and safety’ and the
‘family planning’ sub-section within the ‘population
and demography’ section.5

We classify our keywords as politicized (scored
3), non-politicized (1), or potentially politicized (2).

3https://www.developmetrics.com/
our-capabilities/

4Sample selection and text extraction from the DEC
was performed in collaboration with DevelopMetrics,
https://www.developmetrics.com/. None of the
authors of this study are affiliated with DevelopMetrics.

5Sections K and S14 in the USAID thesaurus.

Following Carlitz’s (2023) notion that the reproduc-
tive health sector is more politicized than other sec-
tors, we classified such keywords as politicized.
We classify keywords that are not related to repro-
ductive health as non-politicized. Lastly, we clas-
sify keywords that capture interventions/targets
that can be related to either reproductive or non-
reproductive health as potentially politicized. Ex-
amples of keywords within the three categories are
‘condoms’, ‘eye diseases’, and ‘health education’.
The classification was done by co-authors with ex-
pertise in political science.

3.2. Model
We use Doc2Vec (Le and Mikolov, 2014) in its
Gensim (Řehůřek and Sojka, 2010) implementa-
tion, trained on the aforementioned DEC corpus,
to obtain a potential politicization metric. As our
dataset is small for training Doc2Vec, we follow
Lau and Baldwin’s (2016) approach in initializing
Doc2Vec with pretrained word embeddings.6 The
pre-trained word-embedding used is the Common
Crawl 300-d vectors with 840b tokens. We chose
the DMPV training algorithm which can retain or-
der and thus usually generate better results7.

We use the model to generate 300-dimensional
vectors for each report in the DEC corpus. Based
on a list of keywords, it can retrieve the most or
least similar documents to the keyword’s vectors.
We create query vectors by averaging the vectors
of query words, with the word vectors coming from
the trained model. If the keyword contains more
than one word, we split it into single words and
take the average vector; we also skip words that
are not in the vocabulary of the pre-trained word-
embedding model. Using these document embed-
dings and the hand-coded politicized keywords,
we can obtain a potential metric of politicization for
a target document by calculating the cosine similar-
ity between the average vector of keywords coded
as politicized and the target document.

3.3. Evaluation method
Ideally we would evaluate this approach directly by
manually assigning each report a gold standard
politicization score and computing the correlation
with our metric, but the political scientists in our
team consider this an infeasible annotation task
due to the abstract nature of the concept.

Instead, we use an indirect ‘silver standard’ ap-
proach based on the report metadata available in
the DEC. We score the reports based on whether

6https://github.com/maohbao/gensim
7Model hyperparameters: vector_size: 300;

min_count: 1; epochs: 50; dm: 1; seed: 240123.
Punctuation and stopwords were removed.
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the reports are labeled with politicized keywords in
the DEC metadata, and call this the silver score.
We then test whether our metric correlates with
this silver score, hypothesizing that reports with a
higher silver score also get a higher similarity score
from our Doc2Vec model. On average, every re-
port has 8 keywords in the DEC metadata, which
may be coded differently (scored between 1 and 3
where 3 is politicized, cf. section 3.1). We turn this
into a silver standard score by computing the aver-
age score of all keywords. If a keyword was not
scored by our annotators (e.g. it is not related to
the health sector) it gets a score of 1. Documents
with a larger proportion of keywords that we coded
as politicized thus have a higher silver score.

We consider this a valid evaluation because the
Doc2Vec model does not have access to this key-
word metadata. The USAID thesaurus keywords
are not explicitly listed in the report, although if the
keyword is a common word like ‘disease’, it will be
mentioned in the running text. Some more abstract
keywords such as ‘mass media’ do not occur in the
report text at all. By receiving an average vector of
politicized keywords, the model only has access to
our politicization coding at the keyword level, not at
the document level. Thus the connection to docu-
ments is not given and should be inferred.

4. Results

We compute the cosine similarity between the av-
erage politicized keyword vector and the document
vectors, using this similarity as our metric. We use
the Spearman correlation coefficient to estimate
the correlation between our metric and the silver
score for all documents. The coefficient obtained
is ρ = 0.280 with a p-value of 0.005, a weak but
statistically significant correlation.

Figure 1 shows all documents ranked by their
similarity score plotted against their silver score.
This figure shows that top ranked documents on
average cover topics that are more politicized ac-
cording to our annotators, but with some clear de-
viations from the linear trend around the middle
ranks. This suggests that there may be a cluster-
ing of documents in the center of the vector space
that are not clearly differentiated by politicization.

Among 99 reports, a report on the Mozam-
bique Malaria Program (PA00MGHW) has the
highest cosine similarity with politicized keywords.
PA00MGHW also has a relatively high silver score
of 2.0. While we were initially surprised at a report
on a malaria project receiving such a high politi-
cization score, we note that the project included
as one of its three main objectives, “Expand ac-
cess and quality of malaria in pregnancy activi-
ties in targeted districts.” In the metadata, the re-
port also has keywords related to this topic. This

Figure 1: Politicization metric and silver politiciza-
tion scores, binned in groups of 10 reports.

still lends scope for politicization as we understand
it, and points to the importance of going beyond
pre-determined keywords. Furthermore, the report
also describes a predecessor program more fo-
cused on reproductive health, thus influencing the
document embedding in a politicized direction, and
the report is relatively short. This suggests that
segmenting reports into their descriptions of dis-
tinct interventions may improve results.

A report on public health training in Ethiopia
(PDACG247) has the lowest score on our metric.
It also has a silver score of 1, the lowest possible.
The main objectives, (1) Development of teaching
materials in-country; 2) Strengthen staff through
training in pedagogical, supervisory and writing
skills; 3) Enhancement of the teaching-learning en-
vironment), were indeed not politicized according
to our understanding of the concept.

An outlier with the third highest similarity but low
silver score is report PA00MGHW. This report ap-
pears to be incomplete – that is, the actual evalua-
tion is missing but rather this document is only a se-
ries of Annexes, presumably part of a comprehen-
sive evaluation report. Thus, the low silver score
indicates what we can miss by relying on externally
applied keywords, as the information presented in
the annexes does indeed appear to reflect politi-
cized interventions as we understand them (e.g.,
comprehensive sex education).

A low similarity outlier (rank 97) discusses an
Ethiopian reproductive health project, correctly
tagged and thus receiving a high silver score of
2.25. The low similarity score was surprising,
given the report mentions politicized topics like
unsafe abortion. However, the low politicization
score may reflect some form of self-censorship
and thus may still be capturing a ‘real’ phe-
nomenon of interest to scholars of politicization.

88



5. Discussion

While we have shown that our approach yields a
metric that correlates with politicized content in for-
eign aid reports to some extent, there are some
clear limitations. First, there is a dependence on
manual annotation of politicized keywords. Induc-
ing such keywords from political data sources ex-
ternal to the foreign aid reports would enable eas-
ier generalization beyond the health sector. Sec-
ond, having one vector representation for an entire
document proved to be too coarse-grained. Seg-
menting each report into descriptions of interven-
tions, as also done by Moore et al. (2023), would
reduce noise and better represent projects that ad-
dress a variety of themes. However, as the re-
ports are not consistently structured, this would re-
quire manual work. A further limitation is that we
were not able to intrinsically evaluate the Doc2Vec
model for this domain or perform hyperparameter
tuning, due to limited availability of domain-specific
resources.

A challenge we encountered throughout our
work was coming up with a straightforward concep-
tualization of politicization that can be grounded in
textual data, and identifying documents other than
the corpus of reports that we could use to cap-
ture politicization. For instance, we searched for
policy documents corresponding to Republican vs.
Democrat health priorities but failed to find suffi-
cient information. The method is likely more appli-
cable to documents that are more clearly the out-
put of political processes – e.g., comparing politi-
cal party manifestos to policy documents produced
by different parties. In future work we hope to inte-
grate more explicitly political variables to engage
more directly with Political Science questions.

The use of static embeddings precludes the pos-
sibility of observing different degrees of politiciza-
tion for the same topics used in different contexts.
In much political science work, operationalizations
of politicization are conditional on the aid donor
and therefore this contextual aspect should be rep-
resented in metrics of politicization. Therefore, we
propose contextualized embedding-based meth-
ods as a future approach. By comparing key-
words vector distance in different polarized con-
texts, we could attribute them a contextual politi-
cization score and develop a politicization metric
for keywords at the document level. This metric
could be used to study the relation between politi-
cization and project effectiveness. Through its
grounding in contextual lexical semantics, this ap-
proach could yield deeper insight into the seman-
tic nuances of language used in political discourse
and reveal the extent to which political ideologies
shape international aid strategies across different
donor governments.
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Abstract

This paper investigates the communication styles and structures of Twitter (X) communities within the vaccination
context. While mainstream research primarily focuses on the echo-chamber phenomenon, wherein certain ideas
are reinforced and participants are isolated from opposing opinions, this study reveals the presence of diverse
communication styles across various communities. In addition to the communities exhibiting echo-chamber behavior,
this research uncovers communities with distinct communication patterns. By shedding light on the nuanced nature
of communication within social networks, this study emphasizes the significance of understanding the diversity of
perspectives within online communities.

Keywords: echo chambers, computational social science, idea labs

1. Introduction

Online social environments are often characterised
by the phenomenon of the so-called echo cham-
bers where participants isolate themselves from
opposing opinions, reinforcing their own beliefs
through limited communication within their com-
munity. These chambers can lead to ad hominem
attacks, targeting individuals rather than engaging
with their arguments, and straw man arguments,
which distort opposing viewpoints for easier dis-
missal. These dynamics contribute to polarization
and the adoption of more extreme positions (Petit
et al., 2020). Polarization and echo chambers are
commonly observed in social networks, facilitated
by recommendation algorithms (Shore et al., 2018;
Rossi et al., 2018).

To explore these communities, various algo-
rithms such as the Infomap (Rosvall and Bergstrom,
2008), Louvain algorithm (Campigotto et al., 2014),
Stochastic Blockmodels (e.g. (Peixoto, 2020)) or
force-directed layout (Gaisbauer et al., 2023) are
employed to identify clusters within the user interac-
tion graph. In such setting, users are represented
as vertices, and interactions such as social network
connections, retweets, and replies on platforms like
Twitter (X) are captured as graph edges. These
graphs are then partitioned into dense clusters, in-
terpreted as communities sharing similar opinions
or engaging in similar activities. Understanding
the structure of these communities involves ana-
lyzing not only user interactions but also the con-
tent they generate. Content analysis allows us to
capture the characteristics of the produced con-
tent itself (Garimella et al., 2016). Previous studies
have investigated echo chambers and polarization
in social media, particularly concerning topics like

COVID-19, proposing models such as Retweet-
BERT and DICE for sentiment analysis and detect-
ing ad hominem attacks (Jiang et al., 2021; Naseem
et al., 2020; Delobelle et al., 2019).

In this paper, we focus on identifying Twitter (X)
communities related to vaccination. We employ
community detection algorithms to identify clusters
based on user interactions and the content of their
tweets. Additionally, we train classifiers for con-
tent analysis, such as sentiment, subjectivity, ad
hominem, and straw man arguments. Using these
classifiers, we evaluate communication style that
characterises each community. This approach en-
ables us to uncover that the patterns of user in-
teraction within communities are clearly different.
Moreover, to some extent one could identify com-
munity of the user based on their communication
style. Thus, we suggest that it is sub-optimal to
lump every community under a broad umbrella term
"echo-chamber". Instead, we suggest there is a
need for a more detailed taxonomy based on the de-
tected systematic differences in the communication
styles.

2. Data

For this work a ready-made twitter (X) vaccination
dataset1 was taken, it contains approximately 1.5m
tweets on the vaccination topic and 770k unique
users. This dataset was collected with TWINT -
open-source scraping tool. This dataset is suitable
for research for several reasons. Firstly, all tweets
relate to the topic of vaccination, and the tweets
are taken from a very wide time range (starting in

1https://www.kaggle.com/datasets/
keplaxo/twitter-vaccination-dataset
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2006, ending in 2019). Secondly, it is possible to
build a reply graph, since for tweets that are reply,
there is the id of the user to whose tweet this reply
was made. A large number of tweets collected in
the dataset allows to cover the topic of vaccination
from different sides and opinions. Finally, all the
discussions are thematically alinged so the differ-
ences between texts written by the members of
different communities are less prone to be topically
aligned. All the discussions are centered around
one general topics and the stylistic differences be-
tween the texts are more differentiating than the
topics these texts discuss. This makes the dataset
a good case-study for the core hypothesis of stylis-
tic distinctions between communications styles of
various communities.

Figure 1: Conversation graph after applying
OpenOrd algorithm

3. Experiments

We calculate a variety of metrics using texts of the
tweets without any information on the user com-
munity in which a given tweet is published. Then
we cluster the tweets based on those classifiers
and compare mutual information between the ob-
tained text-based clustering and the clusters that
are formed in the communication graph. It turns
out that the textual information alone partly allows
to predict the community in which the user commu-
nicates.

3.1. Community clustering
Based on the dataset, a graph was built as follows:
each vertex represents a user, and an edge is cre-
ated if user A made a reply to user B. To get rid of

noise and make the graph more dense, a weight
was added to the edges, which meant the number
of replays of the user. Only edges with weight 3 or
higher remained in the final graph. Subsequently,
the OpenOrd algorithm (Martin et al., 2011) was
used for spatialization, arranging the vertices in
two-dimensional space with x and y coordinates,
as depicted in Figure 1. Notably, for community
detection, the Louvain algorithm was utilized, with
clusters determined based on modularity. The com-
puted modularity value for this graph was 0.902,
and the subsequent analysis focused on six of the
densest communities, informed by clustering coef-
ficient and modularity considerations.

3.2. Text Classification Metrics

We calculate a variety of metrics that assess com-
munication style and are based solely on the textual
content of the tweets.

3.2.1. Polarity Scores

The polarity scores were calculated using the Op-
timized BERT Pretraining Approach (RoBERTa),
which was trained on around 58 million tweets. We
used the pretrained RoBERTa-based classifier de-
veloped in (Barbieri et al., 2020) to calculate the
negativity, neutrality and positivity of a give textual
input.

3.2.2. Subjectivity

The subjectivity score was determined using the
TextBlob (Loria et al., 2018) library. The subjectivity
value in TextBlob indicates the degree of subjec-
tive or objective content of a given text. Subjec-
tivity refers to how opinionated or subjective the
text is, while objectivity refers to a more factual or
objective writing style. The subjectivity value is a
floating point value between 0.0 and 1.0, where 0.0
indicates a very objective or factual text and 1.0
indicates a very subjective or opinionated text.

3.2.3. Logical fallacy

The two values "label" and "score" were determined
using a pre-trained model for logical fallacy detec-
tion (Jin et al., 2022). The score label can take
values between 0 and 12 and ecodes various logi-
cal fallacies, namely: Ad Hominem, Ad Populum,
False Causality, Circular Claim, Appeal to Emo-
tion, Fallacy of Relevance, Deductive Fallacy, Inten-
tional Fallacy, Fallacy of Extension, False Dilemma,
Fallacy of Credibility, Equivocation. The model as-
signes a probability between 0 and 1 for every given
label.
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text/user 1 2 3 4 5 6
based cluster

1 445** 942* 172 128 70 58
2 720** 2763* 413 323 239 156
3 262 974* 355** 71 111 71
4 237 827* 94 264** 86 64
5 202 736* 162 82 308** 41
6 205 718* 145 92 71 492**

Table 1: Confusion matrix for text-based clustering used for user-based cluster prediction. The clusters
are unbalanced. Cluster number 2 has the biggest support, thus * markes the highers value in a given
row, while ** marks the second highest

text/user 1 3 4 5 6
based cluster

1 445 172 128 70 58
3 262 355 71 111 71
4 237 94 264 86 64
5 202 162 82 308 41
6 205 145 92 71 492

Table 2: Confusion matrix for text-based clustering
used for interaction-based cluster prediction. Clus-
ter number 2 is removed. The highest values in a
given row are marked bold.

4. Predicting Community
Membership with Communication

Style

Now every tweet could be described by a set of vari-
ous classifier scores. At the same time we know the
community to which the author of the tweet belongs
since we have the structure of the reply clusters that
we obtained in Section 3.1. To test whether every
echo-chamber is characterised with similar commu-
nication style we can build clusters of tweets based
solely on the classifier scores. Normally, a choice
for the number of clusters in a clustering could be
difficult. However, since the reply graph clustering
procedure has already detected six clusters we can
choose six clusters for our text-based clustering as
well. Now every tweet belongs to one text-based
cluster as well as one reply graph based cluster.
Comparing those labels allows us to see to which
extent solely textual content of the tweet informs us
on the community in which given communication
occurs.

Figure 2 demonstrates average scores for six
clusters detected in Section 3.1. Once immediately
sees that all six are characterize by rather different
communication styles. One can see that cluster
number two is represented by the point in the "cen-
ter". It is the biggest cluster that includes a lot of
weakly connected users that do not form a dense
clique. This cluster has the biggest support in terms
of absolute numbers but represents users who are

not active members of any on of the five dense com-
munities but are rather occasional posters. Thus,
it stands to reason that the average scores of the
classifiers for the tweets in this cluster end up in
the center of the cloud of points. Table 1 shows the
confusion matrix between knn-clusters based on
texts of the tweets and the clusters obtained from
the graph of interactions between users. The accu-
racy of the user-based clustering when predicted
by text is 0.35 which is quite interesting in itself.

Figure 2: Average scores for mean subjectivity and
mean negativity in all 6 user communities. One can
clearly see that one of the community is charac-
terised as highly subjective while another is highly
negative while scoring lower on subjectivity.

If we drop this cluster number two that represents
weakly connected users that do not form a tight
community the accuracy reaches 0.44, see Table
2. This highlights that tight communities have have
a distinct expressive communication style indeed.

5. Discussion

This study offers an case study and an initial explo-
ration of the varied communication styles within
Twitter (X) communities discussing vaccination,
challenging the simplistic notion of echo chambers.
Through the application of community detection al-
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gorithms and text classification metrics, we demon-
strate significant diversity in subjectivity, negativity,
and logical fallacies across different groups. This
suggests a broader spectrum of communicative
behaviors in online discussions than typically dis-
cussed.

Our findings highlight the importance of nuanced
understanding of online discourse, pointing towards
the necessity for a more detailed taxonomy of com-
munication styles. This work suggests a pathway
for future research to explore the complexities of
digital community communication, advocating for a
deeper examination beyond conventional catego-
rizations to better understand how these communi-
ties interact and evolve.

6. Conclusion

In our investigation of communication patterns
within Twitter’s (X’s) echo chambers, we aimed to
identify variations in discourse, specifically seek-
ing environments akin to ’Idea Labs’ where open,
critical discussion prevails over personal attacks.
Utilizing computational methods, we analyzed a
substantial dataset to discern these communica-
tion styles.

Our results did not confirm the presence of ’Idea
Labs’ in the studied dataset. However, the study
revealed significant variations in communication
styles across different echo chambers. Despite dis-
cussing identical topics, the textual characteristics
within each community were distinct enough to al-
low for a predictive model to accurately categorize
tweets based on their origin.

This finding is critical, demonstrating the extent to
which echo chambers can influence discourse style.
It also highlights the potential for computational
approaches to identify and categorize such patterns
in online communication.

Limitations

This paper focuses on one particular case-study.
The topic of the discussions is specific and all the
results are limited to twitter (X) discussions only.
Thus one can not be sure that the results are gen-
eral and could be applicable to other social media
communities or to the discussions around other
topics. However, the provided case-study is a good
starting point to initiate a deeper discussion of a
more nuances approach to community formation
in social media that regards the phenomenon in a
more holistic manner and takes into account both
the structure of the social graph as well as the con-
tent of the communications.
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