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Abstract

In this article, we present a computational
method for identifying types of temporal rela-
tions between events and temporal expressions
in Portuguese texts. We employ a linguistically-
rich approach based on rule learning algo-
rithms, and language-specific manual rules. Ex-
periments on the TimeBankPT corpus demon-
strated the effectiveness of our method, outper-
forming the baseline in terms of accuracy and
F1-score. Through the use of explainable rules,
our method enables an enhanced understand-
ing of temporal phenomena in texts, allowing
further development of resources and linguistic
research on the area.

1 Introduction

Temporal understanding in written texts plays a
fundamental role in effective communication. By
identifying and comprehending the temporal re-
lations present in texts, it is possible to establish
the chronological order of events and their inter-
actions, with practical applications such as scene
description, story comprehension, document sum-
marization, and more.

In this context, this study aims to develop a
method for identifying types of temporal relations
between an event and a temporal expression for
the Portuguese language, adopting a rule-based,
linguistically-rich approach.

The focus of our approach is on interpretable
methods, which allow linguistics experts to ana-
lyze and discuss the system’s decisions. This is an
important feature for such a resource-scarce task
in the Portuguese language, as such a method can
be used to bootstrap the creation of annotated data
for temporal relation identification and information
extraction. Furthermore, interpretability is a topic
of great relevance and interest in the Artificial Intel-
ligence (AI) scientific community, as the ability to
understand and explain the decisions made by AI
models is crucial not only to ensure transparency

and reliability in these systems, but also to enable
critical analysis by experts with relevant linguistic
knowledge.

To achieve this purpose, we leverage a feature
engineering-based approach, exploring features
proposed in the literature, and rule learning algo-
rithms to encode the problem of identifying tempo-
ral relations as a classification problem. We also in-
vestigate different methods for classification based
on these rules and methods for combining rules ob-
tained by different algorithms, aiming to investigate
whether these algorithms can identify complemen-
tary information.

We conduct experiments on the TimeBankPT
corpus1 (Costa and Branco, 2012), which contains
annotations of a simplified set of temporal relations
in Portuguese, such as BEFORE, AFTER, OVER-
LAP, etc. The TimeBankPT corpus is a Portuguese
translation of the TimeBank corpus (Pustejovsky
et al., 2003) and, to our knowledge, constitutes
the only annotated corpus for temporal relations
available for the Portuguese language.

The results of the experiments demonstrate the
effectiveness of the proposed approach in identify-
ing temporal relations in Portuguese. The rule-
set generated by the RIPPER algorithm (Cohen,
1995) showed the best performance, resulting in
an absolute increase of 3.6 percentage points in
the F1-score compared to the baseline - the LX-
TimeAnalyzer system, proposed by Costa (2012),
which was the first published study on the identifi-
cation of types of temporal relations in Portuguese.

It is important to notice that our work focuses
on the identification of temporal relations between
events and temporal expressions, as this is still an
underdeveloped topic in the literature for the Por-
tuguese language. As such, in our approach, it is as-
sumed that the identification of events and temporal

1The TimeBankPT corpus is available at http://
nlx-server.di.fc.ul.pt/~fcosta/TimeBankPT/
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expressions has already been completed. In other
words, our method presupposes those annotations
related to events and temporal expressions have
been provided beforehand. However, it is worth
mentioning some effort has been devoted to the
identification of events in the Portuguese language,
as evidenced by studies conducted by Cabrita et al.
(2014), Mota and Santos (2008), and Sacramento
and Souza (2021), or language-independent meth-
ods, such as Feng et al. (2018). Regarding the
identification and normalization of temporal ex-
pressions, contributions can be found in studies
by Mota and Santos (2008), Strötgen and Gertz
(2013), and Real et al. (2018).

The remainder of this paper is organized as fol-
lows. In Section 2, an overview of the main con-
cepts discussed in the article is provided, address-
ing the theoretical foundations related to under-
standing temporal relations in texts. Section 3 de-
tails the proposed method, describing the steps and
procedures used to construct and apply the rules in
the process of identifying temporal relations. Next,
in Section 4, the conducted experiments and the
main results obtained are presented, including per-
formance metrics and comparisons with the base-
line. Finally, in Section 5, the study’s conclusions
are presented, highlighting the contributions and
limitations of the proposed method, as well as pos-
sible directions for future work.

2 Background

The identification of different types of temporal
relations is a very important task in the field of In-
formation Extraction. Verhagen et al. (2007) define
temporal relation identification as the automatic
identification of all temporal references present in
a text, including events, temporal expressions, and
temporal relations.

2.1 Temporal Relations

According to UzZaman et al. (2012), a temporal
relation connects events or temporal expressions
and indicates the order in which they occurred or
whether they occurred simultaneously. The tem-
poral ordering between events and temporal ex-
pressions is not always explicit, which complicates
the identification of the type of temporal relations
present. Therefore, even with sophisticated ap-
proaches, the identification of types of temporal
relations remains a challenge, as stated by Der-
czynski (2017).

The work by Marsic (2011) underscores that
temporal relations are frequently only partially ar-
ticulated in natural language, employing temporal
adverbs, verbal aspects, syntactic dependency rela-
tions, and prior knowledge about the world. The
author posits that events and temporal expressions
constitute fundamental elements in the annotation
of temporal discourse.

In accordance with Pustejovsky et al. (2004, p.
4), events are understood as temporal entities that
“can be punctual or last for a period of time”, and
they “are generally expressed by means of tensed or
untensed verbs, nominalizations, adjectives, pred-
icative clauses, or prepositional phrases”. The
term “event” is utilized broadly to encompass what
some literature refers to as events or states. Tem-
poral expressions, on the other hand, are natural
language phrases that refer directly to time, giving
information on when something happened, how
long something lasted, or how often something
occurred (Marsic, 2011). A more extensive discus-
sion of these concepts can be found in the work of
Rocha (2023).

2.2 Classification Rule Learning
In this study, we investigate the application of rule-
learning techniques to identify the types of tem-
poral relations between pairs composed of event
and temporal expression (event-time). Association
rule learning is a subfield of data mining, popular-
ized by Agrawal et al. (1993), which focuses on
extracting patterns or frequent sets from data. An
association rule follows the form A → B, where
A and B are sets composed of one or more items.
A is the antecedent, and B is the consequent.

To address a classification problem, we impose
a syntactic constraint on the consequent of associa-
tion rules. Specifically, we permit only rules that
include a designated item representing the class to
be predicted, namely, the type of temporal relation.
Once this constraint is defined, the problem trans-
forms into a task of learning classification rules or
associative classification, as defined by Liu et al.
(1998).

Associative classification rules are considered an
effective approach for representing information due
to their ease of readability and understanding. In
the context of this work, some associative classifi-
cation algorithms were employed to construct rule-
sets capable of identifying the types of event-time
temporal relations. The algorithms used were CBA
(Liu et al., 1998), CN2 (Clark and Niblett, 1989),



IDS (Lakkaraju et al., 2016), and RIPPER (Cohen,
1995). The choice of these algorithms is primarily
driven by their suitability for effectively handling
datasets with noise, such as class imbalances and
missing data. Additionally, they prioritize rule in-
terpretability and demonstrate robust performance
when applied to unknown datasets.

The Classification Based on Associations (CBA)
algorithm, developed by Liu et al. (1998), focuses
on identifying Class Association Rules (CARs) that
meet minimum support and confidence require-
ments. It employs a variant of the Apriori algo-
rithm and comprises two main steps: CBA-RG,
responsible for generating association rules. Dur-
ing this step, iterations over the data are performed
to generate frequent rules, with pruning applied to
reduce their number. The second step is CBA-CB,
which builds a classifier based on CARs. In this
phase, rules are organized and selected based on
confidence and support metrics, resulting in the
creation of a classifier capable of categorizing new
cases.

On the other hand, the CN2 algorithm, devel-
oped by Clark and Niblett (1989), identifies rules
that cover a set of learning instances, remov-
ing them and repeating the process until all in-
stances are covered. CN2, designed for noisy or
poorly described language environments, incorpo-
rates enhancements, including beam-guided search,
Laplace estimates, and significance testing of the
likelihood ratio, aiming to avoid overfitting. It uses
a heuristic based on noise estimates to halt the
search during rule construction, resulting in rules
that may not cover all training examples but per-
form well on new data.

The Interpretable Decision Sets (IDS) algorithm,
proposed by Lakkaraju et al. (2016), aims to learn
non-overlapping rulesets with high accuracy, cov-
ering all features and considering minority classes.
Learning is guided by an objective function that
optimizes interpretability and performance. IDS
uses Smooth Local Search (SLS) to find a set of
decisions that maximize the objective function, con-
sidering samples of rulesets and classes.

Finally, the RIPPER algorithm (Repeated Incre-
mental Pruning to Produce Error Reduction), de-
veloped by Cohen (1995), operates in three stages:
grow, prune, and optimize. In the growth stage, it
employs the “separate-and-conquer” (Pagallo and
Haussler, 1990) method to add conditions to a rule
until perfectly classifying a subset of data. It then
applies an information gain criterion to identify the

next splitting attribute. The specificity of a rule
is reduced until entropy no longer decreases, at
which point the rule is pruned. These steps are
repeated until a stopping criterion is reached, at
which point the ruleset is optimized using various
heuristics. RIPPER effectively addresses overfitting
through the Incremental Reduced Error Pruning
(IREP) technique, which removes a rule, attempts
to relearn it in the context of previous and subse-
quent rules, avoiding excessive complexity, and
improving model generalization.

3 Method

The task addressed in this study was defined based
on the work of Verhagen et al. (2007), which deals
with the identification of types of temporal rela-
tions between an event and a temporal expression
(event-time) in the same sentence. To identify the
type of temporal relation, we adopted a rule-based
approach.

The proposed method involves creating a com-
prehensive set of features containing relevant lin-
guistic information. These features are used to
construct rulesets using rule-learning algorithms.
These rulesets are individually applied to the pairs
formed by event and temporal expression of the
temporal relation, as well as in combination. The
application of rules is performed in two ways: by
the “first rule triggered” and through “voting”. Fur-
ther details are presented below.

3.1 Survey of Features and Generation of
Rulesets

Based on the premise presented by Derczynski
(2017) that temporal ordering in texts requires mul-
tiple sources of linguistic information, we con-
ducted a literature review to identify sets of fea-
tures proposed by various authors that are useful
in identifying types of temporal relations. Each
feature is composed of linguistic information ex-
tracted from events and temporal expressions, as
well as from words near them, their syntactic gover-
nors, and dependents in the sentence. Based on this
review, we compiled a set of 70 features, detailed
and explained by Rocha (2023) and available in
our GitHub2 repository. In Table 1, we classify the
features explored in this work, based on the type
of linguistic information encoded. These features
served as input for the CBA, CN2, IDS, and RIPPER

2https://github.com/temporalrelation/paper
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learning algorithms to create our individual rule-
sets.

Type of
Linguistic Information Quantity

Morphological information 26
Syntactic information 12
Contextual information 11
Temporal signals 10
TimeML annotation 7
Prior knowledge about the world 2
Reichenbachian tenses 1
Lexical information 1

Total of features 70

Table 1: Quantity of features by type of linguistic infor-
mation.

The features that encompass linguistic informa-
tion annotated in the TimeML format within the
corpus serve various functions. Firstly, they in-
dicate the polarity of events, determining whether
they are positive or negative. Additionally, these an-
notations categorize events into different classes, in-
cluding reporting, perception, aspectual, state, and
occurrence. Furthermore, such annotations delin-
eate the type of temporal expression, encompassing
DATE or TIME to denote specific dates or times (e.g.,
“upcoming Monday”), DURATION for temporal inter-
vals (e.g., “two hours” or “three weeks”), and SET
for recurrent dates or times (e.g., “every third Sun-
day”). TimeML, as defined by Pustejovsky et al.
(2004), is a formal method for describing and pro-
cessing entities relevant to temporal information
extraction.

On the other hand, features related to “prior
knowledge about the world” represent information
that a speaker possesses about events, individu-
als, and locations in their environment. This in-
formation is useful in inferring temporal relations
between events and temporal expressions. The in-
dividual meanings of certain words involved in the
relation can provide relevant temporal clues for the
task of identifying temporal relations, as discussed
by Costa (2012). To obtain such information, the
author manually mapped the expected temporal
relations between specific events and their comple-
ments. For instance, events of delaying precede
delayed events, events of organizing precede orga-
nized events, and reporting events follow reported
events. Therefore, this feature records prior knowl-

edge about the world.
The features that encompass contextual infor-

mation approach various ways of coding relevant
elements of temporal relations to make them more
advantageous for solving the problem in question.
They examine other elements present in the same
sentence, in addition to those involved in the tem-
poral relation under consideration, considering the
presence, order, and distance of elements such as
prepositions, conjunctions, modal verbs, and other
events or temporal expressions different from those
under classification. For example, it is possible to
check for the presence of other events between the
pair of event and temporal expression being clas-
sified. A feature in this category can indicate the
preposition preceding the event or the distance be-
tween the entities under classification. Several au-
thors, including Costa (2012), Derczynski (2017),
and Mirza and Tonelli (2014), have used this type
of linguistic information in their research.

In this study, we avoided the use of word-based
features due to the potential data sparsity issues,
given the relatively limited size of the corpus, as
argued by Costa (2012). However, we included a
feature that searches within the content of tempo-
ral expressions for lexical information based on a
restricted list of words with temporal content that
are frequently found in temporal expressions, such
as “ainda” (yet), “amanhã” (tomorrow), “anterior”
(previous), “anteriormente” (previously), etc.

Additionally, features provide information about
temporal signals, as investigated by Derczynski
(2017), based on words and phrases that explicitly
express the nature of a temporal relation. These
temporal signals consist of temporal conjunctions
and adverbs that often accompany temporal connec-
tions, offering explicit information about the type
of temporal relation. These features supply infor-
mation on the temporal signals that precede events
or temporal expressions. Examples of such tem-
poral signals include words like “antes” (before),
“depois” (after), “agora” (now), “ontem” (yester-
day), “hoje” (today), “amanhã” (tomorrow).

The features encompassing morphological infor-
mation include data on part of speech, tense, and
aspect. This information has been widely used by
various authors, including Costa (2012), D’Souza
(2015), Chambers et al. (2014), and Bethard and
Martin (2007). As for the features providing syntac-
tic information, they reveal the relations of govern-
ment or dependence between the entities involved
in the temporal relation based on the syntactic de-



pendency tree. Authors such as Derczynski (2017),
and Mirza and Tonelli (2014) have explored this
type of linguistic information.

Finally, the feature that encompasses informa-
tion about Reichenbachian tenses, as explored by
Derczynski (2017), utilizes the work of Reichen-
bach (1947) as a foundation. This work provides
a theoretical framework for the analysis of tense
and aspect, applicable to predicting the temporal
ordering between verbal events and between tem-
poral expressions and verbal events. Intuitively,
this feature is relevant for determining the types of
temporal relations. We explore in greater detail var-
ious aspects of this linguistic information in Rocha
(2023).

In addition to our features set, our research in-
volved modifications to the IDS and RIPPER algo-
rithms. These adjustments were aimed at achieving
satisfactory data coverage rates, defined as the per-
centage of instances classified by some rule. Specif-
ically, we established a criterion for satisfactory
coverage, with the goal of achieving an average of
90%. This means that approximately 90% of the
examples were classified by one or more rules.

The implemented modifications involved con-
ducting training iterations exclusively on unclassi-
fied data, meaning those that were not predicted
by any existing rule. In each iteration, the newly
generated rules were accumulated with the rules
obtained in the previous iteration. This includes
adding the new rules to the existing ruleset and
removing duplicate rules.

In addition to the individual rulesets generated
by each algorithm, we also developed a set of man-
ual rules for Portuguese, inspired by the rules pro-
posed by D’Souza (2015) for the English language.
These rules were composed of lexical information,
part of speech, morphological information, syntac-
tic dependency relationship between the temporal
entities and their governors in the sentence, contex-
tual combinations, and attributes annotated in the
corpus.

Furthermore, we also investigate the combina-
tion of rules learned by different algorithms in two
approaches. The first combines all individual rule-
sets into a single set. The second set is formed
by the best combination of two of the individual
rulesets. In addition, we chose to designate the
OVERLAP class as the default class in each ruleset,
due to its predominant frequency.

It is important to highlight that these rules
achieved high coverage rates even without the use

of the default class, with an average of 90% on the
training data and 92.6% on the test data. By adding
the default class, the rule system becomes more
comprehensive and robust because it can classify
unknown instances that were not covered by spe-
cific rules. This improves the system’s ability to
generalize and makes its classification more con-
sistent.

3.2 Rule-based Classification
Once the rulesets were constructed, they were ap-
plied to the event-time pairs in the datasets to iden-
tify the type of temporal relation. We investigate
different methods for the application of rules. In
the first approach, called “first rule triggered”, the
class associated with the first rule triggered, given
a certain ordering of the rules, is considered as the
final class for the event-time pair. The ordering
may be obtained either from the learning algorithm
or through evaluation metrics, such as accuracy in
the training data. After being classified by a trig-
gered rule, the pair is no longer subjected to the
remaining rules, and processing proceeds to the
next pair to be classified.

In the second approach, called “voting”, all
event-time pairs are subjected to all the rules in
the ruleset. Votes are assigned to each class based
on the rules triggered, and the most frequent class
is assigned as a result.

To illustrate the application of the rules, consider
the sentence “Teremos um ano razoavelmente em
baixa este ano.” (“We will have a reasonably flat
year this year.”), extracted from the TimeBankPT
corpus. In this sentence, the event is “Teremos”
and the temporal expression is “este ano”. The
application of rule (1), generated by the RIPPER3

algorithm, allowed us to determine the type of tem-
poral relation between the event-time pair (“Tere-
mos”, “este ano”) as OVERLAP. This indicates that
there is a relationship in which the event occurs
during the same temporal period as the temporal
expression.

(1) event-between-order = False and reichenbach-
direct-modification = True ⇒ OVERLAP

The feature event-between-order checks whether
there is another event between the event and the
temporal expression of the relation under clas-
sification, while the feature reichenbach-direct-
modification checks whether the temporal expres-

3This ruleset is available in our GitHub repository



sion directly modifies the event, meaning it is in
the same syntactic dependency path as the event.
Therefore, rule (1) classifies the event-time pair
as OVERLAP because there is no other event be-
tween “Teremos” and “este ano”, and because the
expression “este ano” directly modifies the event
“Teremos”, in this case, through the oblique depen-
dency relation.

In the next example, when applying rule (2), also
generated by the RIPPER algorithm, to the event-
time pair under analysis (“falar”, “próximo ano”)
in the sentence “Portanto, os seus altos executivos
estão a falar abertamente da possibilidade de re-
comprar alguns dos 172,5 milhões de dólares da
empresa em obrigações subordinadas convertíveis
no próximo ano.” (“So its senior executives are
talking openly about possibly buying back some of
the company’s $172.5 million in subordinated con-
vertible debentures next year.”), we observe that
the temporal relation between the event and the
temporal expression of this pair is classified as BE-
FORE, as explained below.

(2) timex3-preposition-precede = ‘no’ and event-
between-order = True and timex3-relevant-
lemmas = ‘próximo’ ⇒ BEFORE

The rule in question is composed of conjunctions
of three conditions. The first condition is satisfied
if the preposition-determiner contraction “no” (“in
the”) precedes the temporal expression under anal-
ysis. This is because the feature timex3-preposition-
precede is designed to track the preposition preced-
ing the temporal expression under analysis, in this
case, “próximo ano”. In the second condition of
the rule, the feature event-between-order evaluates
the presence of another event between the event
and the temporal expression of the event-time pair
under analysis. In this context, the event found
was “recomprar”. Finally, the third condition is
determined by the feature timex3-relevant-lemmas,
which checks whether the uninflected form of the
temporal expression contains the word “próximo”.

When all three conditions are satisfied, the
temporal relation established is identified as BE-
FORE, which indicates that the event “falar” oc-
curred before the temporal moment represented by
“próximo ano”.

4 Experimental Evaluation

To select the experimental parameters, the train-
ing documents from the TimeBankPT corpus were

divided into two parts. Ninety percent of the docu-
ments were allocated for rule development, while
the remaining portion was reserved for validation.
Based on the results obtained in the experiments
using the validation data, the best experimental
configurations were selected.

For the development of individual rulesets, sev-
eral parameters were considered in our experimen-
tal setup, including the individual hyperparameters
of each algorithm, a rule accuracy cut-off thresh-
old (0%, 40%, 50%, and 60%), the ordering of
the rules (order provided by the learning algo-
rithm, or by accuracy on training data), and feature
selection. For feature selection, two approaches
were adopted: considering all 70 available features
and using the Recursive Feature Elimination with
Cross-Validation (RFECV) (Pedregosa et al., 2011)
technique to select the most relevant features.

For the development of combined rulesets, the
following combinations were made with the indi-
vidual sets. In the first approach, the ruleset was ob-
tained by combining all individual sets. To perform
this combination, the individual sets were evaluated
in descending order based on their accuracy and the
coefficient of variation of the accuracies obtained in
the experiments. Additionally, the ascending order
by the number of rules was also considered. In the
resulting set, different accuracy cut-off thresholds
(70%, 80%, and 90%) were explored, and the rules
were ordered by accuracy or kept in their original
order.

In the second combination approach, the ruleset
was formed by combining two individual sets. All
possible combinations between the individual sets
were considered, and the same accuracy cut-off
thresholds used in the first approach (70%, 80%,
and 90%) were applied. The rules were ordered by
accuracy. The results obtained from the validation
data were used for selecting the best hyperparame-
ters.

To evaluate the final performance of our method,
we used the previously partitioned training and test
sets from TimeBankPT. The training data consists
of 89% of the corpus documents and was used to
retrain the selected models with the best configu-
rations. The test data corresponds to 11% of the
documents and was used for the final evaluation of
the method’s performance. This allows us to verify
the effectiveness and generalization of the method
when applied to an unseen dataset.

The evaluation metrics used to measure the per-
formance of our method were accuracy and F1-



score. As a comparison reference, we adopted
the LX-TimeAnalyzer, proposed by Costa (2012),
which represents the first published study for the
Portuguese language addressing the identification
of types of temporal relations, to our knowledge.
The LX-TimeAnalyzer achieved an accuracy of
66.9% and an F1-score of 62.5% on the test data
when dealing with the task of identifying the type
of event-time temporal relation.

4.1 Results
We present the main results of the experiments
conducted in the task of identifying types of event-
time temporal relation within the same sentence.
The results consider two different approaches for
rule application: the first rule triggered and the
voting system. We will also present the results of
selecting the best configurations for each ruleset,
as well as the number of rules in each set.

Table 2 displays the optimal configurations em-
ployed for each individual ruleset, based on the
validation data. The best cut-off threshold based on
rule accuracy for most rulesets was 50% accuracy.
When it comes to rule order, the original sequence
proved to be more effective for the manual, CN2,
and RIPPER rulesets. Ordering by accuracy proved
to be more effective for the rulesets generated by
the CBA and IDS algorithms.

Regarding the number of features used to gener-
ate rules, the set generated by the RIPPER algorithm
benefited from using all 70 available features. The
sets generated by CN2 and IDS performed better
when using only the top 52 most relevant features
selected by the Recursive Feature Elimination with
Cross-Validation technique. However, due to the
constraints imposed by computational resources,
as the computer used had 32 GB of RAM, only
the top 41 most relevant features could be used in
generating the ruleset by the CBA algorithm.

As for the size of the individual rulesets, CBA
was the largest, totaling 568 rules, followed by IDS
with 383 rules, CN2 with 205 rules, RIPPER with
146 rules, and the manually created rules with only
35 rules.

Table 3 presents the optimal configuration for
composing the combined rulesets, based on valida-
tion data. For the set composed of all individual
sets, the best joining order was based on the ac-
curacy of each ruleset in descending order. In the
case of the set composed of two individual sets, the
best combination was found with the sets generated
by the IDS and CBA algorithms. The best cut-off

threshold based on the accuracy of the rule was
80% for both sets combined. The ordering of the
rules in both sets was based on the accuracy of the
rule. The resulting combined sets totaled 980 rules
for the set composed of all individual sets and 797
rules for the set composed of the combination of
the IDS and CBA algorithms.

Table 4 displays the accuracy and F1-score met-
rics results for different rulesets, which were eval-
uated using test data. The evaluation considered
two approaches for applying the rules: the first rule
triggered and the voting system.

The RIPPER algorithm generated the best-
performing ruleset with an accuracy of 69.2% and
an F1-score of 66.1%. In second place, the combi-
nation of rulesets from the IDS and CBA algorithms
achieved an accuracy of 68% and an F1-score of
63.4%. In third place, the combination of all indi-
vidual sets resulted in an accuracy of 67.5% and an
F1-score of 63.3%. These rulesets outperformed
the baseline in terms of accuracy and F1-score,
demonstrating their effectiveness compared to the
reference method.

To confirm the statistical significance of the
obtained results, one-way analysis of variance
(ANOVA) (Snedecor and Cochran, 1989) and the
Tukey multiple comparison test (Tukey, 1953) were
employed with a significance level of 0.05. Com-
parisons among the experiments revealed a statisti-
cally significant difference between the means of
the ruleset generated by the RIPPER algorithm and
all other rulesets, as depicted in Figure 1.

Figure 1: Simultaneous comparison of means by
Tukey’s test with a significance level of 0.05

To compare our results with the established base-
line, a one-sample t-test was conducted, which is
a single-sample comparison test to assess whether
the experiment’s mean is significantly different



Manual CBA CN2 IDS RIPPER

Cut-off threshold for accuracy 50% 50% 40% 50% 50%
Ordering of the rules original accuracy original accuracy original
Number of features - 41 52 52 70
Number of rules 35 568 205 383 146

Table 2: Better configuration and elements of each individual ruleset

Combination of all Combination of two

Order for joining / combining accuracy of each set IDS e CBA
Cut-off threshold for accuracy 80% 80%
Ordering of the rules accuracy accuracy
Number of rules 980 797

Table 3: Better configuration and elements of combined rulesets

First Rule Voting
Rulesets Acc F1 Acc F1
RIPPER 65,1 64,2 69,2 66,1
Combination
of IDS and CBA

65,7 62,0 68,0 63,4

Combination
of all

63,3 59,6 67,5 63,3

Baseline 66,9 62,5 66,9 62,5
CN2 65,7 61,3 65,1 57,6
IDS 64,5 59,6 66,9 60,7
CBA 62,7 59,9 62,7 60,5
Manual 66,9 58,1 66,9 58,1

Table 4: Results of all rulesets based on the test data,
ordered by the highest F1-score

from the reference value. The results indicated
that the mean of the ruleset generated by RIPPER
differs significantly from the reference value (p =
0.00041), suggesting that the differences are highly
unlikely to occur by chance and providing strong
evidence of the superiority of this ruleset over the
baseline.

The analysis of the results provides statistical
evidence confirming the overall better performance
of the ruleset generated by the RIPPER algorithm,
even surpassing the reference method. This finding
validates the effectiveness of this ruleset in identi-
fying types of event-time temporal relations.

The approach of applying the rules through the
voting system was the most effective for classifying
new data. This approach had superior performance
compared to the “first rule triggered” approach, ex-
cept for the ruleset generated by the CN2 algorithm.

We also observed that the combination of rules
from different algorithms did not result in superior
performance compared to individual rulesets, as
the rules generated by the RIPPER algorithm out-
performed the combinations of rulesets in terms of
performance. Although the combinations achieved
second and third places, the fact that an individual
ruleset surpassed these combinations indicates that
the hypothesis was not confirmed.

All the rulesets are available in our GitHub repos-
itory.

5 Conclusions

This study introduced a computational method for
identifying types of temporal relations between
events and temporal expressions in Portuguese
texts. The results demonstrated the effectiveness
of our rule-based approach, with superior perfor-
mance compared to the reference method in terms
of accuracy and F1-score. Specifically, the best-
performing ruleset generated by the RIPPER algo-
rithm achieved an absolute increase of 2.3 percent-
age points in accuracy and 3.6 percentage points in
the F1-score.

However, a limitation of this study was the
scarcity of annotated data in the Portuguese lan-
guage. In future work, addressing this limitation
is crucial to further enhance the performance and
generalization of the proposed approach. In this
sense, we believe our method may be employed to
help producing such resource in a semi-automated
annotation strategy, the systems classifications can
be evaluated by linguistics experts by means of the
relevant linguistically-based rules. Furthermore,



we believe a qualitative approach, accompanied
by in-depth linguistic analysis to validate the rules
based on data and linguistic knowledge, would rep-
resent a significant contribution to enriching our
explainable approach to temporal relations.

This research contributes to advancing natural
language processing applications by providing an
enhanced and explainable understanding of tempo-
ral relations. By continuously refining and expand-
ing this research, we aim to uncover new possibili-
ties for temporal understanding in texts.
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