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Abstract

Automatically identifying hate speech is an
emerging field driven by the growth of so-
cial media and the consequent amplification
of communication. However, this domain faces
challenges due to the nuances of the language
and variations in expression. In some coun-
tries, such as Brazil, the focus of this paper,
hate speech can be typified as a crime by law.
Nonetheless, enforcing the law is challenging,
given the complexity of distinguishing hate-
ful comments among the volume of interac-
tions on social media. This work evaluates
the abilities of language models to distinguish
among neutral, offensive, and hate speech so-
cial media posts. Two classes of models are
explored: three PT-BR BERT-based classifiers
tailored explicitly for the task and two genera-
tive chatbots in an in-context learning approach.
Given the impracticability of adjusting chat-
bots weights, we propose to enhance prompts
by adding context based on topic modeling
and selecting demonstration examples based
on either their semantic or size proximity to
the tested instances. The experimental results
show that tuned small language models, even in
a low-cost regime, are still superior to chatbots.
Nevertheless, chatbots with enhanced prompts
also exhibited promising results without further
training.

1 Introduction

Social media are a powerful channel for disseminat-
ing information at an unprecedented speed, signifi-
cantly enhancing the scope and capacity for com-
munication and expressing opinions (Pelle et al.,
2018). These platforms have evolved into virtual
arenas for public debate, where individuals and
groups can share their points of view on a wide
range of topics (Moura, 2016; Paiva et al., 2019).
However, these same platforms also magnify social
issues such as the spread of misinformation, the
proliferation of insults, and hate speeches (Aluru
et al., 2020). In this context, offensive comments

are defined as those containing any offensive com-
munication, ranging from inappropriate language
to direct insults (Pelle et al., 2018). Conversely,
hate speech is characterized as any public expres-
sion of hate or violence encouragement towards
an individual or a group based on characteristics
such as ethnicity, race, nationality, sexual orien-
tation, and gender (Vargas et al., 2021). Such
expressions, when endorsed, potentially result in
threats to individual integrity, thus emerging as a
primary concern for digital communities, social me-
dia platforms, governmental entities, and society
as a whole (Saraiva et al., 2021).

Moments of significant impact in public de-
bate can make this task exceptionally challenging.
For instance, in the federal-level elections in the
United States in 2016, there was an increase in
hate crimes (Edwards and Rushin, 2018). A similar
effect was noticed in the 2018 Brazilian federal
elections, when there was a massive increase in
reports of xenophobia, homophobia, racism, and
religious intolerance in social media (Vargas et al.,
2021). Our work focuses on the Brazilian context.
In Brazil, discrimination based on race, color, eth-
nicity, religion, or national origin is legally recog-
nized as a crime1. Nevertheless, certain individuals
misuse social media to disseminate such content,
erroneously invoking the freedom of expression
prerogative. While freedom of expression is a con-
stitutional right, it must not promote hatred or in-
tolerance. Nonetheless, applying the law remains
a challenge, primarily due to the volume of posts
and the complexity of identifying and classifying
abusive comments (Vargas et al., 2021). Although
digital platforms have their own prevention sys-
tems, they present several limitations. As an illus-
tration, keyword filters can handle swear words, but
not nuances in expressing hate (Yin and Zubiaga,
2021). Additionally, many users employ inventive
tactics when writing offensive comments (Pelle

1https://bit.ly/planalto-lei-7716

https://bit.ly/planalto-lei-7716


et al., 2018). This way, it is imperative to build
accurate automated methods to filter and detect of-
fensive and hate speech content. Thus, this paper
tackles the following task: Given a social media
post P written in Portuguese, pre-process it re-
turning X , and classify it as belonging to one of
the classes in Y = {“hate speech”, “offensive’ or
“neutral”}.

Classifying social media posts is an active re-
search field in Natural Language Processing (For-
tuna and Nunes, 2018; Paiva et al., 2019; Jahan
and Oussalah, 2023). In this vein, while the world
is mesmerized by the generative chatbots remark-
able abilities, like ChatGPT2, tackling specifically
challenging tasks such as identifying hate speech
still remains. Nonetheless, adjusting the weights
of these models is highly impractical due to their
huge number of parameters, closed source code,
and the implication of costs. The most viable al-
ternative is to rely on in-context learning, wherein
demonstrations are directly applied to prompts to
incorporate context (Chiu et al., 2022).

In this paper, we evaluated various methods of
demonstration selection: one-shot – which uses a
single example regardless of the class – one-class-
shot – with one example from each class – and
the few-shot – which utilizes more than one exam-
ple for each class. To select demonstration exam-
ples, we propose to choose them based on their
size and similarity proximity to the test instances.
We compare those strategies to select examples at
random and not select any demonstration exam-
ples (zero-shot). Moreover, we propose to enhance
the prompt context by adding keywords selected
with topic modeling techniques while maintaining
a fixed instruction.

However, a question that arises is if, even with
enhanced prompts, chatbots are prepared to han-
dle the specific language nuances to identify hate
speech. In this sense, we investigate how classifiers
based on relatively smaller models and minimally
adjusted compare to the latest chatbots. We se-
lect encoder-based models given their significant
results in classification (Fortuna and Nunes, 2018).
Nonetheless, although adjusting the weights of
such models is more feasible, other factors must be
considered, like the characteristics of corpora they
were trained, for example, style and text length.

Notably, we have three research questions re-
garding classifying social media posts as neutral,

2https://chat.openai.com/

offensive, or hate speech, in two datasets3.
• What is the performance of training low-cost clas-

sifiers from “small” language models? We em-
ploy minimal fine-tuning for only two epochs
and train a classical classifier with feature ex-
traction. We rely on the encoder-based models
BERTimbau (Souza et al., 2020) and AlBERTina
PT-BR (Rodrigues et al., 2023), trained with
Brazilian Portuguese corpora. Moreover, given
the tricky social media style, we add to the se-
lection BERTweet.BR (Carneiro, 2023), trained
with Brazilian Portuguese tweets.

• Does giving more context and fine-grained se-
lected demonstration examples improve the re-
sponse of chatbots? We compare the perfor-
mance of two general-purpose chatbots with en-
hanced prompts, the popular ChatGPT (Brown
et al., 2020) and MariTalk (Pires et al., 2023)4

that is specifically trained with the Portuguese
language.

• How do lightly adjusted BERT-based encoder
models compare to general-purpose chatbots
with enhanced context and examples? We con-
duct quantitative and qualitative investigations to
shed light into the strengths and shortcomings of
those models.
Our key findings and contributions are:

• Fine-tuning a tweets-based pre-trained small
model prevails in detecting hate speech.

• Adding context and single well-selected exam-
ples benefits ChatGPT. Thus, this paper con-
tributes with novel strategies for prompt enhance-
ment that can be investigated in other domains
and tasks.

• ChatGPT prevails over MariTalk in the hate
speech and neutral classes, but not on the offen-
sive class. While for ChatGPT, one-shot settings
are the best options, MariTalk achieves two of its
best results with zero-shot, pointing out less need
for context.

2 Related Work

Although identifying hate speech in social media
has become an imperative topic in recent years, the
number of studies considering the peculiarities of
the Portuguese language is still limited compared to
English (Jahan and Oussalah, 2023; Trajano et al.,

3The code from our investigation is publicly avail-
able at https://github.com/MeLLL-UFF/hate_speech_
in_context_pt

4https://chat.maritaca.ai/
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2023). Nevertheless, some studies have applied
and investigated traditional machine learning classi-
fiers (da Silva et al., 2019; da Silva and Rosa, 2023;
Paiva et al., 2019; Pelle et al., 2018; Plath et al.,
2022; Souza et al., 2022; Vargas et al., 2021, 2022),
Transformers (da Silva and Rosa, 2023; Leite et al.,
2020; Oliveira et al., 2023; Plath et al., 2022; San-
tos et al., 2022; Vargas et al., 2021), and large lan-
guage models (LLMs) (Chiu et al., 2022; Das et al.,
2023; Oliveira et al., 2023) to address this issue.

In specific contexts, such as racism, misog-
yny, and homophobia, Naïve Bayes (NB), Sup-
port Vector Machines (SVM), and Random Forest
(RF) classifiers trained with n-grams and bag-of-
words have demonstrated good predictive perfor-
mances (da Silva et al., 2019; Plath et al., 2022;
Souza et al., 2022). In addition, some studies
have used static embeddings (da Silva and Rosa,
2023; Pelle et al., 2018). However, such repre-
sentations often limit the feature space regarding
context-sensitive words.

BERT-based models have emerged as a promi-
nent state-of-the-art in classifying hate speech, with
some language-specific models outperforming mul-
tilingual alternatives in non-English contexts (Ja-
han and Oussalah, 2023). In this regard, da Silva
and Rosa have evaluated 11 distinct classifica-
tion methods, including BERTimbau (Souza et al.,
2020), which has achieved the best results for
the Portuguese language. Similarly, other studies
highlighted the superior performance of BERTim-
bau (da Silva and Rosa, 2023; Santos et al., 2022)
and multilingual BERT (Leite et al., 2020) over
bag-of-words and static embeddings, considering
hate speech as a binary classification problem.

Recently, general-purpose generative LLMs,
such as GPT (Brown et al., 2020), have been an-
alyzed in the task of hate speech and offensive
text detection (Chiu et al., 2022; Das et al., 2023;
Oliveira et al., 2023). Chiu et al. have investigated
ChatGPT (Brown et al., 2020) for detecting sexist
and racist language, employing zero-, one-, and
few-shot learning techniques. In contrast, Oliveira
et al. have exclusively employed the zero-shot tech-
nique to evaluate GPT’s performance in hate speech
detection in Portuguese tweets. The comparison
with fine-tuned BERTimbau highlights the promis-
ing feasibility of GPT to classify hateful content.
In (Das et al., 2023), ChatGPT has demonstrated
good performance in hate speech detection for the
Portuguese language, but it is limited in distinguish-

ing counterspeech and non-hateful abusive speech
targeting individuals and non-protected groups.

None of the aforementioned studies delve into
pre-trained models for the social media environ-
ment or more recent encoder-based LMs for Por-
tuguese with light tuning. Furthermore, regarding
in-context learning of chatbots, no previous work
has explored ways of enhancing the context with
topic modeling or investigated demonstration ex-
amples of selection strategies. These features could
prove to be insightful in the prompt construction
phase. Moreover, the works relying on chatbots
have not explored a chatbot trained for Portuguese.

3 Method

This section details the BERT-based and chatbot
models adopted in this work, the training regimes
applied to the BERT-based models, and the infer-
ence strategies proposed for the chatbots.

3.1 Models

We select BERT-based and large language chat-
bots models as follows. The BERT-based mod-
els are trained with Brazilian Portuguese cor-
pora: (i.) BERTimbau (Souza et al., 2020) and
(ii.) AlBERTina (Rodrigues et al., 2023) are
trained with more well-formed language, and (iii.)
BERTweet.BR (Carneiro, 2023) is trained with a
corpus of tweets. The chatbots group includes (iv.)
the popular ChatGPT, built upon GPT 3.5 (Brown
et al., 2020) and (v.) MariTalk, built upon Sabiá
LLM, tuned from GPT-based models and a Por-
tuguese corpus (Pires et al., 2023). Given each
model’s size, nature, and open availability, we fol-
low different evaluation regimes for those groups.
However, the predictive performance is always
measured from the same test set. The details come
next.

3.2 Training regimes for BERT-based models

We trained the BERT-based models with two strate-
gies: feature extraction and fine-tuning. Despite
the usual higher predictive power of fine-tuning, we
decided to also experiment with feature extraction
because several previous works have followed this
strategy to the hate speech detection task (Fortuna
et al., 2019; Plath et al., 2022).

The feature extraction strategy selects the [CLS]
token to serve as the input features to train SVM
classifiers. In this case, only the classifier’s pa-
rameters are adjusted to the training set, as the



pre-trained language model weights are frozen. We
extract the feature vectors X ∈ Rn×d from the lan-
guage models, where X is the examples matrix, n
is the number of examples and d is the number of
dimensions of token [CLS]. The other strategy is
to stack a classifier layer to the language model
and adjust the weights of the pre-trained language
model according to the training examples, the most
common fine-tuning setting.

3.3 Inference strategies for Chatbots

The answers from ChatGPT and MariTalk are gath-
ered from their public APIs. Those agents receive
as input a prompt composed of an instruction, a
context, and zero or more demonstration exam-
ples. The instruction includes the task one wants
the agent to perform, the context is any additional
information provided, and an example is a pair
(X , Yi) to serve as a reference to the task. We
tackle three classes in this paper, so Yi can be neu-
tral, offensive, or hate speech. This paper pro-
poses several ways of selecting demonstration ex-
amples. Additionally, we also experiment with
different contexts. We keep the instruction fixed.
We are aware those agents are sensitive to the in-
structions. However, we rely on a previous study
that explored instructions for hate speech detection
in Portuguese (Oliveira et al., 2023). Complemen-
tary, we want to investigate the role of the context
and demonstrations in composing the prompts.

3.3.1 Prompt
Two main resources inspire the instruction in this
work. The first one is PromptHub5, an open-source
repository of prompts categorized by task. Prompts
related to similar tasks, like sentiment analysis,
from this collection helped shape the formulation
of our instruction. On the other hand, Pires et al.
influenced the integration of demonstrations within
the prompts. Thus, we define the following instruc-
tion: CLASSIFIQUE O TEXTO DE REDE SOCIAL

COMO “DISCURSO DE ODIO” OU “OFENSIVO” OU

“NEUTRO”.\N TEXTO: target \N CLASSE:6.

3.3.2 Demonstration examples
Concerning the number of demonstration examples,
we formulated four ways to compose the prompts:
(a.) zero-shot, where no example is included in the

5https://github.com/deepset-ai/prompthub
6In English that would be: Classify the social network text

as “hate speech”, “offensive”, or “neutral”. \n Text: target
\n Class:

prompt, (b.) one-shot, where a single example is
included in the prompt, no matter its class, (c.) one-
class-shot, where the prompt includes one example
per class, and (d.) few-shot, where the prompt
has more than one example per each class. All
demonstration examples come from the training
set.

To choose the demonstrations from the training
set, we propose three strategies. The same exam-
ples are selected for all the test instances to account
for less variability and more efficiency. The most
straightforward strategy is (e.) to select examples
at random, respecting the number of demonstra-
tion examples. For example, strategy (e.), together
with (c.), chooses one example randomly from each
class, while with (b.), it selects a single example
from the whole training set. The two additional
strategies consider either (f.) the semantic simi-
larity according to the embedding representations
or (g.) the size in number of tokens to select
demonstration examples. Our intuition is to pro-
vide additional yet relevant information to better
guide the in-context learning ability.

Both strategies start with auto-
matically building clusters C =
{C1,1, . . . , C1,k1 , C2,1 . . . , C2,k2 , C3,1, . . . , C3,k3}
from the training set, separately for each one of the
three classes, to account for better discernibility. In
addition, they assume that all test instances belong
to the same cluster Ct. Next, they identify the
cluster Ci ∈ C closest to the average embeddings
of instances in Ct and the cluster Cj ∈ C furthest
to Ct. The intuition is to observe how the informa-
tion on those extreme cases may contribute to or
harm the in-context learning ability. To identify
the clusters, we rely on the average distance of the
examples of each Ci ∈ C relative to Ct.

To further evaluate the role of extreme informa-
tion, the semantic similarity-based strategy (f.)
selects either (f.1.) the examples Ex = {exw ∈
Ci} closest to the average embeddings of Ct ac-
cording to the cosine similarity, or conversely, it
selects (f.2.) the examples Ex = {exz ∈ Cj} fur-
thest to the average embeddings of Ct. Naturally, it
must respect the a-d settings. For example, the few-
shot case selects N examples, while the one-shot
selects only one.

The size-based strategy (g.) builds upon (f.)
by further selecting semantically close or distant
examples that have a size most similar to the mode
of the instances in the test set. This strategy comes

https://github.com/deepset-ai/prompthub


from the observation that semantically close infor-
mation might convey a similar amount of tokens to
deliver similar messages.

3.3.3 Context
We experimented with two strategies: using no
further context or including keywords to give the
model examples of words representative of the type
of discourse. Selecting keywords resembles the an-
notation task when the guidebook usually instructs
the annotator to classify a text as hate speech or
not, depending on the terms it contains (Vargas
et al., 2022). Our proposed method consists of four
steps. First, it removes possessive pronouns, proper
nouns, verbs, stopwords, special characters, numer-
als, and words shorter than two letters from the
instances. Next, for each class, it generates topics
from the training set relying on BERTopic (Groo-
tendorst, 2022) integrated with BERTimbau. Then,
it counts the frequency of words for each class and
marks the ten most frequent ones. Finally, it selects
the ten most relevant words from the generated top-
ics, provided they did not appear in the topics or
the frequent word set of other classes.

The keywords are included in the prompt be-
tween the instruction and the demonstrations in the
format: CONSIDERANDO QUE OS ASSUNTOS DA

CLASSE “CLASS A” ESTÃO ASSOCIADOS COM AS

PALAVRAS E EMOJIS top 10 relevant terms in class
A. \N DA CLASSE “CLASS B” ESTÃO ASSOCIA-
DOS COM AS PALAVRAS E EMOJIS top 10 relevant
terms in class B. \N DA CLASSE “CLASS C” ES-
TÃO ASSOCIADOS COM AS PALAVRAS E EMOJIS

top 10 relevant terms in class C.7

4 Experimental Setup

This section describes the experimental methodol-
ogy and datasets used in the evaluation.

4.1 Experimental Methodology
The pre-processing procedure is straightforward,
consisting of the removal of duplicates, replacing
user mentions with the token @USER, links with
HTTPURL, and emojis with their textual represen-
tation using the Emoji library8. Selecting clusters
C as part of strategies (f.) and (g.), discussed in

7In English that would be: Considering that the subjects of
class “class A” are associated with the words and emojis top
10 relevant terms in class A. \n From class “class B” they are
associated with the words and emojis top 10 relevant terms in
class B. \n From class “class C” they are associated with the
words and emojis top 10 relevant terms in class C.

8https://pypi.org/project/emoji/

Section 3.3.3, relies on classical KMeans (Jin and
Han, 2010). The number of clusters is selected ac-
cording to the elbow criteria, and they were k = 4
for all classes. Training classifiers of Section 3.2
rely on default hyperparameters that come with the
frameworks. Following a low-resource premise,
we fine-tuned the BERT-based models for only two
epochs with a learning rate of 2e− 5 and a batch
of size 16. In the experimental setup for chatbots,
we set the answer maximum token limit to 20 and
disabled sampling. The temperature parameter was
set to 0.1 for ChatGPT. For MariTalk, a slightly
higher temperature of 0.3 was chosen to avoid gen-
erating empty responses observed with more re-
strictive values. Few-shot learning relies on two
examples per class. We implemented the encoder-
based models using Hugging Face’s transformer
framework (Wolf et al., 2020) in a Google Colabo-
ratory9 environment with limited availability of one
Tesla T4 and one Tesla A100 GPU, the last used
in the AlBERTina model only. Scikit-learn (Pe-
dregosa et al., 2011) was used to train SVMs.

4.2 Datasets

The models were evaluated on two datasets,
HateBR (Vargas et al., 2022) and ToLD-Br (Leite
et al., 2020). HateBR comprises 7,000 Instagram
comments collected from the profiles of Brazilian
politicians in the second half of 2019. It comprises
the following classes: hate speech (categorized as
misogyny, fatphobia, xenophobia, etc.), offensive
(but non-hate speech) texts, and non-offensive texts.
Those are the three classes evaluated in this paper.
A notable point is that only about 700 comments
were labeled as hate speech.

The ToLD-Br dataset consists of 21,000 tweets
collected between July and August 2019, labeled
under the classes non-toxic, LGBTQ+phobia, ob-
scene, insult, racism, misogyny, and xenophobia.
Similarly, it is notable that only about 300 tweets
were exclusively classified into a hate speech cat-
egory. In this paper, posts classified as obscene
and insulting form the offensive class, while the
non-toxic category is considered as neutral, and the
remaining classes form the hate speech class.

While HateBR was labeled by annotators who
were at least Ph.D. candidates and experts in lin-
guistics, hate speech, and computing, ToLD-Br did
not have this educational level restriction for an-
notators. The two datasets explored criteria such

9https://colab.google/
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as gender diversity, political orientation, and race
diversity among the annotators.

Both datasets were divided into 80% for training
and 20% for test, keeping the proportion of the
classes. We downsampled the majority class in the
training set to account for balancing. Moreover, we
also downsampled the examples in the test set to
save costs when testing chatbots-based models.

5 Results

This section presents the results of classifiers and
chatbots focusing on the hate speech class. Then, it
includes an overall comparison of the best results
for each class and a qualitative discussion.

5.1 Results of BERT-based models

Table 1 exhibits the results of predictive precision,
recall, and f-measure concerning the hate speech
class, and accuracy, to answer the first question
elicited in the introduction.

The results show that BERTimbau performs
better in the feature extraction strategy, while
BERTweet.BR has the overall best results after fine-
tuning, except for precision in HateBR and recall in
ToLD-Br, when AlBERTina got better results. We
were expecting that BERTweet.BR would perform
better, given it was trained on tweets vocabulary.
However, its feature extraction results were surpris-
ing, particularly for ToLD-Br. We conjecture that it
might have an overfitted vocabulary representation
that, when not facing any adjustment, could not
cope well with a separate classification procedure
to distinguish among different classes. The other
models, on the other hand, did not face tweets dur-
ing the intermediate masked language task, and that
might have ended up helping them to aid SVM in
distinguishing the different classes better. Despite
being a more recent and larger model, AlBERTina
did not achieve the overall best results besides those
two mentioned before. However, as it is larger than
the others, we would probably have to tune it for
more epochs in more expensive hardware.

5.2 Inference with LLMs-based ChatBots

Tables 2 and 3 report the inference results using
chatbots considering the same test sets as the pre-
vious section, aiming at answering our second re-
search question. They focus on the demonstration
strategies (a-g) discussed in Section 3.3.2.

Although MariTalk was trained from Portuguese
corpora, ChatGPT still performs better. Unfortu-

nately, we do not have further architectural or train-
ing set details of ChatGPT to add insights about
possible reasons for that. Still, we noticed an in-
teresting behavior: neither chatbot shows the same
pattern comparing zero-shot and few-shot strate-
gies. For example, ChatGPT is never better with
the zero-shot setting, while MariTalk has two of the
best results (precision and accuracy) in ToLD-Br
with no demonstration examples. This can be re-
lated to the in-context ability requiring less prompt
information when the model was trained in the
same language as the task.

Few-shot based on semantic similarity benefits
ToLD-Br in both chatbots, while in HateBR the
best few-shot results are either with random or size-
based examples. Overall, the one-class strategies (a
single example or a single example per class) with
semantically distance selection achieved better F1
results, pointing out that giving a well-selected ex-
ample as demonstration might be enough to con-
duct the model weights to the appropriate places.

Next, Table 4 exhibits the results when adding
keywords context to the prompts. We add that con-
text only to the best results from the demonstration
examples strategies, to observe if we can further
improve in-context ability when giving additional
information to the models besides the demonstra-
tion examples.

The precision results achieved by MariTalk are
indeed improved with further context, making it
reach the best results in both datasets. However,
the enhanced context worsens all the other results
for this chatbot. ChatGPT, on the other hand, ben-
efits more from enhanced context, improving pre-
cision and accuracy for HateBR, and precision, ac-
curacy, and F1 for ToLD-Br. Given that ChatGPT
is not a model solely trained for Portuguese, its in-
context ability benefits more from words guiding
what the model should consider when completing
the prompts. However, we can also observe that the
recall for all cases is worse. Given that the metrics
are computed for the hate class, we can conclude
that, in general, topic words might guide the mod-
els to classify fewer instances as hate speech. This
could be helpful to avoid incorrect censorship.

5.3 Comparative Results

This section presents comparative analyses regard-
ing the best F1 result of each model for both
datasets in Table 5, for the hate, offensive, and
neutral classes, respectively. The previous results



HateBR ToLD-Br
Feature Extraction Fine-tuning Feature Extraction Fine-tuning

BERTimbau BERTweet.BR AlBERTina BERTimbau BERTweet.BR AlBERTina BERTimbau BERTweet.BR AlBERTina BERTimbau BERTweet.BR AlBERTina
prec. 0.704 0.401 0.623 0.761 0.777 0.838 0.550 0.000 0.429 0.647 0.717 0.438
rec. 0.719 0.568 0.691 0.777 0.777 0.597 0.569 0.000 0.466 0.569 0.655 0.724
acc. 0.723 0.406 0.683 0.800 0.823 0.771 0.579 0.320 0.433 0.652 0.669 0.534
f1 0.712 0.470 0.655 0.769 0.777 0.697 0.559 0.000 0.446 0.606 0.685 0.545

Table 1: Predictive results of feature extraction and fine-tuning-based classifiers. Except for the accuracy, they are
computed to the hate speech class. Values in bold are the best for the category, while the best overall are underlined.

ChatGPT MariTalk
zero-
shot

one-shot one-class-shot few-shot zero-
shot

one-shot one-class-shot few-shot
rand. sim. size rand. sim. size rand. sim. size rand. sim. size rand. sim. size rand. sim. size

prec. 0.543 0.600
(+10%)

0.588
(+8%)

0.588
(+8%)

0.510
(-6%)

0.546
(+1%)

0.615
(+13%)

0.627
(+15%)

0.667
(+23%)

0.691
(+27%) 0.344 0.484

(+41%)
0.500

(+45%)
0.573

(+67%)
0.554

(+61%)
0.530

(+54%)
0.577

(+68%)
0.655

(+90%)
0.500

(+45%)
0.639

(+86%)

rec. 0.770 0.604
(-22%)

0.770
(=)

0.799
(+4%)

0.906
(+18%)

0.856
(+11%)

0.712
(-8%)

0.640
(-17%)

0.432
(-44%)

0.547
(-29%) 0.079 0.532

(+573%)
0.568

(+619%)
0.424

(+437%)
0.734

(+829%)
0.446

(+465%)
0.432

(+447%)
0.396

(+401%)
0.022

(-72%)
0.561

(+610%)

acc. 0.642 0.652
(+2%)

0.663
(+3%)

0.675
(+5%)

0.637
(-1%)

0.688
(+7%)

0.668
(+4%)

0.695
(+8%)

0.659
(+3%)

0.678
(+6%) 0.527 0.570

(+8%)
0.527

(=)
0.594

(+13%)
0.652

(+24%)
0.616

(+17%)
0.632

(+20%)
0.644

(+22%)
0.575
(+9%)

0.678
(+29%)

f1 0.637 0.602
(-5%)

0.667
(+5%)

0.657
(+3%)

0.653
(+3%)

0.667
(+5%)

0.660
(+4%)

0.633
(-1%)

0.524
(-18%)

0.610
(-4%) 0.129 0.507

(+293%)
0.532

(+312%)
0.488

(+278%)
0.632

(+390%)
0.484

(+275%)
0.494

(+283%)
0.493

(+282%)
0.041

(-68%)
0.598

(+364%)

Table 2: Inference Results of Chatbots in HateBR dataset considering different demonstration examples selection
strategies. Except for the accuracy, they are computed to the hate speech class. Values in bold are the best for the
category, while the best overall are underlined. The percentage in parentheses indicates the value compared to the
respective zero-shot reference.

ChatGPT MariTalk
zero-
shot

one-shot one-class-shot few-shot zero-
shot

one-shot one-class-shot few-shot
rand. sim. size rand. sim. size rand. sim. size rand. sim. size rand. sim. size rand. sim. size

prec. 0.500 0.439
(-12%)

0.474
(-5%)

0.495
(-1%)

0.583
(+17%)

0.588
(+18%)

0.509
(+2%)

0.778
(+56%)

0.696
(+39%)

0.647
(+29%) 0.857 0.750

(-12%)
0.429

(-50%)
0.714

(-17%)
0.800
(-7%)

0.733
(-14%)

0.583
(-32%)

0.667
(-22%)

0.727
(-15%)

0.778
(-9%)

rec. 0.379 0.500
(+32%)

0.621
(+64%)

0.569
(+50%)

0.241
(-36%)

0.345
(-9%)

0.483
(+27%)

0.121
(-68%)

0.276
(-27%)

0.190
(-50%) 0.103 0.052

(-50%)
0.103

(=)
0.086

(-17%)
0.069

(-33%)
0.190

(+84%)
0.121

(+17%)
0.069

(-33%)
0.138

(+34%)
0.121

(+17%)

acc. 0.517 0.500
(-3%)

0.511
(-1%)

0.528
(+2%)

0.551
(+7%)

0.534
(+3%)

0.552
(+7%)

0.545
(+5%)

0.562
(+9%)

0.534
(+3%) 0.562 0.478

(-15%)
0.399

(-29%)
0.433

(-23%)
0.539
(-4%)

0.556
(-1%)

0.522
(-7%)

0.511
(-9%)

0.545
(-3%)

0.522
(-7%)

f1 0.431 0.468
(+9%)

0.537
(+25%)

0.512
(+19%)

0.341
(-21%)

0.435
(+1%)

0.496
(+15%)

0.209
(-52%)

0.395
(-8%)

0.293
(-32%) 0.185 0.097

(-48%)
0.167
(-10%)

0.154
(-17%)

0.127
(-31%)

0.301
(+63%)

0.200
(+8%)

0.125
(-32%)

0.232
(+25%)

0.209
(+13%)

Table 3: Inference Results of Chatbots in ToLD-Br dataset considering different demonstration examples selection
strategies. Except for the accuracy, they are computed to the hate speech class. Values in bold are the best for the
category, while the best overall are underlined. The percentage in parentheses indicates the value compared to the
respective zero-shot reference.

HateBR ToLD-Br
ChatGPT MariTalk ChatGPT MariTalk

no context with context no context with context no context with context no context with context
prec. 0.588 (-7%) 0.634 0.554 (-16%) 0.658 0.474 (-31%) 0.688 0.733 (-27%) 1.000
rec. 0.770 0.597 (-22%) 0.734 0.540 (-26%) 0.621 0.569 (-8%) 0.190 0.138 (-27%)

acc. 0.663 (-5%) 0.695 0.652 0.637 (-2%) 0.511 (-13%) 0.590 0.556 0.517 (-7%)

f1 0.667 0.615 (-8%) 0.632 0.593 (-6%) 0.537 (-14%) 0.623 0.301 0.242 (-20%)

Table 4: Inference results when adding further context collected from word topics. We add context to the best
results for F1 observed in Tables 2 and 3, namely one-shot for ChatGPT and one-class-shot for MariTalk. The best
result for each chatbot is in bold, while the best result for each dataset is underlined. The percentage in parentheses
indicates how much lower a value is compared to the best result.

did not include the other classes for two reasons.
First, given its relevance and challenges, we wanted
to give more visibility to the hate class. Addition-
ally, the volume of data for the hate class is smaller
than the others, hindering it if an average for all of
them were presented. Second, presenting all the
previous results would yield a volume of results
incompatible with the paper limit of pages.

The results confirm the superiority of fine-tuned
BERTweet.BR for the hate speech class, and also

for the other classes in HateBR. In its benefits,
BERTweet.BR was trained with a vocabulary of
tweets, and social media platforms tend to share
similar language styles. On the other hand, one
would expect that its best results were in ToLD-
Br, a tweets-based dataset. However, for the neu-
tral and offensive classes this was not true; that
might be related to the way this dataset was labeled.
We give more details in the next section. Con-
versely, fine-tuned BERTimbau and ChatGPT with



one-class-shot setting and demo examples chosen
at random got the best results for the offensive and
neutral classes in ToLD-Br, respectively.

Focusing on the three best results for each class,
we can confirm that BERT-based fine-tuned models
prevail on most results for the three classes. Al-
though this is an expected result, given they were
fine-tuned with the datasets and chatbots were not,
remember that their training was in a low-resource
regime with only two learning epochs. Neverthe-
less, chatbots sometimes also appear in the three
first positions of non-neutral classes – ChatGPT
with an additional context in the hate class of
ToLD-Br and zero-shot MariTalk in the offensive
class of ToLD-Br. The neutral class presents the
most divergent results: One-shot ChatGPT with
demonstration examples based on size achieves the
second-best result for HateBR and the best result
for ToLD-Br with one-class-shot with random ex-
amples. Zero-shot MariTalk has the second-best
result for this dataset. Given the low temperature
set in their APIs, it could be the case that they are
only returning the most likely answer. However,
that might be a concern depending on how those
chatbots are used in real-world applications and
broader scenarios, as they might tend to overlook
hate speech and offensive statements.

HateBR ToLD-Br
Rank Model F1 Rank Model F1

Hate Class

2 BERTimbau
(fine-tuned) 0.769 3 BERTimbau

(fine-tuned) 0.606

1 BERTweet.BR
(fine-tuned) 0.777 1 BERTweet.BR

(fine-tuned) 0.685

3 AlBERTina
(fine-tuned) 0.697 4 AlBERTina

(fine-tuned) 0.545

4 ChatGPT
(one-shot sim. hate) 0.667 2 ChatGPT

(one-shot sim. off + ctx) 0.623

5 MariTalk
(one-class-shot rand.) 0.632 5 MariTalk

(one-class-shot sim.) 0.301

Offensive Class

2 BERTimbau
(fine-tuned) 0.775 1 BERTimbau

(fine-tuned) 0.687

1 BERTweet.BR
(fine-tuned) 0.826 2 BERTweet.BR

(fine-tuned) 0.643

3 AlBERTina
(fine-tuned) 0.756 5 AlBERTina

(fine-tuned) 0.505

5 ChatGPT
(one-shot sim. hate + ctx) 0.617 4 ChatGPT

(one-shot rand. neu.) 0.580

4 MariTalk
(few-shot size sim.) 0.637 3 MariTalk

(zero-shot) 0.604

Neutral Class

3 BERTimbau
(fine-tuned) 0.857 4 BERTimbau

(fine-tuned) 0.655

1 BERTweet.BR
(fine-tuned) 0.867 3 BERTweet.BR

(fine-tuned) 0.677

4 AlBERTina
(fine-tuned) 0.853 5 AlBERTina

(fine-tuned) 0.544

2 ChatGPT
(one-shot size sim. neu.) 0.865 1 ChatGPT

(one-class-shot rand.) 0.710

5 MariTalk
(few-shot sim.) 0.835 2 MariTalk

(zero-shot) 0.705

Table 5: Best F1 results per each class for each model
and both datasets, highlighting the training regime or
inference strategy and the model rank.

5.4 Qualitative analysis
There are four instances in HateBR where all mod-
els are misclassified. Two of them include a vul-
gar word with two letters referring to a part of the
human body that might denote homophobic com-
ments. Given the size of the word and the fact that
it is a very common syllable, it might be the case
that the models could not capture it as a token or its
meaning. Another instance includes a possible sex-
ist and fat-shaming comment (“PEPPAAAAA”),
the name of an animated character that was com-
monly attributed to a female politician in Brazil10.
It is quite likely that the subword-based tokenizers
could not identify it as a token. Lastly, the other
misclassified instance includes the emoji and
a comment related to corruption, which does not
seem to be a hate speech comment.

An instigating scenario is when all the BERT-
based models correctly classify the instance as hate
speech, but the chatbots do not: four out of five
instances mention the left wing. Chatbots train-
ing might include reinforcement to avoid political
partisanship, but that could also make them not
capture that context. On the other hand, the chat-
bots correctly classify eight instances that BERT-
based models do not; three are against a former
Brazilian president, who is of the far-right, while
two are in favor of him. A worrying pattern is ob-
served in comments that include the word “NEGO”
in ToLD-Br instances to denote anyone. There are
six instances with that word labeled as hate speech,
but all the models, except a single case for Chat-
GPT, mark them as neutral or offensive. While
that word might not be used explicitly to denote
racism, previous studies point out that it should
be avoided given its historical adoption in racist
terms (Guimarães Nascimento and Ribeiro, 2018).
Those cases highlight the need for more extensive
analysis of language models regarding social and
political bias.

Finally, both datasets have some labels that
caught our attention. For example, “TÔ CHEIA DE

FOME E NADA DESSE ÔNIBUS VIR, QUE MERDA

!”, in English “I’M HUNGRY AND THIS BUS DOES

NOT ARRIVE, SHIT” is labeled as hate speech in
ToLD-Br. BERTimbau and ChatGPT classify it
as neutral, while the others classify it as offensive.
While it is a complaint, no offense is made. We
also disagree with two other instances that chatbots
agree with the annotation: “ESSE BOLSOLIXO É

10https://bit.ly/joice-hasselmann-e-peppa-pig

https://bit.ly/joice-hasselmann-e-peppa-pig


UM CANALHA ...” translated as “THIS BOLSOG-
ARBAGE IS A BASTARD ...” offend the former
president but do not attend hate speech criteria defi-
nition. Those cases show how challenging this task
is, even for humans.

6 Conclusions

This paper investigates BERT-based models
adapted to hate speech detection in PT-BR and
different prompt adaptations for chatbots. We pro-
posed two ways of enhancing prompts: adding
topic-modeling context words and selecting demon-
stration examples to add more semantics to the
demonstration. Selecting rich demonstration ex-
amples and including context benefits some of the
chatbots settings. However, despite the recent in-
creasing popularity of chatbots and their in-context
abilities that claim no further training, we showed
that adapting BERT-based models for those chal-
lenging datasets, even in a light training regime,
still achieves the best results in most cases.

In this way, we reinforce the recent literature
that argues for more investigation into the language
model’s abilities to handle sensitive social patterns
such as hate speech, particularly in Portuguese.
Small models still have a role in avoiding perpetuat-
ing social issues in NLP tools. Future investigation
could focus on interpreting the role of layers, train-
ing corpora, and different architectural details in
BERTimbau, BERTweet.BR and AlBERTina. Also,
future work could further explore settings for our
prompt enhancement proposals and see if they are
helpful in other classification problems.

Limitations

This work presents some limitations concerning the
division of training and tests. Firstly, there is only
one split of the training and testing sets. Likewise,
the adopted test set does not directly reflect the pro-
portion of the classes observed in the real-world
data sample. Both constraints arise mainly from
the significant costs when using ChatGPT and lim-
ited request rate available via MariTalk. Another
issue is the computational cost tied to the refine-
ment of some adopted models, which involves ad-
justing up to 900 million parameters. Neverthe-
less, we had preliminary results employing cross-
validation to the BERT-based models and HateBR
dataset, when most of the results were similar to
the ones presented in the paper. However, given
the aforementioned costs and the need to be fair in

comparing all the models with the same test sets,
we presented the results without cross-validation
procedures. This way, this paper assumes a low-
resource scenario motivated by the need to reduce
costs. Because of that, we do not explore other
hyperparameters, such as temperature of chatbots
and more epochs for BERT-based models. While
these aspects may impact the interpretation of the
models’ behavior in more general scenarios, those
decisions made it possible to analyze and compare
several approaches across various models, each
with its specific particularity.

Ethics Statement

Misclassifying offensive and hate speech con-
tent carries significant ethical implications and
thus requires careful consideration and vigilance.
Datasets may harbor cultural and historical biases,
failing to encompass the full range of linguistic
diversity. In this respect, Brazil is a prime example
of cultural diversity; merely examining different
perspectives within the same country can reveal dis-
crepancies in the perceived offensiveness of a term.
Additionally, when considering inter-country per-
spectives, such differences can become even more
pronounced even among those speaking the same
language. For instance, “rapariga” in Portugal pri-
marily means “young woman”, while in Brazil, the
term might carry derogatory connotations towards
a woman11. Another critical point involves the
potential hate speech false positives – especially
in contexts where language use is ambiguous or
employs figures of speech like irony and sarcasm
– which could lead to unwarranted censorship by
algorithms. Equally significant, false negatives for
such classifications could fail to protect vulnerable
groups and in the non-enforcement of laws. There-
fore, we emphasize that AI mechanisms should
serve as aids in content moderation, but should not
be direct replacements for it.
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