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Abstract

In specialized domains, the performance of
generic language models can be suboptimal due
to significant domain-specific differences. To
address such a problem, different pre-training
strategies have been proposed for developing
domain-specific language models, including
cross-domain transfer learning and continuous
domain-adaptive pre-training with in-domain
data. Within this context, we investigate dif-
ferent pre-training strategies to enhance NER
in Portuguese-written Literature. We intro-
duce two models, LitBERT-CRF and LitBER-
Timbau, that leverage domain-specific literary
data while building upon general-domain lan-
guage models. Moreover, we compare cross-
domain transfer learning with a general-domain
baseline. Overall, our results reveal that both
domain-adaptive and transfer learning models
outperform the baseline, achieving an F1-Score
of over 75% in a strict evaluation scenario and
over 80% in a partial scenario.

1 Introduction

Literature, often a reflection of culture and history,
is rich in diverse characters, places, and cultural
allusions. Named Entity Recognition (NER), as a
Natural Language Processing (NLP) task, carries
profound importance in such a domain through ex-
tracting named entities (Claro et al., 2023). By cate-
gorizing essential literary elements, such as charac-
ter names and locations, researchers can delve into
intricate narratives, discerning patterns, tracking
character developments, and exploring the socio-
cultural context within literary works.

Recently, language models based on BERT –
Bidirectional Encoder Representations from Trans-
formers (Devlin et al., 2019) have been notably
striking in NER tasks. Often combined with bidi-
rectional recurrent networks, attention, and CRF,
such models have shown their ability to capture
context and relationships, making them particularly

well-suited for the complexity of literary entities
(Emelyanov and Artemova, 2019; de Menezes Ro-
drigues et al., 2022). However, the potential of
BERT-based models hinges on the availability of
labeled data for fine-tuning, a resource that re-
mains somewhat scarce in the context of NER in
Portuguese-written Literature.

Literary texts, especially written in Portuguese,
present unique challenges due to the intricacies
of the language and the richness of cultural allu-
sions (Santos et al., 2022). Furthermore, annotat-
ing named entities in literary texts presents its own
unique challenges due to the often metaphorical or
symbolic use of names, the historical context, and
the inherent ambiguity of character roles (Bamman
et al., 2019; de Oliveira et al., 2022).

To mitigate the labeled data scarcity issue, lan-
guage models, pre-trained on extensive unlabeled
corpora and fine-tuned on labeled datasets, have
revolutionized the landscape of NLP tasks (Qiu
et al., 2020; Raffel et al., 2020; Gururangan et al.,
2020; Boukkouri et al., 2022). However, these
models typically originate from generic, general-
domain corpora, such as Wikipedia. In special-
ized domains like Literature, such an approach
may be suboptimal due to the profound disparities
in domain-specific terminology, contextual intrica-
cies, and linguistic nuances (Bamman et al., 2019).

In light of these challenges and research gaps,
the objective of this work is to investigate and
compare different pre-training strategies for BERT-
based models designed for the task of NER in
Portuguese-written Literature. The main contri-
butions of this paper are as follows:

• We explore and evaluate different pre-training
strategies, including cross-domain transfer learn-
ing and domain-adaptive pre-training. By com-
paring such strategies, we provide insights into
the most effective approach for enhancing NER
in the literary domain.



• We introduce two novel BERT-based models,
LitBERT-CRF and LitBERTimbau, specifically
tailored for NER in Portuguese-written literature.
These models leverage domain-specific literary
data while building upon general-domain lan-
guage models.

• Besides traditional token-based metrics, we per-
form a thorough evaluation over multiple sce-
narios and error types. Such analyses include
entity-level evaluation metrics that provide a bet-
ter understanding of the models’ performance,
including their ability to identify and classify dif-
ferent entity types in literary texts.

2 Related Work

Generic language models can be suboptimal in
highly specialized domains due to significant
domain-specific differences. Consequently, re-
searchers have introduced pre-training strategies
to create domain-specific language models tailored
for distinct contexts, including but not limited to
clinical applications (Lee et al., 2020), scientific re-
search (Beltagy et al., 2019), financial analysis (Liu
et al., 2020), among others (de Menezes Rodrigues
et al., 2022).

Domain-specific pre-training often requires in-
domain data and can be undertaken through two pri-
mary strategies: starting from scratch with a model
trained entirely on domain-specific data, or running
continuous pre-training of an existing generic lan-
guage model (Lamproudis and Henriksson, 2022).
While the former requires a substantial amount of
domain-specific data, computational resources, and
time, it can lead to a model that is highly special-
ized for the target domain.

On the other hand, the domain-adaptive ap-
proach consists of the ongoing pre-training of
a generic language model by using unlabeled
domain-specific text data (Qiu et al., 2020; Ro-
dríguez et al., 2023). Such a strategy is gener-
ally more resource-efficient and quicker than pre-
training from scratch under both high- and low-
resource settings (Gururangan et al., 2020).

Besides domain-specific pre-training, another
option is cross-domain transfer learning. Cross-
domain transfer learning is an effective strategy,
commonly applied when there is limited annotated
data in the target domain but a well-pre-trained
model from a source domain (Raffel et al., 2020).
This approach leverages knowledge transfer from
the source to the target domain, leading to mod-

els that typically exhibit improved performance
and faster training convergence than starting from
scratch (Zhuang et al., 2021).

For Named Entity Recognition (NER) tasks,
such pre-training strategies play a crucial role.
NER, which involves extracting entities like names
of people, locations, and organizations from text,
can greatly benefit from domain-specific language
models (Rodríguez et al., 2023). Such models not
only enhance entity recognition but also improve
the overall understanding of the context within spe-
cialized domains, such as Literature.

Regarding literary works, especially those writ-
ten in Portuguese, NER models face unique chal-
lenges. Literature often reflects culture, history,
and diverse characters, producing rich yet complex
content. Effectively identifying and categorizing
entities in such contexts requires domain-adaptive
pre-training strategies (Bamman et al., 2019), al-
lowing models to capture the linguistic nuances
specific to the literary domain.

Our study delves into such a domain-specific
NER task in Portuguese-written Literature. By in-
vestigating various pre-training strategies for NER
in specialized contexts, we can uncover which ap-
proach is most effective and shed light on the cru-
cial role of domain-specific models in advancing
NLP tasks across diverse domains.

3 Methods and Data

This study evaluates two distinct pre-training strate-
gies: (i) domain-specific pre-training and (ii) cross-
domain transfer learning. We briefly define both
strategies in Section 3.1, as well as describe the
pre-training data, configuration, and models in Sec-
tions 3.2 to 3.4. Moreover, the fine-tuning process
and data are also outlined in Sections 3.5 and 3.6.

3.1 Pre-training Strategies

Language models pre-trained with a specific do-
main have demonstrated their potential to enhance
predictive performance on downstream tasks (Gu-
rurangan et al., 2020). Developing domain-specific
language models often requires pre-training by us-
ing in-domain data through two primary strategies:
pre-training from scratch or continuous pre-training
of an existing generic language model (Lamproudis
and Henriksson, 2022).

Pre-training from scratch entails training a model
completely anew, initialized with random weights,
on a substantial corpus of in-domain data. This



Table 1: Subset corpus overview.

Features

Domain Literary
Languages PT and PT-Br
# Documents 10
# Tokens 583,788
Size 3MB

process is computationally intensive and often
needs extensive resources for successful execution.
Therefore, in this work, we focus on the alternative
strategy of domain-adaptive pre-training, which
builds upon pre-existing generic language models.

Another common pre-training strategy is cross-
domain transfer learning, which involves trans-
ferring knowledge from one domain to another.
Such a strategy is effective when there is limited
annotated data in the target domain but a well-pre-
trained model from a related or larger source do-
main. Transferring knowledge from the source
domain to the target domain can often achieve bet-
ter performance and faster convergence in training
compared to training from scratch.

3.2 Pre-training data

For pre-training data, we consider a subset cor-
pus sourced from the PPORTAL dataset (Silva
et al., 2021, 2022),1 an extensive repository of
metadata containing over 80,000 public domain
literary works in the Portuguese language, predom-
inantly derived from Brazil and Portugal. The sub-
set contains 583,788 tokens from ten literary public
domain works. It comprises full-length documents
from different authors and literary genres, ensuring
high domain diversity and content quality.

To guarantee uniformity and quality of the cor-
pus, each text underwent pre-processing, i.e., re-
moving special characters (excluding hyphens and
punctuation marks, given their relevance in liter-
ary contexts). Additionally, we have removed any
emails and website references. Table 1 shows the
main characteristics of the final subset corpus.

3.3 Pre-training setup

All pre-training sessions use the Masked Language
Modeling (MLM) as the training task. In this
approach, a predetermined percentage of words
within a sequence (specifically 15%) are deliber-

1https://doi.org/10.5281/zenodo.5178063

Table 2: Hyperparameters used during pre-training.

Hyperparameters Value

Learning rate 5 ×10−5

Batch size 16
Max length 512
Epochs 3
MLM probability 15%

ately masked, and the model’s primary objective
is to predict the identities of these masked words
accurately. This task not only sharpens the model’s
understanding of the language’s contextual relation-
ships but also enhances its proficiency in compre-
hending and generating text.

We set a maximum pre-training duration of three
epochs to balance computational resources and
time limitations, ensuring that the model could ben-
efit from multiple iterations of pre-training while
staying within practical boundaries. Rather than
evaluating the pre-training task, each saved check-
point is evaluated in terms of the performance on a
downstream literary NER task.

All models are also pre-trained using the same
hyperparameters. Table 2 details which hyperpa-
rameters were used during pre-training.

3.4 Pre-training models

We introduce two novel language models for liter-
ary Named Entity Recognition in Portuguese. Both
models are pre-trained using the MLM task and our
subset corpus to incorporate domain-specific data,
making the models well-suited for the identifica-
tion and recognition of named entities in literary
texts. We briefly describe each model as follows.
LitBERTimbau. Builds upon the general-domain
BERTimbau model (Souza et al., 2020), which ini-
tially underwent pre-training with a vast corpus of
Portuguese Wikipedia articles. BERTimbau, as a
general-domain language model, provides a strong
foundation in Portuguese language understanding
and general linguistic knowledge.
LitBERT-CRF. Leverages the general-domain
BERT-CRF model (Souza et al., 2019), which of-
fers a unique architecture for enhancing Named
Entity Recognition (NER). BERT-CRF was ini-
tially pre-trained on the brWaC corpus (Filho et al.,
2018), a substantial collection of web text in Brazil-
ian Portuguese. It was subsequently fine-tuned on
the HAREM dataset (Santos et al., 2006), which

https://doi.org/10.5281/zenodo.5178063


contains labeled named entities in Portuguese. The
BERT-CRF architecture combines the BERT model
with Conditional Random Fields (CRF), a sequence
labeling algorithm frequently used for NER tasks.

3.5 Fine-Tuning & Downstream Task

Both pre-trained literary models are fine-tuned on
the NER downstream task using a literary anno-
tated corpus (see Section 3.6). We also fine-tuned
the general-domain model (BERT-CRF) by using
cross-domain transfer learning. That is, we lever-
age the pre-trained knowledge from a source do-
main (in this case, general domain) and transfer it
to a target domain (in this case, literary domain), al-
lowing the model to adapt to a new domain without
starting from scratch (Mou et al., 2016).

The BERT-CRF is fine-tuned using the HAREM
corpus (Santos et al., 2006), which includes two
different versions. The first version contains a set
of ten distinct named entity classes. Here, we con-
sider the other version, called “selective”, which
focuses on only five classes: Person, Organization,
Location, Value, and Time. In alignment with such
a selective version, we adjust our annotated corpus
by reclassifying GPE entities as LOCATION and
DATE entities as TIME.

Throughout the fine-tuning process, all three
models are trained for a fixed number of ten epochs.
No extensive hyperparameter search is performed,
as the primary objective is to compare and evaluate
the domain adaptation strategy for creating literary
language models rather than achieving state-of-the-
art performance on downstream tasks. In these
fine-tuning sessions, the models are trained until
they converge in terms of the validation set loss,
ensuring that they reach a stable performance level.

3.6 Fine-tuning Data

For fine-tuning and evaluating the pre-trained mod-
els on a downstream task, we consider a dataset
manually annotated for literary entities. The cor-
pus is also sourced from the PPORTAL dataset and
contains a diverse range of 25 individual literary
works.2 All of these texts were published before
1953, adhering to the current criteria for public
domain status in Brazil, with the majority falling
within the timeframe spanning from 1554 to 1938.
In total, the corpus contains 125,059 tokens, 5,418
sentences, and 5,266 annotated entities.

2Note that the subset corpus used during the pre-training
comprises different literary works from the 25 selected works
for fine-tuning the models.

Table 3: Distribution of entity classes.

Class Frequency (%) Examples

PER 3,609 (68.53%) “Capitu”, “the foreigner”
LOC 1,126 (21.38%) “the village”, “the town”
GPE 315 (5.98%) “Brazil”, “Lisbon”
ORG 115 (2.18%) “the police”, “the Church”
DATE 101 (1.92%) “XVIII century”, “1847”

The annotation process was conducted by a sin-
gle annotator (one of the authors of this paper)
and follows a two-step approach involving initial
pre-annotation and subsequent correction and re-
finement using the Prodigy annotation tool.3 Ini-
tially, all 25 literary texts are pre-annotated by us-
ing the spaCy model pt_core_news_lg. Next, the
ner.correct recipe in Prodigy is used to refine the
gold-standard dataset, considering the –update ar-
gument to continuously update the model during
the annotation loop.

While acknowledging the limitation of a single
annotator, future work could explore strategies for
multi-annotator involvement, inter-annotator agree-
ment analysis, and the construction of detailed an-
notation guidelines. Despite the constraints, the
single annotator aimed to maintain consistency
and accuracy throughout the annotation process.
The Prodigy annotation tool facilitated an efficient
workflow, allowing for iterative updates to improve
annotation quality over successive cycles.

The final corpus contains annotations of PER-
SON, LOC, GPE, ORG, and DATE entities. Table
3 provides a comprehensive breakdown of each en-
tity category’s frequency, expressed as a percentage
of the total annotated entities, along with illustra-
tive examples that glimpse the corpus’s content.

4 Experimental Evaluation

This section outlines the experimental evaluation to
assess the different pre-training strategies. First, we
describe the experimental setup and the evaluation
metrics in Sections 4.1 and 4.2. Next, we discuss
the results in Section 4.3.

4.1 Experimental Setup
Table 4 shows the main characteristics of each eval-
uated model. In addition to our primary models
(LitBERTimbau and LitBERT-CRF), we evaluate
the BERT-CRF model without fine-tuning as a base-
line. By comparing the performance of our pre-

3https://prodi.gy/

https://prodi.gy/


Table 4: Evaluated models overview.

Model Strategy Vocab C1 C2

BERT-CRF Baseline General General General
FT BERT-CRF Cross-domain transfer learning General General Literary
LitBERT-CRF Domain-adaptive pre-training General Literary Literary
LitBERTimbau Domain-adaptive pre-training General Literary Literary
Vocab: Vocabulary | C1: Pre-training corpus | C2: Fine-tuning corpus
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Table 5: Error types in NER evaluation.

Error type Description

Correct (C) True and predicted entities are equal
Incorrect (I) True and predicted entities do not match
Partial (P) True and predicted entities are similar
Missing (M) A true entity that was not predicted
Spurious (S) A predicted entity that does not exist

trained literary models and the fine-tuned BERT-
CRF model (FT BERT-CRF) with the untailored
BERT-CRF model, we can validate the impact of
our pre-training strategies and evaluate the efficacy
of domain adaptation to the specialized domain.

For our experimental setup, we partition the an-
notated corpus into training, development, and test
sets. Such a partition allocates 80% of the sen-
tences to the training set (5,572 sentences), 10% to
the validation set (696 sentences), and the remain-
ing 10% to the test set (697 sentences). Figure 1
presents in detail the distribution of entities in each
class within the training, validation, and test sets.

4.2 Evaluation Metrics

When assessing NER models, it is a common prac-
tice to report metrics at the individual token level.
However, this approach may not always be the
most comprehensive, especially considering that

Table 6: Evaluation scenarios for NER evaluation.

Eval Description

Strict Exact boundary and type matching
Type Correct entity type assignment regardless of

exact boundaries
Partial Partial boundary matching, regardless of the

entity type
Exact Exact boundary matching, regardless of the

entity type

a named entity can span multiple tokens. To pro-
vide a more accurate evaluation, it is essential to
account for full-entity accuracy.

To incorporate the different scenarios into eval-
uation metrics, we adopt the evaluation schema
defined by the SemEval 2013 - 9.1 task (Segura-
Bedmar et al., 2013), which extends beyond a sim-
ple token/tag-based schema. It considers different
scenarios, verifying whether all the tokens belong-
ing to a named entity are correctly classified and
whether the correct entity type was assigned.

Within such an evaluation schema, five metrics
are designed to account for different categories
of errors: : Correct (C), Incorrect (I), Partial (P),
Missing (M), and Spurious (S). Table 5 provides a
description of each error type. Additionally, four
distinct evaluation scenarios are considered, exam-
ining the models’ performance differently: Strict,
Type, Partial, and Exact. Table 6 outlines these
evaluation scenarios.

For automated evaluation, errors are calculated
based on boundary matching, specifically by as-
sessing whether there is an overlap between the
true and predicted entities. The overlap is deter-
mined by the intersection between the start and
end offsets of the true and predicted entities. For
instance, if the true entity spans from the third to
the seventh token, and the predicted entity spans
from the fifth to the ninth token, the overlap would
include tokens 5, 6, and 7. This approach enables a
nuanced evaluation of partial boundary matching



without imposing rigid percentage constraints.

4.3 Results

Table 7 shows the results of each model, evalu-
ated from the five types of errors and four scenar-
ios. Compared to the baseline (BERT-CRF), all
three evaluated models exhibit robust overall per-
formance. BERT-CRF, without fine-tuning, shows
a relatively low capacity for capturing entities, re-
flected in its notably low count of correct entities
(C). Additionally, it records a relatively high rate of
missing entities (M), implying challenges in captur-
ing certain named entities in the text. Furthermore,
it registers some spurious entities (S), indicating a
tendency to identify entities that do not exist.

On the other hand, the evaluated models show-
case a significant improvement in correctly identi-
fying named entities (C) compared to the baseline.
However, they also show a relatively high number
of incorrectly classified entities (I), suggesting that
such models classify some entities incorrectly. Al-
though they reduced the rate of missing entities (M)
compared to the baseline, indicating an improved
ability to recognize more named entities, they still
face challenges in identifying certain named en-
tities. Notably, they also present many spurious
entities (S), suggesting room for fine-tuning to en-
hance precision and accuracy.

In addition to the error types, we also compute
precision, recall, and F1-Score for each scenario
(Table 8). Here, precision is the percentage of cor-
rectly identified named entities by the model. In
contrast, recall represents the model’s ability to cap-
ture the percentage of named entities in the golden
annotations successfully. Such an evaluation is
conducted in two distinctive ways, depending on
whether an exact match is deemed necessary (for
strict and exact scenarios) or if a partial match is
acceptable (for partial and type scenarios).

Overall, as detailed next, our results highlight
the effectiveness of different pre-training strate-
gies for literary named entity recognition in Por-
tuguese. Both domain-adaptive pre-training and
cross-domain transfer learning are valuable ap-
proaches for creating language models tailored to
this specific NLP task.

Cross-domain transfer learning. The fine-tuned
BERT-CRF model (FT BERT-CRF) shows compet-
itive performance. Such a model leverages pre-
trained knowledge from a general domain to adapt
to the literary domain, significantly capturing en-

tities in the NER task. For the Strict scenario, the
model presents an F1-Score of 77% with a trade-
off between precision and recall. Such balanced
performance indicates the model excels in identi-
fying entities correctly and capturing a significant
proportion of the named entities.

In the Exact scenario, which evaluates exact
boundary matching regardless of the entity type,
the model also presents a high F1-Score (78%).
Such a result highlights its ability to capture a sub-
stantial portion of named entities while maintain-
ing precise boundary matching. When considering
more relaxed boundary matching scenarios, such as
Type and Partial, FT BERT-CRF outperforms ex-
pectations with an F1-Score exceeding 81%. That
is, the model can capture a greater proportion of
named entities when the boundaries are not exact.

Compared to the other two pre-training strate-
gies, cross-domain transfer learning shows strong
results, especially in scenarios where exact bound-
ary matching is not required. The model’s competi-
tive results can be attributed to its ability to harness
the extensive linguistic and contextual knowledge
in general-domain data, thereby expediting its tran-
sition into the literary domain.

Domain-adaptive pre-training. Overall, the
LitBERT-CRF model outperforms the other models
for most evaluation scenarios in Table 8. Neverthe-
less, its performance closely aligns with the fine-
tuned BERT-CRF model. But unlike cross-domain
transfer learning, which adapts to the literary do-
main by leveraging prior knowledge from a gen-
eral domain, domain-adaptive pre-training directly
incorporates domain-specific data into the pre-
training process, potentially equipping the model
with more specialized linguistic nuances.

The LitBERT-CRF model’s strong performance,
particularly in the Strict scenario, emphasizes its
accuracy in precisely identifying literary entities,
achieving an F1-Score of 78%. Such a result sug-
gests that the model not only identifies a significant
portion of the named entities but also classifies
them accurately. The model’s consistently high
performance extends to other scenarios, especially
the Type and Partial, with F1-Scores above 82%.

In contrast, the LitBERTimbau model, which
builds upon the general-domain BERTimbau
model, presents competitive yet slightly lower F1
scores across all evaluation scenarios. While it
performs well, it falls just short of matching the
LitBERT-CRF model’s level of accuracy in identi-



Table 7: Evaluation results from the five types of errors and four scenarios. The test set used to evaluate the models
has 434 annotated entities.

Model Strict Type Partial Exact

C I M S C I M S C P M S C I M S

BERT-CRF 119 3 312 29 120 2 312 29 121 1 312 29 121 1 312 29
FT BERT-CRF 335 35 65 65 362 8 65 65 341 29 65 65 341 29 65 65
LitBERT-CRF 336 31 67 62 357 10 67 62 344 23 67 62 344 23 67 62
LitBERTimbau 333 33 68 84 358 8 68 84 341 25 68 84 341 25 68 84

C: Correct | I: Incorrect | M: Missed | S: Spurious | P: Partial

Table 8: NER models evaluation results on different training data. The best performance is shown in bold and the
second best is underlined.

Model Strict Type Partial Exact

P R F1 P R F1 P R F1 P R F1

BERT-CRF 0.788 0.274 0.407 0.795 0.276 0.410 0.805 0.28 0.415 0.801 0.279 0.414
FT BERT-CRF 0.770 0.770 0.770 0.832 0.832 0.832 0.817 0.817 0.817 0.784 0.784 0.784
LitBERT-CRF 0.783 0.774 0.779 0.832 0.823 0.827 0.829 0.819 0.824 0.802 0.793 0.797
LitBERTimbau 0.740 0.767 0.753 0.796 0.825 0.810 0.786 0.815 0.800 0.758 0.786 0.771

P: Precision | R: Recall | F1: F1-Score

fying literary entities. Such a discrepancy can be
attributed to several factors.

First, the initial pre-training of BERTimbau on
Portuguese Wikipedia articles might provide a
broad linguistic foundation but may not be as tai-
lored to literary nuances as the brWaC and HAREM
datasets used by BERT-CRF. Second, the capac-
ity and complexity of the models could vary, with
LitBERT-CRF potentially having more parameters
or a more sophisticated architecture, which might
enhance its entity recognition capabilities.

Entity-level evaluation. Figure 2 shows entity-
level evaluation metrics for each model, focusing
exclusively on the Type scenario. In this specific
scenario, a degree of overlap between the bound-
aries of true and predicted entities is allowed, which
adds a layer of flexibility to the evaluation.

Compared to the baseline, both domain-adaptive
and cross-domain transfer learning models show
high evaluation scores for the PERSON entity class.
Although LitBERT-CRF achieves a higher preci-
sion (82%), the model exhibits a lower recall rate,
which results in a slightly lower F1-Score (85.5%)
in comparison to the FT BERT-CRF model (86.3%).
Various factors, including differences in the archi-
tecture and model capacity, can influence such nu-
anced differences in NER performance.

The solid overall performance in correctly identi-

fying and categorizing PERSON entities across all
models is expected, as such entity class is relatively
well-recognized by the generic baseline model. In-
deed, PERSON entities often follow common lin-
guistic patterns, making them more accessible to
both generic and domain-adaptive language models
(Li et al., 2022).

Regarding the other entity classes, the evalu-
ated models present more varied performance re-
sults. Specifically for the LOC (location) class, the
domain-specific models achieve higher F1 scores
compared to the baseline. Such a result suggests
that incorporating in-domain knowledge (i.e., lit-
erary data) through pre-training strategies signifi-
cantly improves the extraction of location entities
in Portuguese-written Literature.

However, when assessing the ORG (organiza-
tion) and TIME (time) entity classes, all models
face challenges in accurate identification. Despite
achieving a relatively high recall rate, indicating
their ability to capture a substantial portion of these
entities, the precision of the models in recogniz-
ing ORG and TIME entities is notably lower. This
suggests that while the models successfully cap-
ture many instances of organizations and temporal
expressions, they also generate numerous false pos-
itives, decreasing precision.

The variability in performance across both ORG
and TIME entities can be attributed to the complex-
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Figure 2: Evaluation metrics for each model, considering the Type scenario.

ity and diversity of how organizations and temporal
expressions are referenced in literary texts. Authors
often employ creative and context-dependent ways
of mentioning organizations and time-related infor-
mation, making it a challenging task for NER mod-
els to generalize effectively (Cui and Joe, 2023).

5 Conclusion

In this study, we investigated domain-adaptive pre-
training strategies for enhancing Named Entity
Recognition (NER) in Portuguese-written Litera-
ture. We introduced two domain-adaptive mod-
els, LitBERT-CRF and LitBERTimbau, built upon
general-domain language models to leverage liter-
ary data. Furthermore, we performed a comparative
analysis, evaluating cross-domain transfer learning
alongside a general-domain baseline. Our findings
shed light on the effectiveness of such strategies
and their implications for literary NER tasks.

Overall, both domain-adaptive models outper-
form the baseline BERT-CRF model, showcas-
ing the potential benefits of incorporating domain-
specific data into the pre-training process. In par-
ticular, LitBERT-CRF outperforms the other evalu-
ated models, with competitive results in different
evaluation scenarios, excelling in the strict identifi-
cation of literary entities.

Moreover, our findings also highlighted the
trade-offs associated with different domain-

adaptive strategies. The cross-domain transfer
learning model (FT BERT-CRF) showed compet-
itive results, especially in evaluation scenarios
where exact boundary matching is not required.
In contrast, domain-adaptive pre-training models,
directly incorporating literary data into the pre-
training process, showed superior accuracy in rec-
ognizing literary entities.

Our findings open up several avenues for future
investigation. For instance, a more extensive and
diverse set of literary corpora can be incorporated
to capture a broader range of linguistic nuances.
Future research can also investigate hyperparam-
eter optimization and advanced training protocols
to fine-tune the models more effectively, poten-
tially improving their performance. Finally, while
our work focused on the NER task in Portuguese-
written Literature, exploring other downstream
tasks within the literary domain, such as sentiment
analysis, text classification, or even multilingual
tasks, can provide insights into the versatility and
robustness of the evaluated models.
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