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Abstract

The automatic assessment of text readability
and the classification of texts by levels is es-
sential for language education and language-
related industries that rely on effective com-
munication. In European Portuguese, most
of the studies on this subject focus on iden-
tifying the level of texts used for proficiency
evaluation purposes according to the Common
European Framework of Reference for Lan-
guages (CEFR). However, the ordinal nature of
the levels is not considered by the classification
models used in those studies. In this paper, we
address the problem as a regression task in an
attempt to leverage that information. Our exper-
iments using fine-tuned versions of a state-of-
the-art foundation model for Portuguese show
that addressing the problem as a regression task
leads to improved performance in terms of ad-
jacent accuracy and improved generalization
ability to different kinds of textual data.

1 Introduction

Identifying the readability or complexity level of a
text is relevant across diverse domains, encompass-
ing not only language education but also various
language-related industries and many other human
activities, in order to adjust it according to the tar-
get audience. However, automatically determining
the readability level of texts presents its own set
of challenges, particularly when working with lan-
guages that have limited annotated resources, as is
the case of the European variety of Portuguese.

Most of the research on this subject in the context
of European Portuguese has focused on the auto-
matic assessment of the Common European Frame-
work of Reference for Languages (CEFR) (Council
of Europe, 2001) level of texts used for proficiency
evaluation purposes by Camões, I.P. 1, the offi-
cial Portuguese language institute. However, even
though the levels have an ordinal nature, recent

1https://www.instituto-camoes.pt/

studies have approached the problem as a classifica-
tion task in which the ordinal relations between the
levels are not considered by the models (Curto et al.,
2015; Santos et al., 2021; Ribeiro et al., 2024).

In this study, we explore the use of regression ap-
proaches that consider the ordinal nature of CEFR
levels and assess how they perform in compari-
son to a classification approach based on the same
foundation model (Bommasani et al., 2021). More
specifically, we compare the performance of fine-
tuned versions of the Albertina PT-PT model (Ro-
drigues et al., 2023) that address the problem as
either a classification or regression task. Further-
more, we also explore the adaptation of the classifi-
cation model to the regression task, by leveraging
the predicted class probability distributions.

We start by providing an overview on related
work on automatic text readability level assessment
in Section 2. Then, in Section 3, we describe our
experimental setup, including the dataset, the foun-
dation model, and the methodologies employed for
fine-tuning and evaluation. Next, in Section 4, we
present and discuss the results of our experiments.
Finally, in Section 5, we summarize the contribu-
tions of this study and provide pointers for future
research in the area.

2 Related Work

Automatic readability assessment is a problem that
has been widely explored over the years. Tradition-
ally, it was addressed by creating readability for-
mulas or indexes based on statistical information
and/or domain knowledge (Kincaid et al., 1975;
DuBay, 2004; Crossley et al., 2017). However,
considering the developments in Natural Language
Processing (NLP), research shifted towards follow-
ing the trends in that area (McNamara et al., 2014),
from the pairing of handcrafted features with tra-
ditional machine learning algorithms (e.g. Aluisio
et al., 2010; François and Fairon, 2012; Karpov
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et al., 2014; Curto et al., 2015; Pilán and Volod-
ina, 2018; Forti et al., 2020; Leal et al., 2023) to
the fine-tuning of large transformer-based founda-
tion models (e.g. Santos et al., 2021; Yancey et al.,
2021; Martinc et al., 2021; Mohtaj et al., 2022).

Although several studies have addressed text
readability or complexity assessment as a regres-
sion task (e.g. Marujo et al., 2009; Cha et al., 2017;
Nadeem and Ostendorf, 2018; Martinc et al., 2021;
Wilkens et al., 2022; Mohtaj et al., 2022), only a
few explored the differences between regression
and classification approaches to the task.

Heilman et al. (2008) compared linear regression
with the Proportional Odds Model (McCullagh,
1980) and multiclass logistic regression. The sec-
ond achieved the best performance in terms of cor-
relation, Root Mean Squared Error (RMSE), and
adjacent accuracy in a cross-validation scenario.
However, the simpler linear regression model gen-
eralized better to a left-out test set.

Aluisio et al. (2010) compared the performance
of Support Vector Machines (SVMs) trained for
classification, regression, and ordinal classification
with the Proportional Odds Model. The models per-
formed similarly, but each had a slight advantage
in terms of one of the evaluation metrics, with clas-
sification achieving the highest F1 score, regression
the highest correlation, and ordinal classification
the lowest error.

Xia et al. (2016) compared SVM classification
with a pairwise ranking approach and achieved a
better correlation with the former.

Focusing on Portuguese, there are a few studies
covering the Brazilian variety of the language (e.g.
Scarton and Aluísio, 2010; Aluisio et al., 2010;
Leal et al., 2023). However, in this study, we will
focus on the European variety.

The Portuguese version of the REAP tutoring
system (Marujo et al., 2009) included a readability
level classifier trained on school textbooks. The
model was based on SVMs applied to lexical fea-
tures and used the Proportional Odds Model to
capture the ordinal nature of the levels.

The remaining studies mainly focused on the au-
tomatic assessment of the CEFR-level of texts used
for proficiency evaluation purposes. Branco et al.
(2014a,b) explored the use of four independent fea-
tures: Flesch Reading Ease index, lexical category
density, average word length, and average sentence
length. Curto et al. (2015) explored the use of
several traditional Machine Learning (ML) algo-
rithms for the task. The algorithms were applied

to 52 features split into 5 different groups: Part-of-
Speech (POS), chunks, sentences and words, verbs,
averages and frequencies, and extras. The highest
performance was achieved using LogitBoost (Fried-
man et al., 2000). Santos et al. (2021) explored
the fine-tuning of Portuguese versions of the GPT-
2 (Radford et al., 2019) and RoBERTa (Liu et al.,
2019) foundation models. The highest performance
was achieved by the former. We have performed a
more thorough study (Ribeiro et al., 2024) covering
several additional foundation models. The high-
est performance in a cross-validation scenario was
achieved using a fine-tuned version of the Albertina
PT-PT model (Rodrigues et al., 2023). However,
considering the reduced amount of training data, us-
ing a smaller model as a foundation leads to better
generalization ability.

3 Experimental Setup

In this section, we describe our experimental setup.
We start by describing the dataset used in our ex-
periments in Section 3.1. Then, in Section 3.2, we
shortly describe the foundation model used in our
study. In Section 3.3, we describe the methodol-
ogy used for fine-tuning that model and evaluate
its performance on the task. Finally, in Section 3.4,
we provide implementation details that enable the
future reproduction of our experiments.

3.1 Dataset
Similarly to most of the previous studies on auto-
matic text readability assessment in European Por-
tuguese, our dataset is comprised of texts extracted
from the Portuguese exams performed by Camões,
I.P.. The texts cover the CEFR levels A1 to C1, as
defined in the Portuguese version of the framework
(Grosso et al., 2011; Direção de Serviços de Língua
e Cultura, Camões, I.P., 2017). We use the same
version of the dataset used in our previous study
(Ribeiro et al., 2024), consisting of a training set
of 598 texts extracted from exams that are not pub-
licly available and a test set of 32 texts extracted
from the publicly available model exams. Table 1
shows the distribution of the texts across levels.

3.2 Models
As a foundation model, we use the base version of
the Albertina PT-PT model (Rodrigues et al., 2023),
as it led to the best results in our previous study on
text readability assessment (Ribeiro et al., 2024).
We fine-tune this model for both classification and
regression tasks. For the former, each CEFR level



A1 A2 B1 B2 C1 Total

Train 92 157 240 49 60 598
Test 8 12 5 3 4 32

Table 1: Distribution of the texts in the dataset of
Camões, I.P. exams across CEFR levels.

Approach RMSE Acc Adj F1

Classification 0.5491 80.02 96.96 73.76
Regression 0.5236 79.10 97.68 72.93
Softmax Reg. 0.5190 80.07 97.27 73.86

Table 2: Results in the cross-validation scenario.

is considered an independent class, while for the
latter the levels are converted to numerical values.
Additionally, we explore the adaptation of the clas-
sification model to the regression task, by comput-
ing the weighted average of the class probability
distribution obtained using the softmax function.
We refer to this approach as softmax regression.

3.3 Evaluation Methodology

Starting with the evaluation metrics, considering
that we are addressing the problem as a regression
task, we report the RMSE. Additionally, we adopt
accuracy (Acc), adjacent accuracy (Adj), and the
macro F1 score, which are some of the most com-
mon across previous studies. To compute these
metrics for the regression approaches, we convert
the numerical prediction to the closest level.

We rely on two evaluation scenarios. First, 10-
fold cross-validation is used to perform hyperpa-
rameter tuning and assess the highest performance
that can be achieved in a scenario similar to those
of previous studies. In each fold, the model is fine-
tuned for 20 epochs. The best epoch is selected
according to the accuracy of the model. Second,
we apply the models to the test set to assess their
generalization ability. Considering that the cross-
validation process generates one model per fold, we
use them as an ensemble to generate the predictions
for the test set by averaging their predictions.

To enhance robustness, we performed 10 inde-
pendent experimental runs, each with a different
random seed for the cross-validation splitting pro-
cess. The evaluation metrics are reported as the
average across these runs. All non-error metrics
are reported in percentage form.

3.4 Implementation Details

To train our models, we relied on the function-
ality offered by the HuggingFace’s Transformers
library (Wolf et al., 2020). We used the default
values for most of the hyperparameters. However,
we performed a grid search to identify appropriate
values for the batch size and learning rate. In our
experiments, the best results were achieved using a
batch size of 32 and a learning rate of 5× 10−5.

4 Results

In Section 4.1, we start by presenting and dis-
cussing the results achieved in the cross-validation
scenario. Then, in Section 4.2, we assess the gen-
eralization ability of the multiple approaches by
analyzing their performance on the test set.

4.1 Cross-Validation

Table 2 shows the cross-validation results achieved
using the different approaches to the task. First of
all, similarly to what was observed by Aluisio et al.
(2010), we can see that the performance differences
between approaches are small. More specifically,
the differences between the highest and lowest av-
erage performance are 0.03 in terms of RMSE and
around 1 percentage point in terms of the remaining
metrics. This suggests that the foundation model
and the data used for fine-tuning are more relevant
than capturing the ordinal nature of the readabil-
ity levels. Still, the differences may become more
evident if more diverse data is considered.

Comparing the results in terms of specific met-
rics, as expected, the regression approaches have
a lower RMSE than the classification approach.
However, softmax regression achieved a lower
RMSE than pure regression, in spite of the model
not being specifically trained to minimize that loss.
This suggests that the higher number of neurons in
the output layer improves the ability of the model
to capture the specific characteristics of each level,
which can then be used to obtain a closer approx-
imation of the actual level of a text. Addition-
ally, although softmax regression only slightly out-
performs the classification approach in terms of
accuracy and macro F1, it more significantly out-
performs it in terms of adjacent accuracy. This
suggests that weighting the probability attributed
to each level instead of simply selecting the one
with the highest probability is an appropriate ap-
proach to capture some information regarding the
ordinal nature of the levels. Still regarding adjacent



Class. Predicted
A1 A2 B1 B2 C1

A
ct

ua
l

A1 75 14 3 0 0
A2 25 128 4 0 0
B1 1 7 218 13 2
B2 0 0 7 34 8
C1 0 0 11 9 40

Reg. Predicted
A1 A2 B1 B2 C1

A
ct

ua
l

A1 71 18 3 0 0
A2 34 122 1 0 0
B1 0 7 221 10 2
B2 0 0 17 31 1
C1 0 1 11 14 34

Smax Predicted
Reg. A1 A2 B1 B2 C1

A
ct

ua
l

A1 74 16 2 0 0
A2 24 130 3 0 0
B1 0 7 218 14 1
B2 1 0 9 37 2
C1 0 0 11 10 39

Table 3: Confusion matrices of the best runs of the different approaches in the cross-validation scenario.

Approach RMSE Acc Adj F1

Classification 1.1067 43.13 78.13 51.27
Regression 0.8022 49.06 92.81 53.50
Softmax Reg. 1.0129 43.75 80.00 51.05

Table 4: Results achieved on the test set.

accuracy, pure regression leads to the best results.
However, it comes at the cost of a significant drop
in performance in terms of accuracy and macro F1
in comparison to softmax regression.

To obtain additional insight regarding the perfor-
mance of the approaches, Table 3 shows the confu-
sion matrices of the best run of each of them. We
can see that all approaches have their highest recall
for level B1, which is both the one in the middle
and the most prominent level in the dataset. This
might suggest some bias towards the prediction of
that level. However, that is also one of the levels
with higher precision, only surpassed by level C1
for the regression approaches. On the other hand,
the models seem to have some difficulties in distin-
guishing between the A levels, especially the one
obtained using the pure regression approach. There
are also issues at the other end of the spectrum.
First, there is a set of C1 texts that are classified as
B1 by every model. The recognition of level B2
is that which varies the most among approaches.
When using the classification approach, misclassi-
fications fall on both of its neighbors. On the other
hand, regression approaches seem to be more bi-
ased towards the B1 class. Still, softmax regression
is significantly more accurate than pure regression.

4.2 Generalization to the Test Set
Table 4 shows the results achieved when the models
trained for the cross-validation scenario are applied
to the test set. Similarly to what was observed in
our previous study (Ribeiro et al., 2024), the per-
formance of the models is significantly impaired
when they are applied to this test set. In terms of
accuracy, it decreases to nearly half for the classi-

fication and softmax regression approaches. The
performance of the pure regression approach also
decreases significantly, but not as much as that of
the others, making it the top performer in this sce-
nario, similarly to what was observed by Heilman
et al. (2008). Overall, the regression approaches
seem to generalize better than the classification
approach, as they are less impacted by the higher
uncertainty of the predicted class distributions.

Table 5 shows the confusion matrices of the best
run by each approach on the test set. We can see
that there are two main reasons for the higher per-
formance achieved by the pure regression approach.
On the one hand, it achieves a higher recall for level
A2, leading to improved accuracy. On the other
hand, the larger difference in terms of adjacent ac-
curacy is mainly justified by the several examples
of level A1 that it classifies as A2, while the other
approaches classify them as B1.

The examples of the A levels that are misclas-
sified as B1 correspond to short texts that are ex-
clusive to a type of exercise that only appears in
the model exams of the A levels. The classifica-
tion approach classifies all of those examples as B1
because, even though they are significantly longer,
the shortest texts on the training data are of that
level. On the other hand, the regression approaches
are able to accurately classify a reduced set of those
examples, with an average accuracy of 2.31% by
the softmax regression approach and 13.08% by
the pure regression approach.

If the problematic short texts are not considered,
the average accuracy of the three approaches is
much closer: 72.63%, 73.68%, and 72.11% for
classification, regression, and softmax regression,
respectively. In this case, pure regression still sig-
nificantly outperforms the others in terms of ad-
jacent accuracy, achieving a perfect score, while
classification achieves 89.47% and softmax regres-
sion 91.05%. However, it is important to remember
that the classification of texts by readability level
is a task that is subjective and difficult even for



Class. Predicted
A1 A2 B1 B2 C1

A
ct

ua
l

A1 3 0 5 0 0
A2 2 2 8 0 0
B1 1 0 4 0 0
B2 0 0 0 3 0
C1 0 0 1 0 3

Reg. Predicted
A1 A2 B1 B2 C1

A
ct

ua
l

A1 2 6 0 0 0
A2 1 6 5 0 0
B1 0 1 4 0 0
B2 0 0 0 3 0
C1 0 0 0 2 2

Smax Predicted
Reg. A1 A2 B1 B2 C1

A
ct

ua
l

A1 3 1 4 0 0
A2 2 3 7 0 0
B1 1 0 4 0 0
B2 0 0 0 3 0
C1 0 0 1 1 2

Table 5: Confusion matrices of the best runs of the different approaches on the test set.

humans (Branco et al., 2014a; Curto, 2014).

5 Conclusion

In this paper, we have addressed the automatic
assessment of text readability level in European
Portuguese as a regression task in an attempt to
leverage the ordinal nature of CEFR levels. Our
experiments in a cross-validation scenario revealed
that by computing the weighted average of the class
probability distributions predicted by a fine-tuned
version of the Albertina PT-PT model instead of
simply selecting the level with the highest probabil-
ity, we can obtain more robust predictions that lead
to improved adjacent accuracy while maintaining
similar accuracy and macro F1 score. Furthermore,
the regression approaches, and especially a model
fine-tuned specifically for the regression task, gen-
eralize better to unseen kinds of textual data.

Considering the difficulty in obtaining additional
annotated data for training more robust models, as
future work, it is important to assess how large lan-
guage models like ChatGPT (OpenAI, 2023) and
LLaMa (Touvron et al., 2023) perform on this task
in zero or few-shot scenario. Furthermore, consid-
ering the subjectivity of readability level assess-
ment and its potential applications, it is important
to make an effort towards the development of inter-
pretable models that provide insight regarding the
proposed classifications.
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