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Abstract

This paper presents an automated approach to
organize and analyze legislative amendments
documents by utilizing topic-based clustering
and retrieval. The system allows legal consul-
tants to associate amendments with predefined
topics, improving efficiency in handling a large
number of amendments. The study evaluates
different retrieval methods based on BM25, a
term-matching scoring function, and SBERT
architectures, and finds that the BM25L ap-
proach performs best in relation to recall metric,
particularly when considering the full content
of the amendment documents, since an exact
match is possible to occur. In addition, this
work highlights the importance of preprocess-
ing when employing BM25 methods, since our
best results, when taking into account both re-
call scores and preprocessing computational
time, were obtained when applying more pre-
processing steps and with the adoption of the
RLSP, a rule-based algorithm specifically de-
veloped for the Portuguese Language.

1 Introduction

The legislative process comprises the drafting, anal-
ysis, and voting of various types of bills. During
this process, amendments can be proposed with the
aim of modifying or enhancing the original text of
the bill by adding, removing, or altering provisions.
The proposed changes are subjected to evaluation
for their admissibility and are subsequently dis-
cussed and voted upon by parliamentarians in both
committees and plenary sessions.

As part of its daily activities, the staff of the
Brazilian Senate and Chamber of Deputies collects
and organizes amendments presented for specific
bills. Similar amendments, those applying similar
modifications to a law, must be discussed and voted
simultaneously. In a short period of time, a large
number of amendments can be presented and man-

ually analyzed. Thus, automation tools to speed up
the process and improve the service are essential.

In this paper, we present and evaluate an ap-
proach where a list of topics is provided for each
amendment. In this way, the consultant can as-
sociate the amendment with one or more related
topics to enhance the amendment approval analy-
sis, since groping them in predefined topics helps
the understanding of the proposed changes. For
instance, one amendment might suggest a specific
minimum age for retirement, while another might
conflict by stipulating a different age threshold. By
grouping these amendments under the same pre-
defined category, the consultant is better equipped
to comprehend these proposed changes and conse-
quently formulate an assessment of the admissibil-
ity of these alterations.

We analyze the clustering of similar amendments
into predefined topics related to the PEC 6/2019
from the Senate Committee on Constitution, Jus-
tice, and Citizenship report 1 2. Each topic is rep-
resented by a single word or by a small number
of words. This research is conducted within the
context of the Ulysses Project 3, an institutional
framework comprising artificial intelligence initia-
tives aimed at enhancing transparency, fostering
improved relations between the government and
citizens, and providing complex analysis to support
legislative activities.

This paper is organized as follows: Section 2
presents the major related studies. Section 3 details
the methods used. Section 4 presents and discusses

1https://www12.senado.leg.br/noticias/
arquivos/2019/08/27/relatorio

2Example of an amendment document: https:
//legis.senado.leg.br/sdleg-getter/documento?
dm=7990869&disposition=inline

3https://www.camara.leg.br/noticias/
548730-camara-lanca-ulysses-robo-digital-
que-articula-dados-legislativos/
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the obtained results, and details approaches evalua-
tion. Section 5 brings the conclusion and highlights
future works.

2 Related works

(Smywiński-Pohl et al., 2021) describe three strate-
gies to automatically detect amendments in le-
gal texts by performing Named Entity Recogni-
tion (NER), treated as a token-classification prob-
lem.The BiRNN architecture was remarkable for
achieving high values of F1 scores, up to 98.2%.

(Agnoloni et al., 2022) automates tasks to assist
the Senate staff in identifying groups of amend-
ments, that were annotated in groups according
to their similarity in lexical structure, in order
to schedule their simultaneous voting. The au-
thors points Hierarchical Agglomerative Clustering
(HAC) as the most appropriate approach.

The cited literature primarily focuses on le-
gal amendments; however, none of these sources
specifically address our problem. Only (Souza
et al., 2021) encompass an information retrieval
task for legal context, but with classical approaches
like bag-of-words and BM25 variants.

Although (Agnoloni et al., 2022) bears the clos-
est resemblance to our work, it primarily tackles an
unsupervised clustering task and lexical similarity.
In contrast, our research centers on the grouping of
amendment documents based on topics provided
by a specialist, with a focus on evaluating semantic
similarity.

3 Methods

In Figure 1 is presented our approach for amend-
ments recuperation (named as Look for Amend-
ments). Our system retrieves the relevant amend-
ment documents related to a specific topic from a
predefined set of topics provided by a legislative
consultant, based on the amendment documents
accompanying a bill.

3.1 Corpus

Our dataset is composed of 269 legal amendment
documents proposed to PEC 6/20194, and each doc-
ument was labeled in a topic according to a legal
consultant, with the dataset 5 comprising 28 topics,
as can be seen in Figure 2 . PEC 6/2019, which

4https://www.camara.leg.br/proposicoesWeb/
fichadetramitacao?idProposicao=2192459

5https://www.diap.org.br/images/stories/
emendas-pec-6-sointese-2.pdf

Figure 1: Our pipeline describing the input, the methods,
and the output.

pertains to the Brazilian pension reform, was se-
lected due to its extensive collection of proposed
amendments, and the availability of topic annota-
tions prepared by a consultant. Brazilian legislative
texts have linguistic peculiarities and distinctive
structures.We applied a preprocessing step to re-
move “noises” and used the NLTK (Bird and Loper,
2004) library to segment the legal documents in
sentences.

3.2 Pipeline
Our pipeline operates by treating each amendment
as a query and the topics as the retrieved elements.
It incorporates the “Look for Amendments” compo-
nent, which offers a choice between three methods:
BM25L (Lv and Zhai, 2011), LegalBERT (Silva
et al., 2021), and BERTimbau (Souza et al., 2020)).

For BERT models, we compute the cosine sim-
ilarity between the embeddings of document con-
tents and topics. Also, we have investigated differ-
ent types of segmentation of our corpus, since each
segment of the legal document contains different
semantic meaning.

3.2.1 BM25 models and Variants
In their study, (Souza et al., 2021) have explored the
preliminary search process for retrieving legal doc-
uments from the Brazilian Chamber of Deputies.
They designed a pipeline where job requests acted
as queries and bills served as the output, ranked
based on their relevance to the query. Their pipeline
includes the following preprocessing steps: con-
verting text to lowercase, removing stopwords, ac-
centuation, and punctuation. They applied two
stemming algorithms: RSLP (“Removedor de Su-
fixos da Língua Portuguesa”), a rule-based algo-
rithm specifically developed for Portuguese, and
Savoy. The main purpose of stemming is to re-
duce the inflected words into its root form or stem.
Thus, words can be mapped to the same concept,

https://www.camara.leg.br/proposicoesWeb/fichadetramitacao?idProposicao=2192459
https://www.camara.leg.br/proposicoesWeb/fichadetramitacao?idProposicao=2192459
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Figure 2: The number of amendment documents that are grouped per topic. “RPPS (Regime Próprio de Previdência
Social)” stands for “Special Social Welfare Policy (SSWP)”, and “RGPS (Regime Geral de Previdência Social)”
means “General Social Welfare Policy (GSWP)” and “CSLL” denotes “Contribuição Social sobre o Lucro Líquido”.

improving the process of Information Retrieval,
regarding its ability to index documents and to
reduce data dimensionality (Oliveira and C. Ju-
nior, 2018). RSLP algorithm was chosen because
of its effectiveness in the retrieval of documents
(Nogueira de Oliveira and Júnior, 2017; Oliveira
and C. Junior, 2018; Flores et al., 2010; Flores and
Moreira, 2016). Additionally, a language model
based on N-grams was employed, with four dif-
ferent combinations of word N-grams evaluated.
The authors utilized the BM25 scoring function,
which follows a “bag of words” approach for legal
domain. They also evaluated variants of BM25,
including Okapi BM25, BM25L, and BM25+. The
study’s findings indicated that the BM25L variants
performed better than other models in relation to
recall metric, and that combining unigrams and bi-
grams demonstrated improved results for the BM25
scoring function. In contrast to our work, they do
not experiment sentence models or word embed-
dings.

Our pipeline followed the one presented in
(Souza et al., 2021), because it uses documents
similar to this work and it was developed and eval-
uated for texts written in Portuguese. We selected
the configurations which obtained the best results
(see Table 1) and the BM25L (Souza et al., 2021)
variant as information retrieval method because it

presented the best results for the retrieval of leg-
islative documents of our task. BM25L (Lv and
Zhai, 2011) was built on the observation that Okapi
BM25 penalizes more longer documents compared
to shorter ones since it shifts the term frequency
normalization formula to boost scores of very long
documents.

As preprocessing, both topic and amendments
had their texts converted to lowercase and had
stopwords, accentuation, and punctuation removed.
The preprocessing techniques were performed us-
ing the Python NLTK. For the stopword removal,
we used a Portuguese stopword list.

3.2.2 LegalBERT + cosine similarity
LegalBERT (Silva et al., 2021) is based on SBERT
(Reimers and Gurevych, 2019) architecture, and
was designed to be more adapted to the legal do-
main more effectively compared to general-purpose
models. LegalBERT was trained on a large corpus
of legal texts in Portuguese language, such as leg-
islation and population comments about bills, to
capture the unique patterns, terminology, and con-
text specific to the legal domain. Once we have
sentence embeddings computed, we compute the
cosine similarity between amendment embeddings
and topics embeddings to measure the semantic
similarity of two texts. We consider the highest



configuration ID preprocessing
0 stopword and accentuation removal
1 no preprocessing
5 lowercase + punctuation, accentuation, and stopword removal
8 lowercase + punctuation, accentuation, and stopword removal + stemming (RSLP)
21 lowercase + punctuation, accentuation, and stopword removal + stemming (Savoy) + unigram and bigram

Table 1: Subset of BM25 configurations from (Souza et al., 2021). We chose these configurations (configurations 0,
1, 5, 8 and 21) from (Souza et al., 2021) because they resulted in better recall scores when adapted to our task.

scoring pairs to associate the amendment and topic.

3.2.3 BERTimbau + cosine similarity
BERTimbau is an approach that replicates BERT’s
architecture to adapt it for the Portuguese language,
outperforming previous models on various eval-
uation tasks in Portuguese. Once we have word
embeddings computed, we compute the cosine sim-
ilarity between amendment and topics embeddings
in the same way we did for LegalBERT.

4 Results

To improve efficiency for the legal consultant, our
system aims to retrieve relevant documents with
high recall but without overwhelming the user with
a large quantity of retrieved documents. To meet
this objective and reduce manual analysis, we adopt
Recall@28 as our evaluation metric, as we have 28
topics.

4.1 Results for BM25L configurations
The BM25L configurations we adopted are de-
scribed in Table 1. Regarding the BM25L approach,
the configurations 5, 8, and 21 had similar resulting
recalls and performed better than the others. Con-
figuration 5 is the fastest in relation to the previous
3 configurations, because it requires less prepro-
cessing steps. We point out that the configuration
8 can be more advantageous than configurations 5
and 21 when taking into account both recall scores
and preprocessing computational time. Configura-
tions 0 and 1 had worse performances. (See Fig-
ure 3).

4.2 Results comparing our 3 methods
(BM25L, LegalBERT and BERTimbau)

The type of segments adopted in this work are
shown in Figure 4, in which each segment of the
legal document is highlighted: i) Main Text has
hierarchical and complex structure, referencing el-
ements of a bill, such as legal articles, paragraphs,
items, etc. ii) Justification or Justificativa, in Por-
tuguese, is more similar to a natural language text,
being less structured, offering the rationales behind

the amendment proposal, and iii) Full Content con-
siders the whole text of the amendment document,
also including the Main Text and the Justification.

We choose the configuration 0 of BM25L (see
Table 1) to make a fair comparison with the other
BERT approaches, since the latter requires no pre-
processing due to the fact that BERT models are
trained on raw texts. Configuration 0 of BM25L
only applies stopword and accentuation removal,
while the others (5, 8 and 21) apply stemming.
Although configuration 1 of BM25L requires no
preprocessing, being more similar to BERT mod-
els in its text preprocessing step, it had the lowest
performance in relation to the other BM25L config-
urations. Therefore, we argue that the configuration
0 is the most suitable for comparison with BERT
models when considering both recall performance
and text preprocessing.

In general, the BM25L approach surpasses the
performance of LegalBERT and BERTimbau by
obtaining higher recall values. In relation to the
BM25L approach, using the Full Content segment
of the amendment text had better recall values than
adopting the other types of segments. For both
LegalBERT and BERTimbau approaches, for fewer
number of documents retrieved, the Justification
segment presented better recall - interestingly, the
Justification part of the amendment has its structure
more similar to natural language. In our task, the
LegalBERT approach was better than BERTimbau,
possibly by capturing more the semantic structure
of the legal text since it was adapted to this domain.

5 Conclusion and Future Work

In the preprocessing phase of the BM25 algorithm,
it is crucial to apply case folding, keep punctuation
and remove stopwords, especially in the legal do-
main. Neglecting any form of preprocessing has
resulted in the poorest performances. Stemming
reduces words to their base or root form, aiding
in matching similar terms and improving retrieval
accuracy. Therefore, in the context of the legal do-
main, incorporating both preprocessings and stem-



Figure 3: Resulting recall for different configurations of the BM25L considering the Full Content of the amendment
documents.

Figure 4: Comparison of our 3 approaches (BM25L, LegalBERT, and BERTimbau) considering each segmentation
type (Main Text, Justification and Full Content). Note that only the configuration 0 of BM25L was used in order to
perform a fair comparison with BERT models, as explained in subsection 4.2.

ming can significantly enhances the performance of
the BM25L algorithm. BM25L shows stronger per-
formance in relation to SBERT models allied with
the cosine similarity. We argue that this happens
because, in most cases, the words that describes a
topic are also present throughout the amendment
text, and an exact match is possible to occur. As
limitations, our dataset can be considered small

and no other data, annotated by a legal consultant,
is available. As future work, it is possible to do a
fine tuning on the amendment documents and use
the embeddings of other models and assess their
performance in our task and also to observe how
the cited methods perform in a larger dataset, when
available.
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