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Abstract
In this work, we explore the use of pre-trained
models to extract features to automatic essay-
scoring tasks using Multinomial Logistic Re-
gression, Random Forest and Guassian Naïve
Bayes. We further utilise instance oversam-
pling to mitigate the scarcity of instances to
some classes. The results suggest that the ad-
dition of synthetic examples turns the model
biased and worsens the final result. Therefore,
we make use of a voting classifier to mitigate
bias which improves the final overall result.

1 Introduction

In Brazil, the National High School Exam (ENEM)
work as an evaluation entry exam for many universi-
ties (de Lima et al., 2023). One of the requirements
is to write an essay in a dissertative argumentative
style as proven by academic proficiency (de Lima
et al., 2023). The exam produces a demand for the
evaluation of millions of essays which is a man-
ually costly operation every year (de Lima et al.,
2023). Besides, Automatic Essay scoring (AES)
aims to support this task by automatically attribut-
ing a score to a textual production often written by
a student (de Lima et al., 2023; Sharma and Goyal,
2020; da Silva Filho et al., 2023). Then, several
works propose the automatic correction of those
essay styles in the literature using different means
like pre-trained machine learning models (de Lima
et al., 2023; Akio Matsuoka, 2023). Algorithms
used for AES such as Logistic Regression, Naïve
Bayes and others rely on feature extraction systems
to be used as classifiers in several settings (Rudner
and Liang, 2002; Kumar et al., 2019a; Sharma and
Goyal, 2020; Ludwig et al., 2021; Kumar et al.,
2019b). One method to achieve AES is to extract
features automatically using a pre-trained model.
The work (Beseiso and Alzahrani, 2020) combines
manually generated features with model extract fea-
tures from BERT and Long Short Term Memory to
improve AES.

Bidirectional Encoder Representation (BERT)
is a widely used pre-trained encoder-only model
in several tasks like sentiment analysis, question
answer and others (Souza et al., 2020). The
work (Akio Matsuoka, 2023) used the Portuguese
version of BERT known as BERTimbau developed
by (Souza et al., 2020), to automatically score
ENEM essays in different categories such as adher-
ence to them, cohesion and coherence, grammatical
correction and others obtaining state of the art re-
sults.

Despite all the advantages of AES, current meth-
ods developed for the Portuguese language in some
cases focus on the dissertative argumentative style.
On the other hand, works such as (da Silva Filho
et al., 2023) evaluate the narrative essays produced
by elementary school students in the aspect of a
formal register that measures the correct use of lin-
guistics rules for the students. The results show
that is possible to achieve good agreement with
one of the annotators showing the potential of the
application.

Therefore, we explore the use of BERTimbau
to extract features to automatically classify stu-
dents’ essays in narrative written style. We use the
features from the BERT model as inputs to Multi-
nomial Logistic Regression, Random Forest and
Gaussian Naïve Bayes.

2 Materials and Methods

We used 1,235 essays from elementary school stu-
dents in Brazil proposed by the PROPOR’24. Each
essay is written according to a prompt in a narra-
tive style and any personal information is removed
automatically. For the competition the texts are
evaluated according to four different aspects: a)
formal register which evaluates the grammatical
aspects of the texts (da Silva Filho et al., 2023); b)
thematic coherence which evaluates the if the writ-
ten text follows the same theme as the motivation



Table 1: The table shows the distribution of grades according to each rubric.

Formal Register Rhetorical Structure Cohesion Thematic Coherence
1 27 20 26 204
2 111 13 109 175
3 475 123 484 317
4 116 437 108 39

prompt (da Silva Filho et al., 2023); c) rhetori-
cal structure evaluate the uses of discourse marks
by students along the essays (Lu et al., 2023) d)
cohesion which evaluate the use of linkers and con-
nective ideas along the essay (Oliveira et al., 2023).
In each aspect, the text is evaluated in the range
from 1 to 5 where 1 is the worst and 5 is the best
possible grade. From all 1,235, essays 740 were
used for training, 75 for validation and 370 for final
test.

We extracted features using the BERTimbau
large model similar to what was proposed by (Be-
seiso and Alzahrani, 2020), but we didn’t incre-
ment with any other feature. We classified the fea-
tures using Logistic Regression, Gaussian Naïve
Bayes and Random forest algorithms. Since most
of the classes are imbalanced, we decided to use
the Synthetic Minority Over-sampling Technique
(SMOTE) (Chawla et al., 2002) to mitigate the
problem. Further, we used the model’s implemen-
tation from sci-kit-learn and Huggingface (Wolf
et al., 2020; Pedregosa et al., 2011).

The metrics used were the same used by the
competition, which are the weighted average f1-
score and Cohen kappa metric from scikit-learn
library (Cohen, 1960; Pedregosa et al., 2011). Fur-
ther, instead of considering only the means for all
aspects of evaluation we also highlighted which
model performance in each aspect.

3 Experiments

We performed preliminary experiments without
considering any pre-processing of the original text.
The table 2 shows the results for all rubrics eval-
uated. The results show the Logistic regression
model outperforms the others when considering
thematic coherence and rhetorical structure and has
the best overall result. Meanwhile, random forest
is the best model when considering cohesion and
formal register.

In a further analysis of the public scores and
private, the voting classifiers achieve better results
than their counterparts. The results were 0.495
for the public score 0.486 for a private score for
logistic regression, and 0.403 e 0.529 for Random

Forest for the same metrics. The voting classifiers
achieved better results with 0.517 and 0.509 for
private and public scores.

Figure 1: The confusion matrix shows the results of
voting classifier for each grade. The expected grade is
at the y axis and the predict grade in the x axis.

The confusion matrix showed by the figure 1
suggests that the classifiers performs better on the
grades that have more non-synthetic examples.

4 Conclusion and Discussion

In a first analysis, in each rubric the algorithms are
bias to produce a lower score as more synthetic
data is added. It mostly happens in the rubric of
rhetorical structure and cohesion where the imbal-
ance dataset is more evident. Therefore, as more
synthetic data is add more bias the models per-
forms what reduces the precision of single model.
Furthermore, since the voting class achieves bet-
ter overall result in the final test set, it turns what
that is less bias to the synthetic data of the training
set corroborated by the figure 1. Furthermore, the
results shows that one of the biggest challenges
is to handle imbalance dataset for each rubric in
automatic essay scoring task what might be miti-
gate by the use of Large Language models such as
GPT-3 with few shot learning technique (Brown
et al., 2020; Touvron et al., 2023).



Table 2: The table shows the result for each model according to each rubric and the result of the voting classifier.

Formal Register Retorical Structure Cohesion Thematic Coherence

Logistic Regression 0.550 0.425 0.480 0.518
Random Forest 0.610 0.368 0.482 0.468
Guassian Naïve Bayes 0.486 0.285 0.384 0.414
Voting Classifier 0.560 0.315 0.472 0.474
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