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Abstract

The automated scoring of narrative essays writ-
ten by students according to different compe-
tences can assist teachers in their evaluation
process and help them to focus on specific ar-
eas of writing that require improvement among
their students. In this paper, we explore the
fine-tuning of Portuguese foundation models to
automatically score student essays according
to four competences: formal register, thematic
coherence, narrative rhetorical structure, and
cohesion. The results of our experiments show
that the agreement between these models and
human graders varies between fair and substan-
tial. Thus, although they can provide cues for
essay scoring, significant research is still re-
quired towards their improvement, especially
for the more complex competences.

1 Introduction

Automated Essay Scoring (AES) has garnered sig-
nificant attention due to its potential to revolution-
ize the assessment of written language, particularly
in educational settings. The PROPOR’24 Compe-
tition on Automatic Essay Scoring of Portuguese
Narrative Essays addresses this problem in the con-
text of the Brazilian basic education system by
focusing on scoring essays according to four com-
petences: formal register, thematic coherence, nar-
rative rhetorical structure, and cohesion.

In this paper, which describes our approach
to the competition, we explore how Transformer-
based foundation models for Portuguese perform
when fine-tuned for scoring essays in terms of each
of the target competences. With this study, we
aim to assess whether these models are sufficiently
robust for the task and can help teachers in their
evaluation process or whether additional informa-
tion is required to make them useful.

2 Related Work

AES has evolved considerably since its inception
(Ifenthaler, 2022). The work by Haswell (2006)
provides comprehensive insights into the develop-
ment and history of AES. Recent reviews (e.g., Uto,
2021; Ramesh and Sanampudi, 2022; Vijaya Shetty
et al., 2022), offer up-to-date perspectives on the
state-of-the-art techniques and challenges in AES.
Ethical considerations surrounding AES implemen-
tation, including economic pressures and validity
concerns, have been extensively discussed (Jones,
2006; McAllister and White, 2006; Hannah et al.,
2023). Furthermore, studies have explored the qual-
ity assessment of AES systems, aiming to maxi-
mize agreement between human and machine eval-
uations (Chen and He, 2013). Recent advance-
ments in deep learning have propelled AES, with
Transformer models and multimodal machine learn-
ing approaches gaining traction (Zhu and Sun,
2020; Kumar and Boulanger, 2021; Ludwig et al.,
2021). Evaluation campaigns on AES (Mathias
and Bhattacharyya, 2020) signal advancements in
the area and can potentially enhance the efficiency
and effectiveness of essay assessment processes.

In Brazilian Portuguese, research on AES has
mainly focused on automatically grading the Ex-
ame Nacional do Ensino Médio (ENEM), which
serves as an admission test for most universities
in Brazil. Recent advances on this subject were
mainly based on the development of the Essay-BR
corpus (Marinho et al., 2022) and the fine-tuning
of foundation models (Matsuoka, 2023). However,
this problem had already been explored using both
frequency-based (Bazelato and Amorim, 2013) and
manually engineered features (Amorim and Veloso,
2017; Fonseca et al., 2018) paired with classical
machine learning approaches. Additional studies
focused on specific competences or aspects of the
essays, such as thematic coherence (Passero et al.,
2019; Pacheco et al., 2023), punctuation (de Lima



et al., 2023), formal register (Filho et al., 2023),
and cohesion (Oliveira et al., 2023).

3 Experimental Setup

3.1 Dataset

The dataset used in the competition consists of
1,235 essays written by 5th to 9th-year students of
public schools in Brazil. Each essay is based on a
motivating text that accompanies it in the dataset.
The essays were annotated by two human evalua-
tors in terms of four competences: formal register,
thematic coherence, narrative rhetorical structure,
and cohesion. Each competence is scored in a scale
of 1 to 5, with higher values indicating better text
quality and language proficiency.

For the purpose of the competition, the dataset
was split into a training set with 740 samples, a pub-
lic test set with 125 samples, and a blind test set
with 370 samples. The experiments in this study fo-
cus on the public test set. The distribution of scores
is similar across the training and test sets. However,
it is highly unbalanced and, with the exception of
the thematic coherence competence, biased towards
a single value: 3 for formal register and cohesion
and 4 for narrative rhetorical structure.

3.2 Foundation Models

In this study, we explore the use of several foun-
dation models for Portuguese. More specifically,
we use the large version of BERTimbau (Souza
et al., 2020), which is the most used of such mod-
els, and multiple versions of the Albertina PT-*
model (Rodrigues et al., 2023), which achieved the
state-of-the-art performance on multiple Natural
Language Processing (NLP) tasks in Portuguese.
We use the two large versions of the Albertina PT-
BR model, one trained on brWaC (Wagner Filho
et al., 2018) and the other on the OSCAR (Suárez
et al., 2019) corpus. Additionally, we use the base
version of the Albertina PT-BR model to assess
the impact of using a smaller foundation model
and the large version of the Albertina PT-PT model
to assess the impact of using a foundation model
dedicated to a different variety of the language.

3.3 Training & Evaluation

We address the scoring of the essays according to
each competence independently as a 5-class clas-
sification problem. For each competence, each
foundation model is fine-tuned on the training data
for 20 epochs. The best epoch is then selected ac-

cording to the sum of the two evaluation metrics
used in the context of the competition: weighted
F1 score and Cohen’s κ.

Considering the ordinal nature of the scores, the
problem could also be approached as a regression
task. However, preliminary experiments revealed a
decrease in performance in comparison to the clas-
sification approach. Nonetheless, during the predic-
tion phase, in addition to the traditional approach
of selecting the class with highest probability, we
also explore computing the weighted average of
the class probability distribution. This approach,
which we refer to as softmax regression, led to
more robust predictions in a task of similar nature
(Ribeiro et al., 2024).

To account for the non-deterministic aspects of
neural approaches and enhance robustness, we per-
formed six independent experimental runs. The
evaluation metrics are reported as the average
across these runs. All non-error metrics are re-
ported in percentage form.

4 Results

Table 1 shows the average results of our experi-
ments. Comparing the results for the different com-
petences, we can see that the scoring performance
is significantly worse for the narrative rhetorical
structure than the remaining competences. This
was expected, as it presents a more complex prob-
lem. Furthermore, the fact that the best results for
this competence were achieved using the smaller
foundation models suggests that the larger mod-
els are overfitting and additional training data is
required to capture that complexity.

Looking into the results for the other compe-
tences, we can see that using the large Albertina
PT-BR model trained on brWaC consistently led to
better performance than both BERTimbau, which
was trained on the same corpus, and the version
of the Albertina PT-BR model that was trained on
the OSCAR corpus. Furthermore, we observed
significant drops in performance when using the
base version of the Albertina PT-BR model, which
has one ninth of the parameters of the large ver-
sions. For thematic coherence and cohesion, we
also observed a drop in performance when using
the Albertina PT-PT model. However, it outper-
formed all the other models for scoring in terms
of formal register, in spite of being dedicated to a
different Portuguese variety. This is probably due
to the fact that it was trained on a large amount



Formal Register Thematic Coherence Rhetorical Structure Cohesion
Foundation Model F1 κ F1 κ F1 κ F1 κ

BERTimbau Large
CL 70.32 .4434 69.70 .5886 56.83 .2587 68.69 .3909
SR 69.83 .4375 69.39 .5842 56.22 .2442 68.69 .3909

Albertina PT-BR
CL 69.88 .4508 68.66 .5834 53.53 .1777 68.72 .4080
SR 69.53 .4475 69.70 .5982 54.37 .1920 68.80 .4098

Albertina PT-BR brWaC
CL 72.39 .5115 69.78 .5956 55.37 .2328 69.88 .4306
SR 72.24 .5075 70.29 .6079 55.30 .2265 68.97 .4096

Albertina PT-BR Base
CL 67.79 .4210 66.39 .5464 56.86 .2283 67.96 .3814
SR 65.85 .3971 66.89 .5534 56.93 .2361 67.69 .3776

Albertina PT-PT
CL 73.64 .5222 68.19 .5763 56.20 .2339 67.66 .3738
SR 74.07 .5308 67.67 .5720 56.37 .2353 68.15 .3857

Table 1: Average results across the multiple runs. CL stands for classification and SR for softmax regression.

of parliament data, which is typically more formal
and better written than generic web-crawled data.

Regarding the prediction approach, the results
reveal no clear advantage in using softmax regres-
sion, as its impact varies across models. Still, it led
to the highest average performance in terms of F1
for narrative rhetorical structure and both metrics
for formal register and thematic coherence.

Finally, it is important to refer that we relied on
the models with best performance across all runs
to enter the competition. In comparison to the aver-
age performance, these represent an improvement
between 1 and 4 percentage points in terms of F1
and between .03 and .09 in terms of agreement.

5 Conclusion

Overall, the results of our experiments show that
the agreement between the fine-tuned models for
AES and human graders varies between fair and
substantial. Thus, although these models can pro-
vide cues for essay scoring, significant research is
still required towards their improvement, especially
for the more complex competences. In this con-
text, as future work, we intend to explore the use of
hybrid models that combine the strengths of foun-
dation models with those of manually engineered
features specific to each of the competences.
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