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Abstract
Question Answering (QA) systems return concise answers or answer lists based on natural language text, which uses
a given context document. Many resources go into curating QA datasets to advance the development of robust QA
models. There is a surge in QA datasets for languages such as English; this is different for low-resource languages
like Amharic. Indeed, there is no published or publicly available Amharic QA dataset. Hence, to foster further
research in low-resource QA, we present the first publicly available benchmarking Amharic Question Answering
Dataset (Amh-QuAD). We crowdsource 2,628 question-answer pairs from over 378 Amharic Wikipedia articles.
Using the training set, we fine-tune an XLM-R-based language model and introduce a new reader model. Leveraging
our newly fine-tuned reader run a baseline model to spark open-domain Amharic QA research interest. The best-
performing baseline QA achieves an F-score of 80.3 and 81.34 in retriever-reader and reading comprehension settings.

Keywords: Low Resource Question Answering, Amharic Question Answering Dataset, Amharic Reading
Comprehension, Amh-QuAD

1. Introduction

The task of Question Answering (QA) is to ac-
curately retrieve an answer to a natural lan-
guage question from a certain underlying data
source (Chen and Yih, 2020). The standard train &
test QA dataset creation is applied to evaluate mod-
els’ question synthesis ability and answer accuracy.
Crowdsourcing or automatic generation are com-
mon approaches in curating QA datasets (Dzendzik
et al., 2021). In the crowdsourcing approach,
crowd-workers formulate question-answer pairs
within a given context. Crowdsourcing allows for
the creation of high-quality question-answer pairs,
but it is expensive. In contrast, automatic gener-
ation approaches leverage language generation
models, templates, or machine translation in formu-
lating question-answer pairs. However, attaining
a reliable model capable of generating question-
answer pairs as accurate as those from a human
poses a challenge. Therefore, studies introduce hu-
mans in the loop to minimize the generation of triv-
ial, un-grammatical, and incorrect question-answer
pairs (Cambazoglu et al., 2020; Fabbri et al., 2020).

The distinction between the existing QA datasets
lies in 1) the question expected answer: factoid vs.
non-factoid, 2) the data source domain: closed vs.
open, and 3) the answer formulation sub-task: ex-
tractive vs. generative. Factoid questions like “Who
is the founder of Ethiopia’s capital Addis Ababa?”
(Answer: “Emperor Menelik II”) requires a named
entity such as proper noun, date, number, or short
phrase as an answer (Abedissa and Libsie, 2019).

Figure 1: Amh-QuAD context, question, and an-
swer triplets.

Unlike that, how, why, opinion, definition, and rec-
ommendation questions fall into the non-factoid
category. For example, a question like “Why does
water appear colorless and tasteless?” compels
gathering relevant information, reasoning, and syn-
thesizing multiple information pieces from different
sources (Yang et al., 2019). Hence, based on the
question types, a QA model and its benchmark-
ing dataset are factoid or non-factoid (Dzendzik
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et al., 2021). Besides, the data source used to an-
swer a question contains generic information about
many things or information specific to a particular
domain, like sports, geography, or medicine. Thus,
based on the domain of the data source and the
question, domain-dependent QA systems are re-
ferred to as closed and domain-independent as
open QA (Chen and Yih, 2020). Furthermore, QA
datasets and models differ in how the answer is
retrieved - extractive or generative. Extractive QA
datasets like SQuAD (Rajpurkar et al., 2016) mea-
sure a QA model competency in predicting the cor-
responding start and end tokens of the answer span
from a context. Unlike that, generative QA datasets
contain questions whose answer is a context com-
prehension, not a direct copy (Raffel et al., 2020).

The architecture of QA systems typically includes
question analysis modules to understand questions,
information retrieval (IR) systems to locate relevant
documents or data and answer extraction mech-
anisms to extract accurate answers from the re-
trieved information (Abedissa and Libsie, 2019). In
which a natural language question comes into the
question analysis module, and an answer flows out
of the answer processing module (Chen and Yih,
2020). The question analysis component analyzes
the input question in several ways. One is a mor-
phosyntactic analysis, assigning the part-of-speech
tag to each word in the question, indicating whether
a word is a verb, noun, or adjective. Then, classify
questions to identify the semantic type of the ques-
tion (Utomo et al., 2017). The simplest method of
question classification is to use a set of rules that
map patterns of questions into question types by
analyzing the interrogative terms of the question
(wh-terms). However, developing such rules takes
time, and adapting to a new domain is challenging.
An alternative approach to question classification
is the use of machine-learning techniques. This ap-
proach treats question type identification using sta-
tistical classification packages like a support vector
machine (Abedissa and Libsie, 2019). Finally, the
question analysis component generates queries
from the given question by selecting keywords and
removing interrogative terms. In addition, expand
the set of keywords using synonyms (Utomo et al.,
2017).

The document retrieval component is a standard
document retrieval system that identifies a subset of
documents that contain terms of a given query from
the total document collection deemed most likely
to have an answer to the question (Utomo et al.,
2017). While trying to identify relevant information
more accurately, it splits the documents into several
passages and treats the passages as documents.
Using a passage-based retrieval approach instead
of a full-document retrieval approach has the ad-
vantage of returning short text excerpts instead of

entire documents, which are easier to process by
later components of the question-answering sys-
tem (Chen et al., 2017).

The answer processing component takes re-
trieved documents likely to contain an answer to
the question and specifies what types of phrases
should count as correct answers. Then, it extracts
several candidate answers, ranks them in their
probable correctness, and returns an answer from
those top-ranked phrases. Answer extraction and
selection are treated as a classification or ranking
problem and solved using heuristics and machine
learning methods. Since deep neural networks
learn to select features by end-to-end training, most
recent QA models use a neural architecture to en-
code contexts and questions into a vector space
and reason over them (Mozannar et al., 2019).

In the era of deep learning, especially pre-
trained language models like BERT (Kenton and
Toutanova, 2019) enables robust QA model devel-
opment (Laskar et al., 2020). Besides, the intro-
duction of multi-lingual language models like Cross
Language Multilingual-Roberta (XLM-R) (Conneau
et al., 2020) and mBERT (Wu and Dredze, 2020)
contribute to the advancements of the cross and
multi-lingual QA. Existing deep learning-based
QA systems fall into retriever-reader, dense re-
triever and end-to-end training, and retriever-free
approaches (Chen and Yih, 2020).

The retriever-reader-based QA models first re-
trieve relevant passages, then read top-ranked pas-
sages and predict the beginning and end positions
of the answer text from a context. DrQA (Chen
et al., 2017) is a typical example of this approach.
In the DrQA model, the retriever uses traditional
sparse vector space methods, representing every
question and document as bag-of-words vectors
weighted by TF-IDF (term frequency-invert docu-
ment frequency). Then, the retriever passes five
top-ranked documents to the reader component.
The reader uses a 3-layer bidirectional long-short-
term memory (LSTM) (), which encodes the ques-
tion and the top-ranked paragraphs as a sequence
of feature vectors. Then, it predicts the probabil-
ity of the start and end positions of the answer
span (Cui et al., 2019).

The QA models in the retriever-generator ap-
proach follow the major paradigm shift towards
neural-based IR. To answer a question, generate
the response using a retrieved-context instead of
predicting start/end positions (Lewis et al., 2020b).

Unlike the retriever-reader and retriever-
generator approaches, the generative approach
generates free text as an answer to respond to
questions using the knowledge in its parame-
ters (Roberts et al., 2020). To test the capability
of memorizing factual knowledge of pre-trained
language models, Roberts (Roberts et al., 2020)
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fine-tuned the T5 (Text-to-Text Transfer Trans-
former) (Raffel et al., 2020) language model to
answer questions without providing it with any
additional information or context.

Specific to Amharic, there are very few QA mod-
els (Abedissa and Libsie, 2019; Elema, 2022; Yi-
mam and Libsie, 2009); however, none provide a
public dataset. Therefore, this paper introduces
the first factoid extractive open-domain Amharic
Question Answering Dataset (Amh-QuAD), the
dataset can be found online at https://github.
com/semantic-systems/amharic-qa.

As shown in Figure Figure 1, the Amh-QuAD
dataset comprises context, question, and answer
triplets. The contexts consist of articles gathered
from Amharic Wikipedia1, while we crowdsource
2628 question-answer pairs from 378 contexts. For
example, for the question given in Figure Figure 1,
“ከላሊበላ አስራ አንድ ውቅር አብያተ ክርስቲያናት የመስቀል
ቅርጽ ያለው የትኛው ነው?” (Of the 11 Lalibela’s rock-
hewn churches, which one is cross-shaped?), the
answer “ቤተ ጊዮርጊስ” (betə giorgis ‘House of St.
George’) is the span from the context. In our work,
in addition to the crowdsourced question-answer
pairs, we have set baseline F1-score values by
implementing a QA model with the retriever and
reader components. We fine-tuned the XLMR
model for the reader component using the Amh-
QuAD training set and achieved an 81.34 F-score
value.

2. Amharic Interrogative Sentences

Amharic, an indigenous African language from
Ethiopia, has its unique writing system using the
Ge’ez script known as ፊደል (Fidel). As shown
in Figure Figure 2, an Amharic interrogative sen-
tence is formulated using information-seeking pro-
nouns like “ምን” (what), “መቼ” (when), “ማን”
(who), “የት” (where), “የትኛው” (which) etc. or
prepositional interrogative phrases like “ለምን” [ለ-
ምን] (why), “በምን” [በ-ምን] (by what), etc. Also,
verb phrases such as ግለጽ (explain), ዘርዝር|ሪ (list),
አንፃፅር|ሪ|ሩ (compare), etc. are used to pose ques-
tions (Yimam, 2009; Amare, 2013).

3. Related Work

Among the existing English QA datasets,
SQuAD (Rajpurkar et al., 2016) paved the way by
creating question-answer pairs from Wikipedia
articles using crowd workers, where each question
answer is a span of text in the articles. Chinese
MRC (Cui et al., 2019), Vietnamese QA (Do et al.,
2021), and other data sets listed in (Dzendzik
et al., 2021; Rogers et al., 2023) also follow

1https://am.wikipedia.org/

Figure 2: Amharic Interrogative Terms.

the same curation step as SQuAD. Following
crowdsourcing, TigQuAD (Gaim et al., 2023)
introduces a QA dataset for the low-resourced
Semitic language Tigrinya from newspapers.
Amharic and Tigrinya are both Semitic languages.
However, the linguistic differences in the writing
scripts of the two languages (Feleke, 2017) hinder
TigQuAD from being used for testing and training
Amharic QA models.

On the other hand, by automatically translat-
ing SQuAD into their respective languages, Ger-
man (Möller et al., 2021) and French (d’Hoffschmidt
et al., 2020) versions have been created. The Ara-
bic QA dataset (Mozannar et al., 2019) is created
partly by translating from SQuAD and partly by
crowdsourcing. Translating existing QA datasets
to other languages is one solution for creating a
large data set. However, we opt for the crowdsourc-
ing approach due to the absence of a well-tested
open-source English-to-Amharic machine transla-
tion tool.

In Amharic, there are very few QA models;
TETEYEQ (Yimam and Libsie, 2009) answers
factoid-type questions by extracting entity names
using a rule-based answer extraction approach.
Abedissa and Libsie( 2019) introduce a non-factoid
QA model that answers biography, description, and
definition questions. The definition-description an-
swer extraction uses heuristics; meanwhile, it an-
swers biography questions using a summarizer and
validates the summary with a classifier. The work
in (Elema, 2022) classifies questions using a neu-
ral network model, selects candidate answers by
a hybrid Bi-LSTM and CNN model, and extracts
answers as named entities utilizing a named entity
recognizer. Unlike the existing Amharic QA sys-
tems, this study proposes a retriever-reader-based
Amharic QA (AmhQA) that leverages a multi-lingual
language model (Conneau et al., 2020). Beyond

https://github.com/semantic-systems/amharic-qa
https://github.com/semantic-systems/amharic-qa
https://am.wikipedia.org/
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attempting to answer Amharic questions, work has
yet to produce a published dataset suitable for train-
ing and testing the performance of Amharic QA
models. Therefore, we present Amh-QuAD as a
train & test benchmark for Amharic QA models.

Figure 3: The Amh-QuAD structure.

4. The Amh-QuAD

The Amh-QuAD dataset is created in three phases:
article gathering, crowdsourcing question-answer
pairs, and annotation.

4.1. Collection and Cleaning
We collect the Amharic articles used as contexts
from the Amharic Wikipedia dump2. We keep only
those articles larger than 2 KB and whose category
is not “proverb” and “food preparation”. Proverb
articles are advantageous for generating reasoning
questions. Additionally, ‘food preparation’ articles
mainly consist of steps for preparing food, mak-
ing them suitable for generating questions such as
‘How is the step to cook...’ and ‘List the steps or
ingredients added while cooking...’. Also, in both
scenarios, the answer is not confined to a continu-
ous text span within the article but instead spreads
out among non-consecutive sentences. We further
preprocess the remaining articles after filtration us-
ing the wiki-dump-reader tool3 to obtain clean texts.
Subsequently, as long articles do not comprehen-
sively stimulate question creation, each article is
segmented based on its sub-topics. Finally, we
randomly selected 378 cleaned articles.

4.2. Question-Answer Pair
Crowdsourcing

We provide training on formulating questions that
can be answered by a given context, following the

2https://dumps.wikimedia.org/amwiki/
20210801/ last accessed 18 August 2021

3https://pypi.org/project/
wiki-dump-reader/

Haystack guideline4. Since we randomly select ar-
ticles from Wikipedia, we inform annotators to flag
any articles containing offensive content. Addition-
ally, we encourage annotators to generate as many
questions as possible from a given context.

4.3. Question-Answer Pair Validation and
Annotation

The validation of the formulated question-answer
pairs is about their correctness. We say a question
is correct if the posed question is answerable by the
given context, grammatically correct, and clearly
defines the subject or object under consideration.
For example, a question like ‘How many parks does
our (the) country have?’ is ambiguous due to the
possessive adjective ‘our’ or the definite article ‘the’;
it is challenging to know to which country it refers.
We paraphrase such questions according to the
context, besides rewriting the questions that do not
explicitly state the subject or object. In addition, we
exclude questions that are too long and have non-
consecutive string answers from the annotation.
Then, annotate the question-answer pairs using
the Haystack annotation tool5. As shown in Fig-
ure 3 The annotation tool provides the annotated
question-answer pairs as JSON files in SQuAD
format.

Figure 4: Interrogative terms distribution.

4.4. Data Analysis
As shown in Table Table 1, the Amh-QuAD contains
378 articles and 2628 question-answer pairs. The
contexts, on average, have 172 words. Most ques-
tions’ average word length is 9.22, whereas the

4https://drive.google.com/file/d/
1Wv3OIC0Z7ibHIzOm9Xw_r0gjTFmpl-33/view

5https://docs.haystack.deepset.ai/
docs/annotation

https://dumps.wikimedia.org/amwiki/20210801/
https://dumps.wikimedia.org/amwiki/20210801/
https://pypi.org/project/wiki-dump-reader/
https://pypi.org/project/wiki-dump-reader/
https://drive.google.com/file/d/1Wv3OIC0Z7ibHIzOm9Xw_r0gjTFmpl-33/view
https://drive.google.com/file/d/1Wv3OIC0Z7ibHIzOm9Xw_r0gjTFmpl-33/view
https://docs.haystack.deepset.ai/docs/annotation
https://docs.haystack.deepset.ai/docs/annotation
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Article Question Answer
Size 378 2628 2628
Word len (avg) 172.07 9.22 2.66

Table 1: Size and average word length of articles,
questions, and answers.

answers are short, and their average word length
is 2.66. Furthermore, we split the dataset into train,
dev, and test with a size of 1728, 600, and 300, re-
spectively. Besides, to see the distribution of inter-
rogative terms on the test set, we manually identify
the interrogative term and examine the adjacent
two or three tokens. Figure Figure 4 illustrates the
distribution of the interrogative terms, showcasing
the variety in the question terms within Amh-QuAD.

4.5. Questions Expected Answer Type

Examining the question’s interrogative terms and
answers, we categorize the 300 test questions into
person, location, time, organization, number, de-
scription, and other classes. Then, compute the
percentage of the coverage of the expected answer
types in the test set. As shown in Figure Figure 5,
we found that most questions are about Location,
Number, and Time, where each type has over 18%
coverage. Description questions take 13% of the
share and questions that seek a person’s name as
an answer are 14%. 10% of questions like “What is
the working language of Ethiopia?” whose expected
answer types are entities that cannot be included
in the existing categories and fall into the ‘OTHER’
group. The list (3%) and organization (3%) are the
smallest among the questions.

Figure 5: Question Types Distribution in %.

5. Amharic QA Model

Problem Definition: Given a question Q and a set
of contexts C, the goal of the Amharic QA (AmhQA)
model is to retrieve top-k relevant Ci from C and
predict a span of text from the retrieved Ci’s that
answers Q.

1. Retrieve top-k relevant contexts using a re-
triever:

Ci ∈ C where i = 1, 2, . . . , n

2. Predict a span of text from the retrieved context
via a reader:

Si = predict(Q,Ci)

Figure 6: The Amharic QA model.

As shown in Figure 6, the AmhQA model has
three components: offline indexer, retriever, and
reader.

5.1. Indexing
Offline indexing begins by obtaining contexts from
the test dataset. Then, an NLTK-based pre-
processor tokenizes the contexts at the word level
and splits the contexts into smaller segments based
on a maximum length of 200 words with no word
overlap. Finally, index the segmented contexts us-
ing the Elasticsearch Indexer6. This indexing pro-
cess creates an inverted index, enabling rapid and
efficient retrieval of relevant information during sub-
sequent queries.

5.2. Retriever
The AmhQA retriever component utilizes the BM25
(Best Match 25)algorithm to return the top-k most
relevant contexts. The BM25 algorithm is a modi-
fied TF-IDF(Term Frequency - Inverse Document
Frequency) that scores and orders contexts based
on their relevance to the given question (Robertson
and Zaragoza, 2009). The retriever calculates a

6https://www.elastic.co/blog/
what-is-an-elasticsearch-index

https://www.elastic.co/blog/what-is-an-elasticsearch-index
https://www.elastic.co/blog/what-is-an-elasticsearch-index
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relevance score for each document by consider-
ing term frequencies within documents, document
length normalization, and term saturation. Term
saturation is the concept that a term’s relevance
to a document decreases as it appears more fre-
quently within the document. The term saturation
function modifies the term frequency during the
relevance score calculation.

For a question Q and context Ci, the BM25 scor-
ing formula is:

score(Q,Ci) =

n∑
i=1

idf(qi) ·
f(qi, Ci) · (k1 + 1)

f(qi, Ci) + k1 ·
(
1− b+ b · |Ci|

avgcl

)
Where:

• n is the number of terms in the question and
qi is the i-th term in the question.

• idf(qi) is the inverse document frequency of
term qi.

• f(qi, Ci) is the term frequency of term qi in
context Ci.

• |Ci| is the length of context Ci.

• avgcl is the average length of contexts in the
collection; k1 and b are tuning parameters.

The parameters k1 and b control the term fre-
quency component of the scoring. k1 is a positive
tuning parameter that regulates the saturation effect
of term frequency. A higher value of k1 increases
the impact of term frequency on the scoring, mak-
ing the algorithm more sensitive to the frequency of
terms in the document. Conversely, a lower value
of k1 reduces the impact of term frequency, leading
to less effect on the scoring. The parameter b is a
value between 0 and 1 that controls the influence
of document length normalization. When b is closer
to 0, document length normalization has a weaker
effect, resulting in less attenuation of the term fre-
quency component for longer documents. On the
other hand, when b is closer to 1, document length
normalization has a more substantial effect, caus-
ing the term frequency component to favor longer
documents.

The retrieved documents are then ranked based
on the value of score(Q, Ci).

5.3. Reader
The AmhQA reader component is created by
fine-tuning an instance of the XLM-R pre-trained
language model from Hugging Face7 using the
open source Haystack framework8 on our training

7https://huggingface.co/deepset/
xlm-roberta-large-squad2

8https://github.com/deepset-ai/
haystack/

set. The XLM-R (Cross-lingual Language Model -
RoBERTa) (Conneau et al., 2020) is a transformer-
based language model trained on diverse lan-
guages, including Amharic. While fine-tuning, we
use the default settings of the Haystack framework.
The reader model generalizes for unseen examples
despite being fine-tuned on a small dataset com-
prising 1728 samples. During the answer retrieval,
the reader tokenizes the question Q and context
Ci, encodes the tokenized question and context,
and produces probability distributions of the an-
swer span start and end indices. Finally, it decodes
the answer span indices into human-readable text
based on the highest probability span.

Figure 7: AmhQA Prototype Interface.

6. Experiment

6.1. Baseline Model
Since the Amh-QuAD dataset contains a set of
contexts and question-answer pairs, its inherent
task is reading comprehension (RC) (Rajpurkar
et al., 2016). That is, given a question Q and a
context C, the goal of the model is to identify a word
or group of consecutive words from C that answers
Q. Hence, based on this assumption, we have set
a baseline value for the Amh-QuAD using an XLM-
R-based RC and with our fine-tuned reader model9.
Figure 7 shows the RC setting of the AmhQA model
prototype interface.

On the other hand, our retriever-reader (RR)
based AmhQA model first retrieves relevant pas-
sages and then reads top-ranked passages to pre-
dict the start and end positions of the answer. The
retriever part is based on BM25, and the reader is
implemented using our fine-tuned reader model.

9https://huggingface.co/deepset/
xlm-roberta-large-squad2

https://huggingface.co/deepset/xlm-roberta-large-squad2
https://huggingface.co/deepset/xlm-roberta-large-squad2
https://github.com/deepset-ai/haystack/
https://github.com/deepset-ai/haystack/
https://huggingface.co/deepset/xlm-roberta-large-squad2
https://huggingface.co/deepset/xlm-roberta-large-squad2
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Settings EM F1
XLM-R on MLQA 52.70 70.7
RC (XLM-RBase) 47.49 64.69
RC (XLM-RLarge) 56.52 74.35
RC (With Fine-tuned Reader) 67.89 81.34
RR (With Fine-tuned Reader) 67.4 80.3

Table 2: AhmQA performance in RC and RR set-
tings.

6.2. Evaluation and Discussion

The goal of evaluating a QA model is to measure
the model’s accuracy and its components. For QA
datasets where the answer is a span of a text, an
exact match (EM) with the gold answer is widely
utilized (Rajpurkar et al., 2016). The EM metrics
have an all-or-nothing drawback. To overcome this,
precision, recall, and their harmonic mean, the F-
Score value, is also used (Chen et al., 2017). Recall
(R) gives the fraction of words that the system has
chosen from the totality of words found in the actual
answer, and precision (P) measures the fraction of
system answers that are correctly chosen. Besides,
Mean Reciprocal Recall (MRR) and Mean Average
Precision (MAP) metrics evaluate the retriever per-
formance.

As shown in Table 2, on the RC setting the XLM-
RLarge F1 score is 74.35, whereas the XLM-RBase

F1 score is 64.69. The F1 score of the XLM-RLarge

on the Amh-QuAD test set was comparable to its
average F1 score (70.7) on the MLQA dataset for
other seven languages (Lewis et al., 2020a). Our
fine-tuned reader also led to substantial improve-
ments, yielding an EM score of 67.89 and an F1
score of 81.34. Even though the difference in the
F1 scores achieved by the RC (81.34) and the RR
(80.3) settings is minimal, one reason is the seg-
mentation of contexts without overlap during in-
dexing in the RR configuration. The segmentation
can split the answer strings into non-overlapping
segments, making it difficult for the RR to extract
accurate answers. Unlike that, the RC model uses
whole context embedding to extract answers from
passages, enabling it to achieve better results. Fur-
thermore, the RR includes the retrieval and reading
components, introducing complexities in integrat-
ing and processing retrieved contexts that affect
performance.

6.3. Ablation Study

As shown in Table 3, when the retriever number of
context retrieval configuration is top-1, MRR and
MAP are high at 82.9, indicating their effectiveness
in correctly ranking and retrieving relevant infor-
mation. Moreover, when expanding the retrieval
to the top three results, the scores increase even

further. The MRR and MAP reach 88.4 and 88.2,
respectively, which indicates that considering multi-
ple retrieval options improves the retriever’s ability
to capture a broader range of relevant documents,
resulting in better ranking and precision. The signif-
icant improvement in performance from the top-1
to top-3 settings highlights the necessity of con-
sidering multiple retrieval options to optimize the
effectiveness of the retriever in the QA models.

MRR MAP
top-1 82.9 82.9
top-3 88.4 88.2

top-3** 88.4 88.2

Table 3: AhmQA Retriever component ablation.
**(With Fine-tuned Reader)

EM (top-1) F1 (top-1) EM (top-3) F1 (top-3)
top-1 48.0 60.7 - -
top-3 53.0 66.6 58.72 73.22

top-3** 50.7 60.9 67.4 80.3

Table 4: AhmQA Reader component ablation.
**(With Fine-tuned Reader)

Table 4 shows the reader component’s perfor-
mance across various metrics and retrieval settings.
When considering only the top-1 retrieved context,
the Exact Match (EM) and F1 scores are 48.0 and
60.7, respectively. Expanding the retrieved context
to the top three results increases the EM and F1
scores at top-1 to 53.0 and 66.6, respectively. Fur-
thermore, when evaluating based on the top three
retrieved contexts, both EM and F1 scores expe-
rience significant improvements, reaching 58.72
and 73.22, respectively. Highlights the importance
of considering multiple retrieved contexts for opti-
mizing the reader’s performance, as it allows for a
more comprehensive synthesis of contexts.

The fine-tuned reader component has demon-
strated a significant performance improvement
compared to the previous evaluation. Specifically,
the exact match (EM) score has increased to 67.4,
indicating higher accuracy in providing precise an-
swers. The F1 score has also improved, reaching
80.3, reflecting enhanced effectiveness in generat-
ing correct answers. The top-1 evaluation metrics
also show improvements, with exact match top-1
and F1 top-1 scores increasing to 50.7 and 60.9, re-
spectively. These results emphasize the enhanced
performance of the fine-tuned reader across dif-
ferent evaluation settings. Overall, the results
showcase the improvements achieved through fine-
tuning, indicating a more reliable reader component
for Amharic QA.
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7. Summary

The Amh-QuAD dataset is an effort towards inclu-
siveness and accessibility in natural language pro-
cessing (NLP). The development of this dataset
will partly address the imbalance in language
resources, particularly for underrepresented lan-
guages within the NLP community. The Amh-
QuAD is the first publicly available factoid open-
domain extractive Amharic QA dataset containing
triplets of context, question, and answer curated
from Amharic Wikipedia, which serves in RC and
retriever-reader QA settings. In addition, we intro-
duce a new AmhQA reader by fine-tuning a multi-
lingual pre-trained language model. Also, set base-
line values in reading comprehension and retriever-
reader QA settings.
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