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Abstract
A growing body of research suggests that young children’s early speech and language exposure is associated with
later language development (including delays and diagnoses), school readiness, and academic performance. The last
decade has seen increasing use of child-worn devices to collect long-form audio recordings by educators, economists,
and developmental psychologists. The most commonly used system for analyzing this data is LENA, which was
trained on North American English child-centered data and generates estimates of children’s speech-like vocalization
counts, adult word counts, and child-adult turn counts. Recently, cheaper and open-source non-LENA alternatives
with multilingual training have been proposed. Both kinds of systems have been employed in under-resourced,
sometimes multilingual contexts, including Africa, where access to printed or digital linguistic resources may be
limited. In this paper, we describe each kind of system (LENA, non-LENA), provide information on audio data
collected with them that is available for reuse, review evidence of the accuracy of extant automated analyses, and
note potential strengths and shortcomings of their use in African communities.
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1. Introduction

Technological development in the last decade has
made it trivially easy to collect massive amounts
of audio (and more recently, video) using wearable
devices. One of the use cases in which this technol-
ogy can make the biggest difference for individual
and societal well-being may be in the context of
early childhood education programs. Economists
have argued that interventions targeting children
under 3 years of age can have the greatest returns
on investment (Heckman, 2008).

One crucial challenge for such interventions in-
volves measuring the effects of such interventions,
which currently entails lengthy parental interviews
and/or child observations, by highly skilled individ-
uals, making them impractical for under-resourced,
multilingual contexts. In this context, long-form
recordings collected with child-worn devices stand
to be transformational, provided the audio(-video)
data thus amassed is informative of the child’s lan-
guage skills and the child’s environment. While
speech and language technologists trusting of
"state of the art" reviews thought the problem of
speaker diarization was largely solved even before
the advent of deep neural networks, it is now clear
that even these networks crumble when faced with
the formidable task of diarizing child-centered data
by challenges like DIHARD (Ryant et al., 2021)
and MERLION (Garcia Perera et al., 2023). And
yet, through careful interdisciplinary work between
speech technologists, linguists, and developmental
psychologists, some progress has been made in

analyzing child-centered audio to provide informa-
tion about the child’s speech input and output.

In this paper, we provide RAIL participants with
an entry point to this emerging literature, with the
dual aims of enabling both the collection of natural-
istic speech data and its analysis. We first provide
the background and motivation for long-form record-
ings. We then introduce two key hardware and soft-
ware solutions that have been created and used,
mainly in the fields of developmental psychology
and public health. We point out both opportunities
and challenges of these solutions, bearing in mind
the challenges that the African context and African
languages may pose.

1.1. Why and how to study young
children’s spoken language input
and output

There is a growing interest in development eco-
nomics and educational policy in how parents can
positively impact their children’s early development
globally (UNICEF, 2019), particularly in countries
where children’s lives are especially vulnerable
to disruption (Black et al., 2017). Many recent
interventions have been aimed at increasing the
frequency of parent-child conversation (Suskind
et al., 2016; Weber et al., 2017; Wong et al., 2018;
Ferjan Ramírez et al., 2019). Young children’s
early exposure to speech has been associated with
language development (Hoff, 2003; Rowe, 2012;
Anderson et al., 2021), school readiness (Forget-
Dubois et al., 2009), and later literacy and academic
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performance (Uccelli and Phillips Galloway, 2017).
These kinds of evaluations are difficult to con-

duct at scale. Researchers interested in how often
children are exposed to speech must record fam-
ilies over long periods of time and manually tran-
scribe the audio for speech. In their seminal “30-
million-word gap” study, Hart and Risley recorded
an hour of parent-child conversation every month
from 42 households for 2½ years, resulting in over
1300 hours of conversation (Hart and Risley, 1995).
Each hour of conversation took an estimated 8
hours to transcribe, resulting in over 10,000 man-
hours of transcription. More recently, researchers
working with long-form recordings estimated that
accurate segmentation and transcription of children
and adult speech in such data actually requires
40 hours per hour of audio data (Bergelson et al.,
2023).

These methods often have limited compatibility
with communities outside of urban, Western set-
tings. They require trained numerators who have
access to communities and knowledge of the lo-
cal language(s) to record, transcribe, and analyze
speech measures. The presence of researchers
(almost always outsiders) in these communities car-
ries a significant risk of observer effects on speech
sampled. Measures of child language are also
difficult to collect. Children are often raised in mul-
tilingual environments, making a single measure
of language ability difficult to determine. Addition-
ally, in communities where alloparental caregiving
is common, a single parent may not be able to give
a comprehensive report of children’s language.

Thus, the availability of software that can quickly
isolate and analyze speech from hours of recorded
audio has been greatly beneficial in carrying out
many of these studies. If these automated analyses
were "accurate enough", long-form recordings may
be particularly advantageous in characterizing the
early language environments of children in Africa,
especially in more rural communities. Typically, de-
vices can be placed in children’s pockets and left on
for the duration of their 16-hour battery life. The de-
vices are unobtrusive and easily forgotten, averting
the discomfort created by an outside observer and
providing speech estimates during the times of day
and activities that a researcher normally may not
have access to. Some researchers have found that
these periods tend to be the most speech-dense
(Casillas et al., 2019).

These systems also avoid the challenges asso-
ciated with transcribing (often multiple) languages
that may not have a formal writing system, or whose
speakers are typically educated and literate in a
different language (e.g., English, French, Arabic), a
situation that is commonly encountered when work-
ing with under-resourced languages. Moreover, for
many use cases, it is not necessary to produce

transcripts of what was said. Instead, it is sufficient
to have indicative estimates of how much children
spoke and how much other people spoke, which
could be (at least in theory) neutral to the specific
language or languages used in the community.

2. Two systems for long-form
recordings

Here we provide an overview of two examples of
hardware + speech diarization systems: LENA and
non-LENA alternatives (see Figure 1). The former
is a widely used system developed in 2009 in the
U.S. for the purpose of producing speech estimates
in English, but later employed in a wide variety of
settings, both urban and rural, monolingual and
multilingual. The latter consists of newer systems
developed in 2019 by a collaborative team of aca-
demics with the expressed goal of creating a cross-
culturally robust system for producing automatic
speech-based measures, encompassing a range
of recording and analysis methods.

Figure 1: Top: LENA recording device placed in a
child’s vest (from Listen and Talk); Bottom: a USB
recording device placed in the pocket of a child’s
shirt (from videos produced by the LAAC team)

2.1. Example 1 - The LENA System

2.1.1. Overview

LENA (Language Environment Analysis) is a com-
bined recording and speech classification software
designed for the purpose of studying children’s
early linguistic environments. LENA recording de-
vices are compact (8.5cm x 5.5cm x 1.25cm) and
equipped with an omnidirectional microphone, with
a flat frequency response in the 20 hz-20 khz range,
although the sound is bandpassed 70-10kHz (Fig-
ure 1). The LENA team often describes this as
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being most sensitive to sound within a 3m radius
(Ford et al., 2008), although loudness is more de-
terminant than distance. The audio recording is
eventually uploaded to the LENA software, at which
point it is decompressed as 16-bit, 16kHz in PCM
format.

Speech analysis techniques were developed in
the early 2000s and have not been updated since
the rise of recurrent neural networks. The se-
quence of analysis is complex and has several
phases but the most relevant points are the fol-
lowing (see Figure 2) (Xu et al., 2008). To begin
with, mel-frequency cepstral coefficients (MFCCs,
representing the audio signal in a way that mimicks
the human auditory system’s response to different
frequencies) are extracted in short windows. These
are then submitted to a Minimum Duration Gaus-
sian Mixture Model, a kind of Hidden Markov Model,
to perform preliminary diarization into one of eight
categories (Target Child, Male Adult, Female Adult,
Other Child, Electronic Noise (i.e., TV, radio), Noise,
Overlap, and Silence), each representing a distinct
statistical model derived from training data. This
results in a segmentation of the e.g., 16-hours of
audio as a sequence of segments of each of those
types, which are minimally 600 ms in length. Next,
each of these segments is submitted to a likelihood
ratio test to determine whether it is more likely to
belong to the original category than it is to be cat-
egorized as Silence. The segments that fit better
to the original category are classified as "near and
clear," while the segments that do not are classi-
fied as "faint" and are excluded from subsequent
analyses.

The "near and clear" adult segments are pro-
cessed further to produce finer-grained estimates,
using an adaptation of the CMU Sphinx phone de-
coder (trained on broadcast news) to estimate the
number of consonants and vowels. Male and Fe-
male Adult segments are used to derive a mea-
sure of adult word counts (AWC). The "near and
clear" segments attributed to the Target Child are
submitted to another classifier to split the child seg-
ment into a finer sequence of speech-like, cry, and
other fixed signals (e.g., snoring, burping). The
speech-like sections are called "utterances" and
are counted to produce a measure of child vocaliza-
tions (CVC). In addition, conversational exchanges
or "turns" (CTC) between the target child and her
adult caregivers are calculated by any five second
interval containing a Target Child utterance and any
Adult segment.

The primary objective of the LENA system is
to provide users (e.g., parents, educators, re-
searchers) with a tool for describing children’s nat-
ural language environments without requiring any
technical expertise nor access to computing re-
sources. The LENA Foundation offers a variety

of programs catered to the specific needs of its
consumers, such as educational programming for
parents (LENA Start) and educators (LENA Grow)
that instruct users on how to use the recording de-
vice and software to track their own language usage
around children (Elmquist et al., 2021). The LENA
Foundation also offers a cloud-based processing
system (LENA SP) for researchers who wish to
collect and process data from multiple sites.

LENA SP is renewable subscription based ser-
vice with a 5000 US$ initial setup fee. Further pric-
ing contingent on how many concurrent participants
are being tracked: 2400 US$ for up to 30 and 3900
US$ for up to 50, and 1400 US$ for each additional
25 concurrent participants. Pricing for the LENA
recording devices cost 329 US$, with reductions
in price for bulk purchases. LENA’s recommended
low-friction pocketed shirts and vests are 25$ each.

Figure 2: Illustration of the LENA audio analysis
process (Xu et al., 2008)

2.2. Performance of the LENA solution
The initial validation of the LENA system was con-
ducted by the LENA Foundation by comparing au-
tomatic speech outputs to human coded transcrip-
tions (Gilkerson et al., 2008; Xu et al., 2009). They
sampled an hour of audio each from 329 record-
ings of as many children between the ages of 2-42
months. Human annotators coded 10ms frames of
this audio using the same categories as the LENA
software. Classification was evaluated on two met-
rics: recall (or sensitivity) and precision. Recall
measures how much of what the human annota-
tor classified as speech LENA correctly identified,
while precision measures how much of what LENA
classified as speech was correctly classified. They
found relatively high degrees of recall and precision
for the Target Child (67% recall rate; 75% precision
rate) and Female Adult categories (74% recall rate;
67% precision rate), although precision was lower
(as expected) for Other Child category (64% recall
rate, 27% precision rate) (Gilkerson and Richards,
2020). Subsequent studies have supported these
estimates, with a review of LENA validations finding
that across languages, recall and precision for cat-
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egories fell 59% and 68% respectively on average
(Cristia et al., 2020).

LENA has also been subject to validation in many
non-English languages where it has demonstrated
favorable performance. In particular, LENA out-
puts have been shown to perform well in tonal
languages such as Shanghainese-Mandarin (Gilk-
erson et al., 2015) and Vietnamese (Ganek and
Eriks-Brophy, 2018), as well as in languages with
phonetic inventories distinct from English such as
Arabic/Hebrew (Levin-Asher et al., 2023) which con-
tain guttural consonants. These findings may bode
well for studies of African languages, which are
highly typologically varied and can include distinc-
tive features such as tone (Niger-Congo languages)
and click consonants (Khoisan languages) (Dryer
and Haspelmath, 2013).

Studies have also examined correlations be-
tween transcriptions of speech and LENA speech
estimates. Cristia and colleagues found high re-
ported correlations between transcribed speech
measures and adult word counts (r=0.79, n=13)
and child vocalization counts (r=0.77, n=5) in their
study sample, albeit lower correlations with conver-
sational turns (r=0.36, n=6) (Cristia et al., 2020).
These results suggest that LENA classification per-
forms accurately on the majority of speech con-
tained in recordings.

There are reasons to believe that children’s lan-
guage environments across African countries may
be different from the samples these systems have
been trained to identify, especially in rural commu-
nities. Children may spend more of their day out-
side, where there is more potential noise that might
make speech estimates less accurate. A recent un-
published analysis, (admittedly based on very few
data points), suggested no differences in accuracy
across rural and urban samples (Bergelson et al.,
2023).

However, Cristia and colleagues note some
methodological shortcomings common to many of
these studies. Firstly, most evaluations of the LENA
system were not peer reviewed, and did not always
fully report methods or results. Secondly, many
LENA evaluations only considered audio containing
speech and not Silence, Noise, or Overlap. Finally,
evaluations of LENA would often focus on samples
of audio containing peak instances of adult or child
speech, rather than sampling randomly or periodi-
cally, which would likely have prevented noisier and
more difficult to parse audio segments from being
included in the evaluation. Each of these method-
ological choices could artificially inflate accuracy
estimates.

As a follow-up to their systematic review, Cristia
and colleagues examined a collection of corpora
consisting of 4.6 hours of annotated English lan-
guage speech from the US and UK, and 0.7 hours

of speech from another corpus collected from a
Tsimane’ village in northern Bolivia, sampling ei-
ther randomly or periodically from the audio and
including non-speech categories in their evaluative
metrics (Cristia et al., 2021). They found that recall
rates of 50% for Target Child, but all other speaker
classifications were around 30%. Precision rates
were at 60% for Female Adult and Target Child, but
only 43% for Male Adult and 27% for Other Child. In
contrast, correlations between transcribed samples
and LENA speech estimates were robust (r=0.65
for AWC; r=0.70 CVC), although CTC still lagged
behind (r=0.36) (see Figure 3).

Overall, estimates of child and adult speech re-
mained robust, but recall was markedly lower than
in previous validations, and only Female Adult and
Target Child retained somewhat comparable preci-
sion. As in previous validations, they found particu-
larly poor performance distinguishing Target Child
segments from Other Child segments. A recurrent
finding in rural societies is that children spend much
more time in conversation with other children than
they do adults (Shneidman and Goldin-Meadow,
2012; Loukatou et al., 2022). As a result, systems
must be able to accurately distinguish the child
wearing the recording device from other children in
the immediate area. To our knowledge, the LENA
Foundation does not have any current plans to im-
prove this aspect of their system.

2.3. Uses of the LENA system and
available data

LENA is a flexible system, with use cases in basic
research (Weisleder and Fernald, 2013; Romeo
et al., 2018), early diagnosis of developmental
disorders or delay (Richards et al., 2010), and
early childhood intervention (Wong et al., 2018;
Ferjan Ramírez et al., 2019; Elmquist et al., 2021).

In general, most studies using LENA have come
from the U.S. where the LENA Foundation is based
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Figure 3: Recall (above) and precision (below)
statistics from recordings of US, UK, and Tsimane
households (Cristia et al., 2021)

(Wang et al., 2020). Homebank, a publicly acces-
sible repository of long-form recordings, contains
18 corpora of recordings from over 300 children.
Of these, four contain data from languages other
than English, three of which were collected outside
of the U.S. However, LENA is seeing increasing
use internationally. A recent multi-site study exam-
ined LENA use across 12 countries in 10 different
languages, including three rural communities (Tsi-
mane’ in Bolivia, Yélî Dnye on Rossel Island, and
Wolof-speaking children in rural Senegal) (Bergel-
son et al., 2023).1

2.4. Feasibility of use in African
countries

The accuracy of speech diarization systems is con-
tingent on their ability to address the particular
challenges of rural African communities. As of
yet, there has only been a single evaluation of the
LENA system conducted in an African language
to our knowledge. Coffey, Zhang, & Spelke exam-
ined 52 hours of audio from a small sample of 4
Akan-speaking children (15.5 to 41mos) living in
Accra, Ghana (Coffey et al., 2023). They sampled
2 minutes of audio periodically from every hour of
recording and coded each according to the ACLEW
coding scheme (Cristia et al., 2021). They found
relatively low rates of Recall across all speakers
(28% of Female Adult; 26% of Male Adult; 31% of
Other Child and 33% of Target Child). They also
found higher rates of Precision for Female Adult
(45%) and Target Child (56%), but not for Male
Adult (32%) or Other Children (13%) (Figure 4).

1This data is available for reuse through the
EL1000 corpus via GIN: https://gin.g-node.org/LAAC-
LSCP/EL1000

Comparing these findings to those illustrated in
Figure 3, we find similar rates of recall across all
speaker categories except for Target Child, which
are lower (33% vs. 50%). In contrast, they find
comparable rates of precision for Target Child,
but somewhat lower rates for all other categories.
These results suggest that LENA accuracy may
be lower in noisier settings (only 10% of Cristia et
al.’s sample was drawn from a rural non-Western
sample), but it may capture comparable amounts of
speech to other similar studies. LENA also appears
to experience difficulty distinguishing Target Child
from Other Child speech: 25% of human coded
Target Child speech was classified as Other Child
by the LENA device.

Likewise, there has only been a single published
study in Africa that has related LENA speech mea-
sures to children’s language. Weber, Fernald, and
Diop assessed the impact of a parenting interven-
tion designed to encourage more verbal engage-
ment between mothers and their 4- to 31-month old
children in rural Senegal by tracking child-directed
speech throughout the day using LENA (Weber
et al., 2017). They found children of mothers who re-
ceived the intervention had larger vocabularies than
children of controls. Despite the effectiveness of the
intervention in increasing maternal speech during a
short recorded play session, they did not find LENA
speech measures to be correlated with outcomes
in either group. This finding is at odds with results
from studies of LENA elsewhere, which have found
consistent correlations between LENA speech mea-
sures and children’s language roughly equivalent in
size to studies using transcribed speech measures
(Wang et al., 2020; Anderson et al., 2021).

2.5. Summary
The principal advantages of the LENA system are
its popularity, ease of use, availability of data, and
rigorous validation across multiple languages by an
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Figure 4: Recall (above) and precision (below)
statistics from recordings of Ghanaian households
(Coffey et al., 2023)

increasingly international body of users. LENA is an
effective speech diarization system that has promis-
ing applications in research, education, and public
health in Africa. However, there are still significant
shortcomings. The LENA SP is expensive (mini-
mum 7400 US$, not including the cost of hardware),
making implementation difficult with low-budgeted
local projects, as well as at scale. The system, in-
cluding hardware and software, is also proprietary,
making individual alterations or improvements for
specific projects impossible to be implemented. Be-
cause LENA SP holds data on cloud servers hosted
within the U.S., users in other countries may find
it difficult to use LENA without violating data pri-
vacy laws. Finally, LENA has been shown to have
low accuracy distinguishing Other Children from
the Target Child, which may create problems in
communities where child caregiving is common
(Barry and Paxson, 1971; Zukow-Goldring, 2002)
and most speech to children comes from their sib-
lings and peers (Shneidman and Goldin-Meadow,
2012; Loukatou et al., 2022). While there are many
advantages to using LENA in projects with suffi-
cient budgeting and institutional approval, these
factors may make using LENA impractical in other
contexts.

3. Example 2 - Non-LENA

3.1. Overview
Researchers who were unable or unwilling to use
the LENA system have turned to other recorders.
For example, Marisa Casillas fit a baby-sized har-
ness with an Olympus recorder (initially produced
for linguistic work on conversations), and used it to
collect long-form data in a Tseltal village in Mexico

and several other locations in Rossel Island, Papua
New Guinea (Casillas et al., 2019, 2021). Cristia
and colleagues used this Olympus as well as even
smaller, "spy" USB devices in Bolivia and Vanu-
atu (Scaff et al., 2024; Cristia et al., 2023). The
USB-based method attracted considerable atten-
tion from economists working in the Pacific area
because its low price (20 US$/device) enabled data
collection at scale. The precise technical charac-
teristics of the microphones, recorders, and sound
files depend on the specific equipment and its set-
tings. For example, the Olympus Casillas used can
be set to record .mp3 files, in which case a battery
would last for 22 consecutive hours, with frequen-
cies up to 22 kHz but lower bit rates than if .wav is
used instead. The "spy" USBs often record with a
sampling frequency closer to LENA’s (15kHz) and
8-bit depth.

Once recordings are obtained with any relevant
device, they can be processed using an open-
source software called the Voice Type Classifier
(VTC). The key aspects of VTC were developed
during and after the Jelinek Summer Workshop on
Speech and Language Technology, which allowed
testing a variety of input features, tasks, and archi-
tectures (Lavechin et al., 2020). The best model
received as input the raw waveforms and processed
them through a Sincnet, followed by a Long Short-
Term Memory (LSTM) neural network with three
fully connected layers (see Figure 5). The Sinc-
net is a type of neural architecture that attempts
to learn audio features to describe the input sig-
nal it is given, and in our experiments, we found
it outperformed other forms of representation (like
the MFCCs used by LENA). LSTMs are a type of
recurrent neural networks, particularly suited to se-
quential data, which is appropriate for a time series
like speech. Through this process, the audio is di-
arized into Female Adult, Male Adult, Target Child,
and Other Children, with any of these overlapping
with the others. The training set contained child-
centered data from various linguistic backgrounds
and environments including languages like Min (a
Sino-Tibetan tonal language), French, Ju’hoan (a
Khoisan language with clicks), Tsimane’ (an indige-
nous Bolivian language), and English, covering
both urban and rural settings, as well as multilin-
gual contexts. This broad training was aimed to en-
hance VTC’s ability to generalize to new datasets,
which is particularly useful for researchers working
in under-resourced language contexts.

ALICE, an open-source reusable software, was
developed to return word, syllable, and phoneme
counts in VTC-identified male and female adult vo-
calizations (Räsänen et al., 2021). The pre-trained
version of ALICE that was released to be applied to
any language employs SylNet, an end-to-end neu-
ral network syllable count estimator, together with
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Figure 5: Voice type classifier architecture, illus-
trated on 2s of input audio waveform (Lavechin
et al., 2020)

signal-level features (such as utterance duration, to-
tal energy, and zero-crossings), plus fixed weights
from a linear regression (jointly fit for 7 corpora, in-
cluding American and British English, Tseltal, Yélî
Dnye, and Argentinean Spanish) to provide esti-
mates of word, phoneme, and syllable counts. At
present, it only does this for adult speech, and not
for the key child or other children’s speech. The
challenge for applying it key child speech is find-
ing sufficient quantities of transcribed data. For
vocalizations attributed to other children, an ad-
ditional challenge is the heterogeneity of such a
category, covering speech by infants all the way to
pre-pubescent children.

A deep-learning, open-source solution has also
been proposed to detect infant crying (Yao et al.,
2022). In a nutshell, a support-vector machine
(SVM) classifier was trained using a combination
of acoustic features and deep spectrum features
extracted from a customized version of the AlexNet
architecture (comprising five convolutional layers
and three fully connected layers), with adjustments
to the input and output layers to accommodate the
data.

Using a non-LENA device and software requires
a smaller budget than LENA, provided that tech-
nical knowledge and computational resources are
not taken into account. For example, to compare
with LENA’s cheapest option, one could purchase
30 USB devices and give one to each of 30 families,
to record their child with monthly. Including only
the devices, this would require a budget of about
600 US$, which is the price of 2 LENA devices.
This hardware is also more likely to be available
within the country, whereas LENA devices must be
ordered from the U.S.

In contrast, if technical knowledge and computa-
tional processing are taken into account, we doubt
that costs would be much lower for this option than
LENA’s, although one would have to run experi-
ments to be certain. Unlike LENA, which can be
used by anyone who can handle a GUI and a web
browser, all the non-LENA options require more
technical knowledge and access to resources. For
instance, for VTC (and ALICE, which depends on
VTC), it is necessary to install pyannote (Bredin
et al., 2020) and all of its dependencies, and to
know how to create a conda environment. As for
resources, although we know of researchers who

were able to install it and analyze audio-recordings
on a mac laptop, VTC would ideally be ran in a
GPU, where one can benefit from analyses requir-
ing 1/45 of the recording time (versus 1/4 in CPU).
One option researchers have used is to create an
AWS instance to run the analyses (Peurey et al.,
2024), in which case the cost of running both VTC
and ALICE was estimated as 0.20 US$ per hour
of audio analyzed (so about 3 US$ per 15-hour
recording). We do not know of similar estimations
for the cry detection system.

3.2. Performance of the non-LENA
software

Each of the three open-source solutions has been
benchmarked against LENA, and shown to out-
perform or match the performance of the corre-
sponding step in LENA software. Since LENA soft-
ware can only be applied to audio collected using
the LENA device, these evaluations reflect perfor-
mance for the software holding device constant.

For voice type classification, VTC outperformed
LENA software for all categories in an evaluation
that was based entirely on English urban child-
centered data. In terms of F-score, performance
was: 69% versus 55% for the target child; 33%
versus 29% for other child; 63% versus 43% for
female adult; and 43% versus 37% for male adult.
See (Lavechin et al., 2020) for details. We point
out that, although outperforming LENA, VTC’s per-
formance for Other Child is far from reasonable:
33% means that most of the time, the system gets
this category wrong. In unpublished work, the team
that developed VTC has looked for improvements
without compromising performance in the other cat-
egories by increasing the amount of data from this
category. Indeed, they noticed that the original
training dataset had a good representation of fe-
male adult voices (46 hours) and target child (34
hours), whereas male adults (1 hour) and other chil-
dren (4 hours) were rarer in those data. The team
thus targeted human annotations in families where
there were siblings, increasing the representation
of other child to 4.5 hours. However, this did not
suffice to improve performance. Annotation efforts
are still ongoing, but this is slow work as this type
of challenging data requires about 40 minutes of
work to segment one minute of data, and often it
is necessary to employ even more time and effort
to come to learn the individual children’s voices.
A key challenge with the other child category is
that, unlike the key child, it is not a homogeneous
category, applying to a single individual. Thus, it
covers any child, from pre-linguistic babies all the
way to 13-year-olds. Breaking it into subcategories
by age did not seem promising given the amount
of data available. Thus, this remains a challenging
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problem.

For word counting, two types of analyses were
reported by Räsänen and colleagues, which also
was based on English urban child-centered data.
One compared correlations in the total counts over
2-minutes of audio across the two softwares, which
is similar to the majority of work evaluating LENA
accuracy. ALICE outperformed the LENA software
in two out of 4 corpora (correlations between human
and automated word counts around .9 for ALICE,
.75-.8 for LENA); was similar for a third one (cor-
relations around .8 for both); and under-performed
for the last one (correlations .65 for ALICE, .7 for
LENA). However, the authors argue that sometimes
it is not sufficient to rely on correlations, since the al-
gorithms may over- or under-estimate word counts.
They therefore report a second metric, the median
of the absolute error rate, which is less forgiving.
This metric showed an advantage for ALICE across
the board, with error rates 20% higher for LENA
than ALICE in all 4 corpora (Räsänen et al., 2021).

For cry detection, Micheletti and colleagues sim-
ilarly report correlations and error rates in terms
of the number of cries discovered, using as test
set English urban child-centered data. Consider-
ing 5-minutes, which is a common unit in previous
work evaluating LENA, the two algorithms were
quite matched in their performance, with correla-
tions around .79 for Yao’s DL algorithm and .75 for
the LENA software. However, LENA severely un-
derestimated total duration, underestimating cry du-
ration by about 51 minutes per 24h of audio, versus
the open source alternative’s slight over-estimation
of 35 seconds per 24h of audio (Micheletti et al.,
2023).

These results are not surprising given that the
LENA software relies on outdated input features
and technology. Two important caveats are in order.
First, since the above evaluations were done by the
same teams who proposed the open source tools,
there could be a conflict of interest. Moreover, typi-
cally those evaluations covered a small number of
languages and settings, whereas there have been
many more independent evaluations of the LENA
solution. Second, and most importantly, evalua-
tions always benchmarked against LENA, which
entailed using audio collected with LENA hardware
and on English urban child-centered data. These
results may not generalize to other recording de-
vices and/or languages and settings, an issue that
should be addressed in future work. Interestingly,
an informal evaluation suggests that devices other
than LENA’s can result in higher accuracy for talker
diarization when using VTC (LAAC-LSCP).

3.3. Use of the non-LENA system and
available data

The vast majority of previous work has opted for the
LENA solution, and thus only a handful of studies
have been published with the alternative. Setting
aside technical contributions, there are to our knowl-
edge only five published or public studies, four re-
lying on manual annotation (Casillas et al., 2019,
2021; Scaff et al., 2024; Bunce et al., 2020), and
one on automated analyses (Cristia et al., 2023).
None of these data have been made available for
reuse yet.

3.4. Feasibility of use in African
countries

We do not know of any work that has employed
a non-LENA alternative in Africa. However, Alex
Cristia has obtained funding to help support re-
searchers interested in employing the non-LENA
system by lending them equipment and expertise,
provided that goals are compatible with the project
"Experience effects in early language."2

3.5. Summary
Overall, the combination of affordable hardware
and advanced software tools provides researchers
with a valuable means to explore vocalization
data across diverse linguistic contexts, offering in-
sights into child development and linguistic diver-
sity. Because these solutions were created with
cross-cultural work in mind (training data from non-
English and non-U.S. settings, affordable open-
source tools, flexible hardware choice) they may
be better suited for work in African communities.
However, due to the majority of long-form recording
studies being conducted with LENA, there is not as
much published evidence that these devices pro-
vide as accurate estimates in noisier non-English
settings (although its training data includes this sort
of audio), nor is there as much publicly available
data. LENA’s ease of use and institutional support
from the LENA Foundation may also make its use
more feasible for parties less familiar with these
kinds of tools.

4. Conclusion

In this paper, we described two kinds of systems
for collecting and analyzing long-form recordings
of children’s early language environments. We re-
viewed each of their underlying audio processing
systems, compared their validity across settings

2More information can be obtained on https://
exelang.fr/call-for-data.

https://exelang.fr/call-for-data
https://exelang.fr/call-for-data
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and languages, and outlined the potential advan-
tages and disadvantages of their use in African
settings.

The first system, LENA is a combined daylong
recording and analysis system developed by the
LENA Foundation, based on data drawn primarily
from the U.S., that uses a Gaussian mixture model
approach for segmenting audio by source/speaker
and producing estimates of speech from children
and adults. The second kind of system, non-LENA
approaches, uses an open source program (VTC)
based on a neural network architecture to diarize
speech from audio collected from many different
possible devices (e.g., Olympus recording devices,
"spy" USB recorders). These segments can then
be input into further speech processing algorithms
(e.g., ALICE) to derive estimates of speech.

Our review suggests that the principal advan-
tages of using LENA are its ease of use, support,
and widespread adoption. The LENA devices and
software are designed to be intuitive and easily
understood. The LENA Foundation also provides
institutional support, from project advisement to
cloud computing services. For this reason, LENA
has become a popular tool in research and educa-
tion, and has undergone validation in many different
languages and countries. Data from many of these
studies are also publicly available. However, LENA
and its hardware can be prohibitively expensive.
Data hosting may also be difficult depending on the
country research is done in. Finally, LENA is a pro-
prietary system, and thus neither the software nor
the hardware can be changed, updated, or adapted
for use in specific contexts.

In contrast, non-LENA solutions are cheap, flex-
ible, and based on up-to-date technical methods
designed with cross-linguistic work in mind. There
is a growing network of researchers using these
tools and contributing directly to their continued de-
velopment. Hardware can be adjusted as needed,
and algorithmic methods for speech analysis are
constantly being updated. But due to the newness
of these systems, there is not currently a large user
base, nor the same degree of validation as the
LENA system has. There is also no publicly avail-
able data using these methods. These solutions
also require more technical knowledge to use and
support is more limited than what LENA provides.

Overall, we found that very little work has been
done in Africa with either of these systems. In
addition, we found similar shortcomings for both
solutions. Namely, both systems have been found
to perform poorly distinguishing speech from the
target child from speech from other children, and
while the community developing non-LENA solu-
tions aims to address this challenge, this work is still
very much ongoing. This is a potential obstacle to
the analysis of speech drawn from naturalistic con-

texts in many African communities, where children
are most exposed to speech from their siblings and
peers on a daily basis (Loukatou et al., 2022). De-
spite these challenges, long-form recordings have
applications in Africa that have the potential to be
highly impactful for research, early childhood edu-
cation, and public health. Thus, it is our hope that
researchers, educators, and policymakers consider
their use.
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