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Abstract
In the last decade, a rapidly growing body of studies has shown promising results for the automatic detection and
extraction of speech and language features as biomarkers of neurodegenerative conditions such as Alzheimer’s
disease. This has sparked great optimism and the development of various digital health tools, but also warnings
regarding the predominance of English in the field and calls for linguistically diverse research as well as global,
equitable access to novel clinical instruments. To automatically extract clinically relevant features from transcripts in
low-resource languages, two approaches are possible: 1) utilizing a limited range of language-specific tools or 2)
translating text to English and then extracting the features. We evaluate these approaches for part-of-speech (POS)
rates in transcripts of recorded picture descriptions from a cross-sectional study of Icelandic speakers at different
stages of Alzheimer’s disease and healthy controls. While the translation method merits further exploration, only a
subset of the POS categories show a promising correspondence to the direct extraction from the Icelandic transcripts
in our results, indicating that the translation method has to be linguistically validated at the individual POS category level.

Keywords: machine translation, language-specific tools, Icelandic, part-of-speech (POS), digital health,
speech and language biomarkers, neurodegeneration, Alzheimer’s disease, Mild Cognitive Impairment, linguistic
diversity

1. Background and objectives

When digital health tools rely on advances in Natu-
ral Language Processing, there is a risk that these
tools will only be available for speakers of high-
resource languages. This causes linguistic bias
and limitations to the access of healthcare solu-
tions which otherwise have the benefit of being
noninvasive, fast and low-cost. This type of lim-
itations is present in the context of research on
the automatic extraction of speech and language
features for the early detection and monitoring of
neurodegenerative conditions such as Alzheimer’s
disease, a field which has rapidly grown in the
past decade (e.g. Fraser et al., 2016, Themisto-
cleous et al., 2018, Fraser et al., 2019a, Petti et al.,
2020, Balagopalan et al., 2021, Balagopalan and
Novikova, 2021, Robin et al., 2021, Cho et al., 2022,
and Ehghaghi et al., 2023). The predominance of
English in this area of investigation has sparked
calls for global equity in the development of auto-

matic speech and language analysis and “timely
actions to counter a looming source of inequity in
behavioural neurology” (García et al., 2023). This
matter is currently of particular relevance, as the
UN Decade of Healthy Ageing (2021–2030) and
the WHO Global action plan on the public health
response to dementia (2017–2025) take place.

A few different routes are available when develop-
ing cross-linguistically valid tools for the automatic
extraction and analysis of speech and language fea-
tures in a clinical context. The most direct approach
consists in using a mixture of language-specific and
language-universal resources to build automated
acoustic and lexical/grammatical pipelines, as has
been done for English (e.g. Robin et al., 2021, Cho
et al., 2022). For example, Cho et al. (2022) re-
port on the analyses of oral picture descriptions
from English speakers with amnestic Alzheimer’s
disease (aAD) or logopenic variant primary progres-
sive aphasia (lvPPA) as well as healthy controls. In
their study, the acoustic pipeline is not language-
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specific and mainly consists of features extracted
with a speech activity detector in addition to pitch-
tracking. On the other hand, the lexical pipeline
makes use of language-specific resources devel-
oped specifically for English to extract features
such as words’ part-of-speech (POS) category, fre-
quency, semantic ambiguity and age of acquisition.
The literature in which these lexical/grammatical
features are extracted is arguably even more bi-
ased towards English-speaking clinical populations
than acoustic-centered work in which (possibly)
language-universal markers of decline or disease
are analyzed. In the context of Scandinavian lan-
guages for example, a substantial body of work
targeting automatic linguistic feature extraction for
the detection of cognitive decline (mostly within
the Gothenburg MCI research study, Wallin et al.,
2016) has emerged for Swedish, but not other Scan-
dinavian languages to the best of our knowledge.
Although some of the earliest work targets acoustic
features exclusively (Themistocleous et al., 2018,
see also Themistocleous et al., 2020), a number
of Swedish MCI studies combined the analysis
of acoustic and lexical/grammatical features (e.g.
Fraser et al., 2019a, Antonsson et al., 2021) and
others focused exclusively on lexical/grammatical
features (Fraser et al., 2019b). In all the Swedish
MCI studies, the most feasible route of extracting
the linguistic features directly from the transcripts
was taken, but such an approach depends on the
availability of the necessary NLP tools in the lan-
guage.

Since it is clear that using lexical/grammatical
features has the potential to significantly improve
disease prediction (Fraser et al., 2019a, Petti et al.,
2020, Robin et al., 2021, Cho et al., 2022, Toto et al.,
2021), it is imperative to ensure that these features
can be extracted from clinical language sample
transcripts in under-resourced languages as well.
However, the access to the necessary language-
specific tools is often limited or non-existent in low-
resource languages. This may be remedied by
developing and validating specific resources for
low-resource languages, but another possible op-
tion is the analysis of text samples via an initial
automatic translation to English. Such a method
has a few obvious advantages and disadvantages.
The advantage is that the translation method opens
up access to the array of analytical tools developed
for English, with some of them showing very promis-
ing results for the early detection and monitoring of
neurodegenerative diseases (Fraser et al., 2016,
Mueller et al., 2018, Petti et al., 2020, Robin et al.,
2021, Cho et al., 2022).

The main disadvantages, on the other hand, can
be put in two categories. First, the translation of
the language samples makes the analysis indirect
and therefore more prone to various types of er-

rors and data noise. This includes errors in auto-
matic translation and inaccuracies due to the in-
evitable non-exact correspondences of the struc-
ture of different languages, which might be exac-
erbated by increased typological distance. This is
related to the second disadvantage, which is the
partly language-specific nature of disease mani-
festation. For example, a number of studies have
shown an increase in the rate of pronouns and a
decrease in the rate of nouns in English speakers
with Alzheimer’s Disease (Petti et al., 2020, Robin
et al., 2021, Cho et al., 2022), but the reverse pat-
tern (decreased pronominal use) has been found
in pro-drop languages such as Bengali (Bose et al.,
2021) where pronouns are more frequently omitted
by Alzheimer’s patients. Bengali also has extensive
case marking which has largely disappeared from
English (McFadden, 2020), and a decreased use
of case markers also appears to characterize the
language use of Bengali speakers with Alzheimer’s
(Bose et al., 2021). A translation from Bengali to
English would entail the adding of pronouns and
loss of case marking, potentially blurring markers
of disease. In other words, the translation itself
might erase relevant linguistic biomarkers which
were present in the original transcript.

Still, the necessity to develop approaches which
potentially create more extensive access to linguis-
tic digital health tools as fast as possible amply
justifies investigating the potential of the translation
method, especially given recent developments in
multilingual translation based on foundation mod-
els. In light of this, the objective of the present
study is to compare POS rates extracted directly
and indirectly (through machine translation) from
clinical language samples collected from speakers
of Icelandic, a low- to medium-resource Germanic
language which is related to English but signifi-
cantly differs from it in various aspects, including
a rich case marking system. Icelandic therefore
constitutes interesting testing grounds for various
reasons, but it is important to note that the vast ma-
jority of the world’s languages are under-resourced
and do not have existing POS taggers or even
sufficient data to support machine translation. If
the ultimate goal is to develop NLP digital health
tools which are globally accessible, the broader
endeavor must also include solutions for under-
resourced languages. One possible approach to
this problem would be concentrating efforts on dis-
covering features which are generalizable across
languages (see Lindsay et al., 2021 for such a study
with English and French data).

2. Methods

To reach our objective, we analyzed oral picture
description data from a cross-sectional, noninter-
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ventional study conducted at the Memory Clinic of
the National University Hospital of Iceland (Curcic
et al., 2022) using an Icelandic POS tagger (Jóns-
son and Loftsson, 2021) and compared the results
to Universal Dependency (UD) POS tags (Petrov
et al., 2011) extracted from an automatically trans-
lated English version of the transcripts.

2.1. Participants

Participants in the original study (Curcic et al.,
2022) were grouped into four cohorts: 1) cognitively
healthy controls (amyloid-negative) without pre-
symptomatic biomarkers of Alzheimer’s disease,
2) cognitively healthy (amyloid-positive) cohort with
pre-symptomatic biomarkers of Alzheimer’s dis-
ease, 3) people diagnosed with Mild Cognitive Im-
pairment (pre-dementia) and 4) people diagnosed
with mild Alzheimer’s disease. All participants were
aged between 60 and 80 years. The picture descrip-
tion data analyzed in the current study were col-
lected from a total of 48 participants, 12 (25%) were
controls, 12 (25%) were pre-symptomatic and 24
(50%) were pre-dementia or had mild Alzheimer’s
dementia. Although this is the first study in which
an Icelandic-specific NLP tool is used to analyze
clinical language samples, and the first study in
which language features of neurodegeneration are
studied in an Icelandic clinical population, we do not
analyze participants’ POS rates based on their spe-
cific cohorts in this particular paper, as the purpose
is to evaluate the validity of the machine translation
extraction method and compare it to direct feature
extraction.

2.2. Picture Description Task

The oral picture description data were collected us-
ing the Winterlight Speech Assessment, which was
developed to record and analyze naturalistic lan-
guage samples using an app on a tablet. The data
set consists of seven different picture descriptions
for each individual, recorded in three different ses-
sions if participants completed the protocol: One
baseline session with three picture descriptions
(conducted in the morning), a follow-up session in
the morning four to 32 days later, with two picture
descriptions, and an evening session (to produce
cognitive fatigue) on the same day as the first follow-
up, with two picture descriptions. This creates an
unusually robust amount of data per participant, as
comparable studies commonly analyze data from a
single picture description (e.g. Mueller et al., 2018
and Cho et al., 2022). The seven pictures described
are line drawings of scenes specifically conceived
to elicit speech for clinical analysis, including the
widely used Cookie Theft picture from the Boston
Diagnostic Aphasia Examination (Goodglass and

Wingfield, 1983) as the first stimulus. The partic-
ipants’ speech was recorded through the tablet’s
microphone and later manually transcribed by a na-
tive speaker. The final dataset includes 608 speech
samples across 320 picture descriptions from 48
participants, reaching a total of 12 hours and 51
minutes over 73012 word tokens with a mean of
two minutes and 25 seconds and 228 word tokens
per picture description. No participant is associ-
ated with less than three picture descriptions but
five descriptions were missing from the dataset and
11 had not been transcribed at the time of analysis.

2.3. POS Tagging and Machine
Translation

The Icelandic transcripts are POS tagged using
ABLTagger, version 3.1 (Jónsson and Loftsson,
2021, Steingrímsson et al., 2019). The tagger is
trained on the manually tagged MIM-Gold corpus
(Loftsson et al., 2010) and reports a 97.8% cross-
validation accuracy on the same corpus, using a
fine-grained POS tagset.1

To extract features from English, the Icelandic
transcripts were translated with the No Language
Left Behind (NLLB) model (Costa-jussà et al.,
2022). NLLB addresses the translation per-
formance gap between high-resource and low-
resource languages by enabling translation across
200 languages and improving translation quality
by an average of 44%. The NLLB model was se-
lected because it is open-source and multilingual
and therefore fits the premises of the translation
method tested in the present paper, but it is im-
portant to note that its Icelandic-English transla-
tion quality has not been thoroughly evaluated (but
see various metrics in Costa-jussà et al. (2022))
and that various other available machine translation
tools and large language models, either commer-
cial or not multilingual, should yield higher trans-
lation quality (e.g. Google Translate, GPT-4 and
Miðeind Vélþýðing2). In future work, an important
addition to this line of research would be compar-
ing the results across different machine translation
tools and evaluating their quality in the context of
clinical language samples.

POS tags were extracted from the NLLB trans-
lated transcripts with the Spacy library3 using UD
POS tags.4 The UD POS tagger utilizes a max-
imum entropy model trained on diverse corpora,
demonstrating high accuracy in POS tagging for
English. The tagsets used by the Icelandic ABLT-

1https://github.com/cadia-lvl/POS
2https://huggingface.co/mideind/

nmt-doc-en-is-2022-10
3https://spacy.io/
4https://github.com/explosion/spaCy/

blob/master/spacy/glossary.py

https://github.com/cadia-lvl/POS
https://huggingface.co/mideind/nmt-doc-en-is-2022-10
https://huggingface.co/mideind/nmt-doc-en-is-2022-10
https://spacy.io/
https://github.com/explosion/spaCy/blob/master/spacy/glossary.py
https://github.com/explosion/spaCy/blob/master/spacy/glossary.py
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agger and the UD framework differ in significant
respects. For example, the Icelandic tagset does
not derive different tags for auxiliaries which are
therefore grouped with verbs in our analysis. Simi-
larly, the infinitival marker að ’to’ is included in the
conjunction category of the Icelandic tagset but
was dropped from the category in the present com-
parison to match the sum of UD POS coordinating
conjunction (CCONJ) and subordinating conjunc-
tion (SCONJ). Additionally, we do not compare the
respective adverb categories which were deemed
too incompatible.

The statistical comparison is based on POS cat-
egory rates for nouns, numerals, verbs, pronouns,
conjunctions, prepositions and adjectives. We nor-
malized the rates using the number of intelligible
words in the respective transcripts and compared
the means of category rates extracted from the Ice-
landic vs English transcripts (1) across the whole
data set (i.e., all four cohorts and all seven pic-
tures) and (2) using paired comparisons for the
rates of individual participants across all seven pic-
tures (t-tests and rank correlations). The results are
presented in Table 1 and Figure 1 and are further
explained and discussed in Sections 3 and 4.

3. Results

3.1. Mean values across the data set and
paired analyses

Table 1 shows the normalized POS category mean
values across the whole data set (320 samples from
48 individuals), comparing the tag rates based on
extraction (1) directly from the Icelandic transcripts
and (2) from a machine translated version of the
language samples to English. Table 1 also includes
results from paired t-test analyses using the nor-
malized POS rates across all picture descriptions
for each individual and the 95% confidence inter-
val for the differences between the two extraction
methods at the group level. Finally, we include the
(Pearson’s) correlations between individuals’ ranks
in normalized POS rates using the two methods
(1-48).

In this analysis, two key results emerge. First,
the two different methods (direct and translation)
yield very comparable mean rates across the whole
data set, with the minimum difference being 0.3%
in the case of the numerals and the maximum dif-
ference being 3.9% in the case of the conjunctions.
Note that the translation method yields consistently
lower rates than the direct method. This should be
explored further in future work but is possibly in part
due to tagset differences and machine translation
quality. The second key result is that despite very
small differences in mean rates across the whole
data set, individuals’ rates reveal statistically sig-

nificant differences for all categories when using a
Bonferroni adjusted p-value (p < 0.007).

This does not come as a surprise when the indi-
vidual values across methods are visualized as in
Figure 1. The gray lines join together the two data
points of each participant, meaning that a preser-
vation of rank across conditions (direct and trans-
lation) would result in graphs with no line overlap.
As can be seen, the overlap varies greatly between
POS categories, reflecting varying amounts of rank
differences and a non-systematic lack of equiva-
lence in POS rates. The nouns show the smallest
difference in rank correspondence and the greatest
discrepancies appear with the adjectives.

To illustrate this further, only 3/48 participants
have a rank difference greater than five in the noun
category, while this number reaches 25/48 for the
adjectives. For example, the speaker with the high-
est noun rate (rank 1) with the directly extracted
features also has the highest rate of nouns with
the features extracted from the machine transla-
tion method. The correlations in Table 1 reflect
this difference in correspondence between POS
categories, with the noun category showing the
highest correlation between translation and direct
features (0.981) while the lowest correlation ap-
pears with the adjectives (0.720) and prepositions
(0.730). These patterns need to be investigated
further in an in-depth analysis of the equivalences
between the original transcripts and translations
with tagset differences in mind, but they are inter-
esting considering various linguistic factors in the
comparison of the Icelandic-English language pair.
For example, English and Icelandic share various
superficial properties of word order and argument
structure, something which should create equiva-
lences in the number of nouns, but the Icelandic
case marking system should entail less correspon-
dences in terms of the presence of prepositions.
Additionally, a contributing factor might be the size
(in tokens) of the different categories, with more ro-
bust categories such as nouns (22.5% of the data)
being less sensitive to machine translation errors
(such as the ones discussed in Subsection 3.2) as
compared to adjectives (3.8% of the data).

Given the non-exact nature of translations be-
tween languages, it could be furthermore argued
that rate differences are less important than rank
correspondence for potential clinical markers in
a data set of cohorts with varying symptom lev-
els. From this perspective, the feasibility of the
translation method varies greatly between POS
categories for the Icelandic-English language pair,
with the nouns showing the most promising simi-
larities. This is particularly interesting considering
evidence from previous research which indicates
that noun rate can distinguish between patients with
Alzheimer’s disease and healthy controls (e.g. Petti
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Category Direct Translation Difference (95%) t-value p-value Rank corr.
Nouns 0.225 0.201 0.019-0.030 8.76 <0.001 0.981
Numerals 0.022 0.019 0.001-0.003 4.24 <0.001 0.834
Verbs 0.186 0.169 0.014-0.019 13.5 <0.001 0.930
Pronouns 0.121 0.115 0.003-0.011 3.62 <0.001 0.871
Conjunctions 0.121 0.082 0.035-0.041 25.94 <0.001 0.921
Prepositions 0.108 0.101 0.001-0.012 2.54 0.014 0.730
Adjectives 0.038 0.031 0.005-0.008 8.44 <0.001 0.720

Table 1: Mean values across the dataset for the direct and translation methods and paired t-test results by
individual participant as well as Pearson’s correlations for the individual rate ranks (all p < 0.001), N=48.

Figure 1: POS rates using the direct and translation methods, N=48. Distribution of the data and relative
position of the individual participants based on their POS category rates.

et al., 2020, Cho et al., 2022). It still is important to
stress that although the values of this POS category
seem to be well-preserved in machine translation
between Icelandic and English, this might not be

the case for a language pair with more typological
distance. For example, if Mandarin Chinese and
English were to be compared, the analysis would
have to take into account that objects (including
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nominal ones) are regularly dropped in Mandarin
Chinese (Liu, 2014).

3.2. Qualitative observations
To further explore the possible explanations for the
numerical discrepancies between methods (direct
vs translation) in individuals, we analyzed a small
sample of Icelandic transcripts and their translated
English versions, focusing on the speakers show-
ing the greatest differences. In this analysis, the
bottleneck of machine translation quality became
very clear.

For example, one translation included 17 repeti-
tions of the string and the coffee table while the orig-
inal transcript only had a single occurrence of the
corresponding sófaborð "coffee table". The same
translation completely omitted a 16-word passage
from the original transcript. Another type of error
appeared in the translation of the string allavegana
"anyway", usually spelled alla vegana, which was
translated as all vegans. These are therefore errors
which can both affect POS rates but also the ex-
traction of e.g. word frequency, which additionally
differs across languages and cultures.

This brings us to the last observation of ma-
chine translation errors, where the original tran-
script is eða einhverjir (pause) eitthvað grænmeti
"or some [masculine plural form] (pause) some [cor-
rect neuter singular form] vegetables" and the trans-
lated version consists of or some of them might be
vegetables. Here, the machine translation blurs
possible disease manifestations such as the repeti-
tion, with some of them possibly being language-
specific. In this case, the participant initially uses
the morphologically inappropriate masculine plural
form before correcting themselves and using the
neuter singular, in agreement with the word græn-
meti "vegetable". Indeed, Icelandic has unusually
robust nominal concord (Norris, 2012) which could
be argued to tax working memory capacity (Hart-
suiker and Barkhuysen, 2006). In English, there
is only one possible form of the word some and
therefore no potential for agreement errors. This
further illustrates the fact that the development of
NLP digital health tools for the diagnosis and moni-
toring of diseases and disorders based on people’s
language behavior must take into account possible
language-specific manifestations of the conditions
being investigated.

4. Conclusion

Using a corpus of picture descriptions from Ice-
landic speakers at different stages of Alzheimer’s
disease as well as healthy controls, we compared
POS feature extraction using (1) the Icelandic tran-
scripts directly and (2) an initial machine translation

of the text to English. The results reveal that the use
of translated language samples for clinical speech
and language analysis has to be linguistically vali-
dated at various steps of the process, including the
initial automatic translation.

The analysis showed promising similarities be-
tween the two methods for a subset of the POS cat-
egories, with the most robust individual consistency
appearing with nouns. We conclude that the trans-
lation method is an avenue which should be further
explored, along with the continued development
of language-specific tools and detailed work on
the manifestations of neurodegenerative diseases
across languages. A crucial aspect of deploying
computational linguistics methods for the health
sector is addressing inequalities in patients’ access
to cutting-edge NLP digital health tools based on
the language they speak. Efforts should be made
to address this issue in research.

We leave a clinical cohort classification analysis
to future work, as the objective of this paper is an
initial linguistically motivated validation of the trans-
lation method. Without such a step, it would be
impossible to appropriately interpret the success
or failure of patient group classification using the
two types of feature extraction methods. Addition-
ally, the extraction of various other acoustic and
lexical/grammatical features from the dataset is in
progress, as well as perceptual clinical ratings by
speech-language pathologists. We believe such
annotations could contribute to bridging "a growing
gulf" (Lindsay et al., 2021) between automatically
extracted speech and language features and what
is observable by clinicians and people living with
neurodegenerative conditions.
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