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Abstract

Recently, language models have demonstrated
exceptional performance compared to their pre-
decessors. In this context, attention mecha-
nisms and pre-training significantly contribute
to the enhanced performance of modern lan-
guage models. Additionally, a continuously in-
creasing number of parameters plays a crucial
role in these advancements. However, an in-
crease in the number of parameters significantly
increases the GPU memory and training time
required during fine-tuning of language mod-
els, this makes fine-tuning infeasible in environ-
ments with limited computing resources. Fur-
thermore, after fine-tuning, the storage space
required for deployment increases proportion-
ally with the number of tasks, making it chal-
lenging to deploy devices with limited storage
capacities. In this study, we propose IT-Tuning,
a Parameter Efficient Fine-Tuning method that
introduces a new concept called information
tokens to address these issues.

1 Introduction

Since the introduction of Transformer(Vaswani
et al., 2017) and BERT(Devlin et al., 2019), re-
cent Transformer based pre-trained language mod-
els have achieved unprecedented performance, co-
inciding with an increase in the number of pa-
rameters.(Kaplan et al., 2020; Brown et al., 2020;
Chowdhery et al., 2024; Touvron et al., 2023) Con-
sequently, research on various applications, such as
sentiment analysis, question answering, sentence
classification, summarization, and machine trans-
lation, has been actively conducted. Although pre-
trained language models can be utilized in vari-
ous tasks using only prompts without fine-tuning,
as demonstrated by approaches such as chain-of-
thought prompting(Wei et al., 2022) or in-context
learning(Dong et al., 2022), fine-tuning often leads
to better performance. However, recently intro-
duced language models have billions to tens of

billions of parameters(Zhao et al., 2023), resulting
in increased GPU memory and extended training
time requirements during fine-tuning. In addition,
deploying these models after fine-tuning across var-
ious tasks requires significant storage space propor-
tional to the size of the model and the number of
tasks, which poses a challenge.

In this context, we introduce a new concept
called "information token" to address this issue.
The information token attends to all tokens within
the input sentence during the attention mechanism
process, selectively condensing the information of
the sentence according to the task and delivering it
to the input and output sentences, enabling efficient
fine-tuning. Based on these information tokens, we
propose a new Parameter Efficient Fine-Tuning
(PEFT) method called IT-Tuning, the contributions
of which are as follows:

1. We introduce a new concept called informa-
tion tokens to efficiently fine-tune language
models and demonstrate experimental meth-
ods to adjust them more efficiently within the
model.

2. Using only 0.04% of the total parameters,
which is five times less than LoRA(Hu et al.,
2021), we surpass LoRA and full fine-tuning
in the General Language Understanding Eval-
uation (GLUE) benchmark(Wang et al., 2018),
demonstrating efficiency in Natural Language
Understanding (NLU) tasks.

3. We have achieved performance surpassing
that of full fine-tuning, Prefix Tuning(Li and
Liang, 2021), and LoRA using only 0.09%
of the total number of parameters in Natural
Language Generation (NLG) tasks, as demon-
strated through experiments on the End-to-
End Natural Language Generation Challenge
(E2E NLG Challenge) dataset(Dušek et al.,
2020).
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Figure 1: This is the overall architecture of IT-Tuning. As shown in the figure, we perform shifting or scaling after
the query vector, the output of the attention, and the feed-forward layer. Additionally, the yellow and red vectors
within the green box respectively denote the hidden states of all tokens of the input sentence and the information
tokens. N and R(rank) represent the length of the input sentence and the number of additional information tokens.
Inside the model, we scale or shift all tokens of the input sentence excluding the information tokens using a single
vector to assist the role of information tokens described in Section 3.2. For information tokens, we adjusted each
using an equal number of vectors.

2 Related Works

Recently, extensive research has been conducted
on PEFT, achieving a performance equivalent to
that of full fine-tuning using only 0.1% of the total
model parameters.(Hu et al., 2021; Li and Liang,
2021; Liu et al., 2022a; Yang et al., 2023) This
approach significantly reduces the size of the GPU
memory and training time required. Furthermore,
because PEFT requires only a few additional pa-
rameters to be stored when a single model is used
for various tasks, it saves storage space. In this sec-
tion, we describe the research on PEFT conducted
to date.

Adapter It is a method of inserting multiple
adapter modules (MLP modules) into the layers of
a language model. Research has continued exten-
sively after the Adapter(Houlsby et al., 2019), and
recent studies such as AdapterBias(Fu et al., 2022)
and AdaMix(Wang et al., 2022) have significantly
improved performance by modifying the structure
of the adapter module or proposing the Mixture-
of-Adaptation method. Furthermore, adapter-based
PEFT methods can adjust the number of param-
eters used in training by altering the number of
parameters in the adapter module, making them
applicable to both NLU and NLG tasks.

Trainable Prompt This method involves adding
trainable tokens to sentences, with prominent exam-
ples of P-Tuning v1 and v2(Liu et al., 2022b, 2021),

Prefix Tuning(Li and Liang, 2021), and Prompt
Tuning(Lester et al., 2021) . These studies aimed
to address the performance gap observed when us-
ing sentence-form prompts (discrete prompts) com-
pared with fine-tuned language models by incorpo-
rating trainable tokens through fine-tuning rather
than nontrainable sentence-form prompts. These
studies have demonstrated results achieving equiv-
alent performance to full fine-tuning in NLG(Li
and Liang, 2021) tasks and NLU(Liu et al., 2022b,
2021; Lester et al., 2021) tasks.

Low-Rank PEFT methodologies based on low-
rank, such as LoRA(Hu et al., 2021) and HiWi(Liao
et al., 2023), are gaining attention owing to their
robust performance and capability to mitigate the
issue of increased inference times associated with
additional parameters. However, one of the signif-
icant advantages of PEFT is its ability to switch
tasks in a multitasking environment, which is com-
promised by combining model parameters and low-
rank parameters to mitigate the increase in infer-
ence time. Additionally, there are studies such as
(IA)3(Liu et al., 2022a) that achieve better perfor-
mance with fewer parameters than LoRA in some
tasks. Nonetheless, LoRA has proven to be a ro-
bust method that is effective in both NLU and NLG
tasks. Therefore, we conducted experiments using
the LoRA as the baseline.

Direct Update This method directly adjusts the
hidden states of the model using the added vectors.
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Figure 2: This illustrates the difference in attention
mechanisms between Prefix Tuning(Li and Liang, 2021)
and IT-Tuning. PT represents additional tokens in Prefix
Tuning, IT represents information tokens. The arrows
indicate which tokens attend to which tokens.

For PASTA(Yang et al., 2023), only the hidden
states of special tokens, such as [CLS] and [SEP],
were updated at each layer of the model, result-
ing in an additional parameter number of 0.02%
(0.07M) based on RoBERTa-large(Liu et al., 2019),
while achieving a performance equivalent to LoRA
on the GLUE dataset. Furthermore, (IA)3(Liu et al.,
2022a) scales only the key and value of the at-
tention operation and the internal parameters of
the feed-forward network in each layer, surpassing
LoRA in limited-data settings. However, although
these approaches are structurally efficient, their in-
ability to adjust the number of trainable parameters
renders them unsuitable for tasks requiring more
parameters than NLU, such as NLG. IT-Tuning ex-
hibits structural efficiency akin to that observed in
two referenced studies. However, by addressing the
limitations associated with parameter adjustments
through the introduction of information tokens, it
also demonstrates applicability to NLG tasks .

3 IT-Tuning

3.1 Model Architecture

Figure 1 illustrates the model structure of IT-
Tuning. Our IT-Tuning employs a method that up-
dates the selected tokens using additional parame-
ters. We refer to these selected tokens as informa-
tion tokens and introduce this concept in Section
3.2. Furthermore, we introduce an efficient struc-
ture to enable the efficient update of information
tokens within the model in Section 3.3. The opera-
tional process of IT-Tuning within the model can
be mathematically represented as follows:

hQ = [hinputQ ⊙ V 1
Q;h

it
Q ⊙ V 2

Q]

hA = [hinputA ⊕ V 1
A;h

it
A ⊕ V 2

A]

hff = [hinputff ⊙ V 1
ff ;h

it
ff ⊙ V 2

ff ]

(1)

In Equation 1, hQ, hA, hff ∈ Rdmodel×(N+R)

represent the hidden state of the query vec-
tor and output of the attention and feedforward
layer containing information tokens, respectively.
hinputQ , hinputA , hinputff ∈ Rdmodel×N represent the
inputs of the model, excluding the information
tokens, and hitQ, h

it
A, h

it
ff ∈ Rdmodel×R repre-

sent the hidden states of the information tokens
V 1
Q, V

1
A, V

1
ff ∈ Rdmodel are vectors added to effi-

ciently fine-tune the input tokens, excluding the
information tokens; V 2

Q, V
2
A, V

2
ff ∈ Rdmodel×R rep-

resent vectors added to efficiently fine-tune the in-
formation tokens.

During our experimentation process, we exam-
ined the magnitude of backpropagated gradients
through learning for scaling vectors VQ, Vff , as
well as for shifting vector VA. We discovered that
the magnitude of gradients for the vectors for scal-
ing, VQ, Vff , was significantly smaller than the gra-
dients for the vector for shifting, VA, across all lay-
ers. To address this issue, similar to LoRA+(Hayou
et al., 2024), we varied the learning rate applied
to each vector. To achieve this, we introduced a
new parameter, α ≥ 1, where the magnitude of
the learning rate applied to VQ, Vff is determined
based on the value of α. This can be represented
mathematically as follows:.

VQ = VQ − αη ×GVQ

Vff = Vff − αη ×GVff

(2)

In equation 2, η represents the learning rate, and
G denotes the gradients for each vector.

3.2 Information Token
In this study, we introduce the concept of Infor-
mation Tokens. Information Tokens are tokens se-
lected or added within a sentence for efficient fine-
tuning and are updated by individual vectors. Fig-
ure 2 illustrates the differences between the Pre-
fix Tuning(Li and Liang, 2021) and IT-Tuning. As
shown on the left side of Figure 2, Prefix Tuning ad-
justs the tokens added to the beginning of the input
according to the task and updates both the input and
output by attending to the tokens added within the
input sentence. However, the tokens added at the
beginning of the input cannot attend to the tokens
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Figure 3: In unidirectional language models like
GPT(Radford et al., 2019), we modified the attention
score mask to allow each token to attend as shown in
Figure 2

Figure 4: This figure illustrates which hidden states need
to be updated for Information Tokens to select and sum-
marize tokens of the input sentence. In the figure, the
green box represents hidden states influenced by up-
dating the query vector, while the red box represents
hidden states influenced by updating the key vector.
For instance, if the key vector is updated as described
in (IA)3(Liu et al., 2022a), as illustrated by the atten-
tion distribution in the figure, this adjustment alters the
extent to which the tokens of the input sentence pay
attention to the Information Tokens.

within the input sentence. However, Information
Tokens, as shown on the right side of Figure 2, at-
tend to all tokens within the input sentence during
the attention operation process; conversely, all to-
kens within both the input and output sentences
can also attend to Information Tokens. Ultimately,
Information Tokens select and summarize informa-
tion from the input sentence according to the task
and convey this summarized information to both
the input and output sentences.

For Information Tokens to fulfill these roles dur-
ing the attention process, both bidirectional lan-
guage models (e.g., BERT(Devlin et al., 2019),
RoBERTa(Liu et al., 2019)) and unidirectional lan-

guage models (e.g., GPT-2(Radford et al., 2019))
must be capable of performing bidirectional atten-
tion. Therefore, we modified the attention mask
in the unidirectional language model, as shown in
Figure 3. In addition, when multiple Information
Tokens are added, as shown in Figure 3, each In-
formation Token is prevented from attending to
another. This allows each Information Token to at-
tend to the input tokens rather than to each other
during the learning process. Thus, we enable In-
formation Tokens to interact with all tokens within
a sentence in unidirectional language models, ul-
timately contributing to the prediction of the next
token.

Furthermore, unlike in (IA)3(Liu et al., 2022a),
in which update the key vectors, our method in-
volves updating the query vectors. As shown in
Figure 4, when updating the key vector of the i-th
token, this update adjusts how other tokens select
the i-th token, rather than how the i-th token selects
other tokens. However, our purpose was to enable
the Information Tokens to selectively attend to in-
formation in the input sentence according to the
task. Therefore, by updating the query vectors of
the Information Tokens, as shown in Figure 4, we
can enable the Information Tokens to selectively
encapsulate important tokens within the input.

3.3 Efficient Structure
In this section, we investigate shifting (addition)
and scaling (multiplication) vector operations to ad-
just the Information Tokens more efficiently within
the model. Figure 5 shows the dimensionality re-
duction of the [CLS] token from the last layer of the
BERT model before and after full fine-tuning using
the RTE dataset within GLUE(Wang et al., 2018)
using t-SNE(Van der Maaten and Hinton, 2008). As
is evident from this visualization, language models
may seem complex, but in reality, we believe it is
a simple process of adjusting the model’s param-
eters through fine-tuning to transform the hidden
states into a form that is easily classifiable by the
classification layers, as shown in Figure 5. How-
ever, rather than fine-tuning the model parameters,
our goal was to update the hidden states directly to
achieve similar effects, as depicted in Figure 5. To
achieve this goal, using both scaling and shifting si-
multaneously, as in SSF(Lian et al., 2022), is more
efficient for transforming vectors compared to the
structures of (IA)3 or PASTA(Yang et al., 2023),
which utilize only shifting or scaling operations.

To validate our idea, we conducted preliminary
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Figure 5: Both the left and right depict visualizations of
the [CLS] token from the 12th(last) layer of the BERT-
base model when inputting the RTE dataset. The top
represents the state after the BERT model has undergone
pretraining only, while the down represents the state
after conducting full fine-tuning using the RTE dataset.

experiments on tasks within the GLUE dataset be-
fore proceeding with the main experiments. Using
the BERT-base model, we experimented with five
different learning rates for each combination of
operations and selected the best-performing. Exper-
imental results, shown in Figure 6, demonstrate that
using a combination of one shifting and two scal-
ing operations yields better performance on both
large and small datasets than using only shifting
or scaling operations. Therefore, we deviate from
the framework of previous studies that used single
operations to update and enhance IT-Tuning per-
formance by appropriately combining shifting and
scaling, as illustrated in Figure 1.

4 Experiment

In this section, experiments are conducted on both
NLU and NLG tasks to demonstrate the effective-
ness of IT-Tuning. In NLU tasks, we selected the
[CLS] token as the information token, while in
NLG tasks, we inserted real words such as "sum-

marize", "transformation", "text", "table", etc., be-
tween input and output sentences and selected them
as information tokens for experimentation.

4.1 NLU
4.1.1 Dataset
In this experiment, we validate the efficiency of
IT-Tuning for NLU tasks using the GLUE bench-
mark. GLUE(Wang et al., 2018) consists of eight
datasets: The Corpus of Linguistic Acceptability
(CoLA), Stanford Sentiment Treebank (SST-2),
Microsoft Research Paraphrase Corpus (MRPC),
Semantic Textual Similarity Benchmark (STS-B),
Quora Question Pairs (QQP), MultiNLI (MNLI),
Question NLI (QNLI), and Recognizing Textual
Entailment (RTE). We conducted experiments us-
ing these datasets, excluding the WNLI. We used
the RoBERTa-large model(Liu et al., 2019) for ex-
perimentation, with both rank and α set to 1. Ad-
ditionally, although the RoBERTa paper suggests
using a model pretrained on the MNLI dataset as
the initial model when experimenting with small
datasets such as RTE, MRPC, and STS-B, we chose
not to employ this approach. This is because fine-
tuning a pretrained language model on the MNLI
dataset is not parameter efficient.

4.1.2 Result
Table 1 presents the results of the experiments
with the GLUE dataset using IT-Tuning applied
to RoBERTa-large. In Table 1, we report the per-
formance using ACC for the entire validation
dataset of the MNLI (matched and mismatched),
Matthew’s correlation for the CoLA, Pearson’s cor-
relation for the STS-B, and ACC for the remaining
datasets. Experimental results show that IT-Tuning
achieves a performance comparable to that of full
fine-tuning and LoRA(Hu et al., 2021) across the
GLUE dataset. Notably, IT-Tuning outperforms
both full fine-tuning and LoRA using only 0.04%
(0.14M) of the parameters of the entire model on
the CoLA, MRPC, and RTE datasets with less than
10K training data, excluding STS-B. Moreover, the
average IT-Tuning scores surpassed those of both
the full fine-tuning and LoRA. Through these exper-
imental results, we demonstrate the high efficiency
of IT-Tuning for NLU tasks.

4.2 NLG
4.2.1 Dataset
To demonstrate the effectiveness of IT-Tuning in
both NLU and NLG tasks, we conducted exper-
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Figure 6: We conducted experiments by updating the hidden states of the query vector, the output of the attention,
and the feed-forward layer. In the diagram, "Only shifting" and "Only scaling" represent using only shifting or
scaling for all three hidden states, respectively. "2 Shifting + 1 Scaling" applies scaling to the hidden state of the
query vector and shifting to the others. "1 Shifting + 2 Scaling" follows the same structure as Figure 1

iments using the E2E NLG Challenge dataset
(Dušek et al., 2020). The E2E NLG Challenge
dataset comprises approximately 42,000 training in-
stances and 4,600 validation instances for table-to-
text evaluation. Each input consisted of slot-value
pairs, and the output is a sentence generated based
on the input data. We conducted experiments using
the GPT2-large model(Radford et al., 2019), with
a rank of 4, and an α of 2.

4.2.2 Result
Table 2 presents the results of experiments with
the E2E NLG Challenge dataset using IT-Tuning
applied to GPT2-large. In Table 2, we evalu-
ated the sentences generated by the model using
BLEU(Papineni et al., 2002), NIST(Doddington,
2002), METEOR(Banerjee and Lavie, 2005),
ROUGE-L(Lin, 2004), and CIDEr(Vedantam et al.,
2015). Experimental results demonstrate the effi-
ciency of our IT-Tuning in both NLU and NLG
tasks. Despite using the fewest parameters among

all the methods in Table 2, our IT-Tuning has
demonstrated astonishing performance surpassing
both full fine-tuning and Prefix Tuning(Li and
Liang, 2021), as well as LoRA(Hu et al., 2021).
Through experiments in NLG tasks, we demon-
strated that IT tuning applies not only to NLU but
also to NLG. These findings suggest that IT-tuning
can serve as a viable alternative to full fine-tuning.

4.3 Ablation Study

4.3.1 Number of Information Token

For our NLU task, we employed one information
token, while for NLG tasks, we utilized four infor-
mation tokens. The ability to adjust the number of
information tokens allows us to control the num-
ber of parameters used in training, which is one
of the significant advantages of IT-Tuning. In this
section, we substantiate this aspect. The Table 3
demonstrates the performance variations observed
when adjusting the number of information tokens
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Model & Method # Trainable
Parameter CoLA SST-2 MRPC STS-B QQP MNLI QNLI RTE Avg.

RoBlarge(FT)∗ 355.0M 68.0 96.4 90.9 92.4 92.2 90.2 94.7 86.6 88.92
RoBlarge(AdptP )† 3.0M 68.3 96.1 90.2 92.1 91.9 90.2 94.8 83.8 88.42
RoBlarge(AdptP )† 0.8M 67.8 96.6 89.7 91.9 91.7 90.5 94.8 80.1 87.88
RoBlarge(AdptH )† 6.0M 66.5 96.2 88.7 91.0 92.1 89.9 94.7 83.4 87.81
RoBlarge(AdptH )† 0.8M 66.3 96.3 87.7 91.5 91.5 90.3 94.7 72.9 86.40
RoBlarge(LoRA)† 0.8M 68.2 96.2 90.9 92.6 91.6 90.6 94.9 87.4 89.05
RoBlarge(PASTA)†† 0.07M 69.7 96.8 90.9 91.8 89.9 90.4 95.1 86.6 88.90
RoBlarge(ITT) 0.14M 69.5 96.7 92.2 91.9 89.7 90.0 94.3 88.4 89.08

Table 1: RoBERTa-large model performance on GLUE benchmark. In this table, † represents the experimental
results of LoRA(Hu et al., 2021), †† indicates the experimental results of PASTA(Yang et al., 2023) Bold indicates
the best, while underlining indicates the second best.

Model & Method # Trainable
Parameter BLEU NIST MET ROUGE-L CIDEr

GPT-2 L (FT)∗ 774.03M 68.5 8.78 46.0 69.9 2.45
GPT-2 L (AdptL)† 23.00M 68.9 8.70 46.3 71.3 2.49
GPT-2 L (LoRA)† 0.77M 70.4 8.89 46.8 72.0 2.47
GPT-2 L (PrefixTuning)†† 0.77M 70.3 8.85 46.2 71.7 2.47
GPT-2 L (ITT) 0.69M 73.4 8.75 49.1 76.1 2.52

Table 2: GPT2-large model performance on E2E NLG Challenge dataset. In this table, † represents the experimental
results of LoRA(Hu et al., 2021), and †† indicates the experimental results of Prefix Tuning(Li and Liang, 2021)
Higher is better for all metrics.

in NLG tasks. Notably, the Table 3 reveals a stark
BLEU score of 0.07 when employing only one
information token. These experimental findings un-
derscore the critical importance of scalability in
IT-Tuning. Furthermore, through our experimenta-
tion, we observed that as the rank increases, the rate
of decrease in training loss accelerates; however, it
also becomes easier to encounter overfitting issues.

4.3.2 Using Key instead of Query
As described in the section 3.2, the roles of key and
query within attention are different. We updated
the query to focus on selectively condensing the
information of input sentences, which is a main
role of information tokens. However, to further ex-
plore the impact of updating key vectors on the
performance of IT-Tuning, we conducted exper-
iments in the same environment as described in
Section 4.2. In Table 3, experimental results show
a slight decrease in performance when using key
vectors, but they still demonstrate efficiency. We
believe these experimental results highlight the im-
portance not only of how much information tokens
pay attention to the other tokens but also of how
much other tokens pay attention to the information

Model & Method # Trainable
Parameter BLEU ROUGE-L

GPT-2 L (ITT)
- rank : 1 0.27M 0.07 7.65
- rank : 2 0.41M 71.9 73.4
- rank : 4 0.69M 73.4 76.1
- rank : 8 1.24M 73.0 75.4
- rank : 4 & key 0.69M 72.9 75.1

Table 3: In this table, "rank" denotes the number of
information tokens utilized in the experiment, while
"key" signifies that key was updated instead of query.
Other experimental hyperparameters remain consistent
with those outlined in Section 4.2

tokens. Therefore, we believe that combining and
updating query and key appropriately to make IT-
Tuning more efficient will also be an interesting
future work.

5 Conclusion

In this study, we propose information tokens to effi-
ciently learn various tasks such as prediction, clas-
sification, and generation by selectively condensing
the information of input sentences according to the
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task and conveying the condensed information to
both input and output sentences. We enabled infor-
mation tokens to selectively attend to the tokens of
input sentences through direct updates of the query
vectors of the information tokens in each layer of
the model. In addition, we enabled bidirectional
operations for information tokens in the attention
process in unidirectional language models, such as
GPT(Radford et al., 2019), allowing information
tokens to fulfill their roles even in unidirectional
language models. Furthermore, we enhanced the
performance by proposing an efficient structure
that combines scaling and shifting within the layers
to update the hidden state of the information tokens
according to the task requirements.

Ultimately, when conducting experiments us-
ing IT-Tuning, we surpassed both full fine-tuning
and LoRA(Hu et al., 2021) on the GLUE bench-
mark(Wang et al., 2018) using only 0.14M parame-
ters, which is five times fewer. Furthermore, unlike
existing methods, such as BitFit(Ben Zaken et al.,
2022), PASTA(Yang et al., 2023), and (IA)3(Liu
et al., 2022a), where the increase or decrease in the
number of parameters used for training is fixed and
cannot be adjusted, making them applicable only to
specific tasks (e.g., NLU tasks), IT-Tuning enables
the adjustment of the number of parameters used
for training through information tokens. Owing to
the scalability of IT-Tuning, when applied to NLG
tasks, we achieved a performance surpassing both
full fine-tuning and Prefix Tuning(Li and Liang,
2021), as well as LoRA. This demonstrates the
wide applicability of IT-Tuning for various tasks.

6 Limitation and Future work

One of the drawbacks of attention architecture is
that the computational speed is significantly influ-
enced by the length of the input. In our experiments,
for NLU using BERT and RoBERTa, we utilized
the existing [CLS] token as the Information Token
without adding additional tokens, thus avoiding an
increase in input length. However, for NLG tasks
using GPT, additional tokens are added to serve as
Information Tokens, resulting in an increase in in-
put length. Given that our IT-Tuning has shown re-
markably superior performance in NLG tasks, it re-
mains the most efficient operation. However, while
the number of parameters used in training is 10%
less than LoRA, the training speed has increased
by 10%, and the size of GPU memory used during
training has increased by 100MB * batch size in the

same setting as the experiments. As a future work
to address these issues, we propose a method for
NLG tasks where Information Tokens are selected
from existing input tokens without adding addi-
tional tokens, similar to NLU tasks. Furturmore, we
provide our implementation of IT-Tuning to sup-
port various future work : https://github.com/KU-
INI/IT-Tuning.git
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The Table 4 shows detailed hyperparameters used
in our experiments.
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Model Dataset CoLA SST-2 MRPC STS-B QQP MNLI QNLI RTE

Optimizer AdamW
Warmup rate 0.06
LR Schedule Linear

RoBlarge

Batch Size 8 64 8 8 32 32 64 16
# Epochs 100 20 80 50 10 20 20 80

Learning Rate 9e-4 7e-4 3e-4 9e-4 7e-4 5e-4 7e-4 5e-4
IT-Tuning r 1
IT-Tuning a 1

Max Seq. Len. 128 + r

Model Dataset E2E NLG Challenge

Optimizer AdamW
Warmup rate 0.06
LR Schedule Cosine Restarts

GPT2large

Batch Size 8
# Epochs 20

Learning Rate 5e-3
IT-Tuning r 4
IT-Tuning a 2

Max Seq. Len. 128 + r

Num Beam 10
No Repeat Ngram 5

Length Penalty 1.2

Table 4: The hyperparameters we used for RoBERTa and GPT2.
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