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Abstract

This paper is the model description for the
Emo-Gen BART dialogue generation archi-
tecture, as submitted to the SCI-CHAT 2024
Shared Task. The Emotion-Informed Dia-
logue Generation model is a multi-task BART-
based model which performs dimensional and
categorical emotion detection and uses that in-
formation to augment the input to the gener-
ation models. Our implementation is trained
and validated against the IEMOCAP dataset,
and compared against contemporary architec-
tures in both dialogue emotion classification
and dialogue generation. We show that certain
loss function ablations are competitive against
the state-of-the-art single-task models.

1 Introduction

The realm of human conversation is intricately
woven with emotions, a fundamental aspect that
significantly influences the dynamics of communi-
cation (Li et al., 2021). In contemporary research
within Natural Language Processing (NLP) and
Human-Computer Interaction (HCI), the develop-
ment of emotion-aware conversational agents has
emerged as a focal point. Various methodologies
have been employed to handle emotions in con-
versation, with categorical labels and dimensional
ratings being prominent avenues. These labels of-
ten find their roots in established emotion theo-
ries, such as Ekman’s (Ekman and Oster, 1979)
or Plutchik’s (Plutchik, 1980), as evidenced in
datasets like IEMOCAP (Busso et al., 2008) and
DailyDialog (Li et al., 2017). Additionally, alter-
native corpora and models adopt unique lists of
emotion words, exemplified by the EMPATHETIC-
DIALOGUES dataset (Rashkin et al., 2019).

The ”dimensional” approach to handling emo-
tion involves the utilization of characteristics in-
herent in emotional speech (Buechel and Hahn,
2017). A noteworthy model in this context is
the Valence-Arousal-Dominance (VAD) Model,

which assesses the positive or negative sentiment,
the degree of excitation, and the level of control
exerted by the stimulus (Buechel and Hahn, 2016).
This model has become a cornerstone in under-
standing and quantifying the nuanced dimensions
of emotions expressed in conversational interac-
tions. As we delve into the intricacies of emotion-
aware conversational agents, the utilization of both
categorical and dimensional frameworks provides
a comprehensive understanding of the emotional
landscape within human-machine dialogues.

In the domain of emotion-aware or empathetic
conversational agents, diverse methodologies have
been employed to augment systems’ understand-
ing and responsiveness to emotional cues. Some
methods incorporate input augmentation tech-
niques, thereby exposing the conversational agent
to various emotional expressions to enhance learn-
ing robustness (Goel et al., 2021; Carolus et al.,
2021). Simultaneously, alternative approaches in-
tegrate common-sense or pragmatic information,
drawing upon broader contextual knowledge to
enrich the agent’s comprehension of emotions
within a given conversation (Ghosal et al., 2020;
Scotti et al., 2021).

Our system, Emo-Gen BART is a modifica-
tion on BART architecture (Lewis et al., 2019).
Our approach uses BART’s emotion decoder at-
tention representation to perform emotion classi-
fication as well as dimensional emotion detection.
We then augment that representation to reinforce
signals associated with emotion information. Our
strategy implements emotion classification and re-
gression and combines their loss with the emotion-
informed generation task. When accounting for
contextual information through the conversation,
we find that this method makes it competitive with
state-of-the-art conversational agents.
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Figure 1: The Emo-Gen BART is a variation over the standard BART architecture with a bidirectional BERT-like
encoder and an autoregressive decoder. Note that during fine-tuning for conditional generation, the input sentence
is provided to both the encoder and the decoder. Using the decoder output, we perform multiple emotion detection
tasks. The final generation layer uses the decoder attention as well as the multitask attention.

2 Model Architecture and
Implementation

Emo-Gen BART, a customized version of the
BART language model, is specifically tailored for
conditional dialogue generation. The architecture
of BART involves a bidirectional encoder process-
ing tokenized and masked input sentences. During
fine-tuning, this encoder utilizes the denoised in-
put along with the encoder representation to gen-
erate subsequent sentences. For conditional gen-
eration tasks, a randomly initialized encoder pre-
cedes the bidirectional encoder during training.

During fine-tuning, Emo-Gen BART modifies
the BART architecture by extracting the last hid-
den layer, employed to predict emotion class
and Valence-Arousal-Dominance (VAD) attention
scores, illustrated in Figure 1. Emotion-aware
information is incorporated by concatenating the
multitask and decoder attention outputs before the
generation phase.

2.1 Loss Functions and Training Objectives

Emo-Gen BART, a modification of the BART
encoder-decoder model, incorporates three key re-
finements during fine-tuning. Firstly, a multitask
classification and regression model employs the
decoder output for prediction. Secondly, attention
outputs from the multitask model are concatenated
with the decoder attention outputs during the gen-
eration phase. Thirdly, in fine-tuning for condi-
tional generation, the decoder receives input as the

sentence with the preceding context truncated at
the input length.

Consider an utterance u = u1, . . . , uM the
model parameters θ, which update based on each
task.

Classification The objective of the classification
layer is to minimize cross-entropy loss between
predicted and actual emotion class values. For
a batch of N samples, we compute classification
loss as:

Lcls = − 1

N

N∑

i=1

C∑

j=1

yi,j log p(ci,j |u; θ)

where C is the number of classes, yi,j is the bi-
nary indicator of where j is the correct class and
p(ci,j) is the predicted probability distribution of
the model for the ith utterance u.

Regression The three regression tasks, i.e. va-
lence, arousal, and dominance detection, are
trained with the objective of minimizing the mean-
squared error loss between the predicted and ac-
tual values, which is computed as:

MSE(ŷ, ytrue) =
1

N

N∑

i=1

(ŷi − ytruei)
2

for any predicted value ŷi and any true value ytruei
for any i of N samples. The predicted and actual
regression value for each utterance is summed up
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for all utterances across a batch. So, the dimen-
sional emotion loss can be computed as:

Lreg =
∑

d∈D
λd · MSE(d̂, dtrue)

where D are the emotion dimensions, λd is the
weight for each regression task. For our purposes,
∀d ∈ D;λd = 1.

Generation The generation layer was imple-
mented analogously to the BART decoder. The
outputs of the final layer from the decoder and
the multitask self-attention layers are concatenated
and passed through a linear layer for generation.
The input to the encoder is the current utterance to-
kenized, while the decoder input includes the con-
text of the conversation.

Note that the input to the encoder and the de-
coder differ. For every utterance u, there is a con-
text c = {c1, . . . , cN}, which is comprised of pre-
vious utterances and responses. Therefore, the in-
put to the generation layer may be computed as:

x = Attndecoder(c · u)⊕ Attnmultitask(u)

For every input x, the model generates a re-
sponse y = {y1, . . . , yn}. The training objec-
tive here is also to minimize cross-entropy loss be-
tween the generated sequence and the actual dia-
logue response, which may be computed as:

Lgen = − 1

N

N∑

i=1

T∑

t=1

logP (yt|x, y1, . . . , yt−1; θ)

wherein N is the number of samples per batch, T
is the length of the generated sequence, yi,t rep-
resents the predicted probability distribution over
the vocabulary for the tth token in the ith se-
quence.

Combined Training Objective The training ob-
jective of the model is to minimize the total loss,
computed as a weighted sum of the regression,
classification, and generation losses.

L = α · Lcls + β · Lreg + γ · Lgen

For our purposes, γ = 1 and 0 < α = β ≤ 1.
We find that varying the relative importance of
the non-generation tasks impacts generation, but
causes sensitivity to initial hyperparameters.

3 Experiments

In this section, we describe the dataset, experimen-
tal setup, and hyperparameter information for re-
producing these experiments.

3.1 Dataset

We fine-tune Emo-Gen BART on the IEMOCAP
corpus (Busso et al., 2008). This is a bench-
mark corpus of recorded conversations which have
been transcribed into dialogue sessions, annotated
with both categorical and dimensional emotion.
The IEMOCAP dataset includes video data of im-
promptu performances or scripted scenes of about
10 actors. There are in total 7433 utterances and
151 dialogues in the IEMOCAP dataset. At the
same time, it contains audio and text transcription
to meet the needs of multimodal data. In this data
set, multiple commentators set the emotional la-
bels of the utterances into nine categories: includ-
ing happy, sad, neutral, angry, excited frustrated,
surprised, and afraid

3.2 Hyperparameter Tuning

We fine-tune the model over 64 epochs with a
learning rate of 10−5 and a batch size of 16. The
data is preprocessed to include context of every
utterance alongside the utterance to the generation
layers, the input length set at 256. The multitask
self-attention layers follow the dimensions of the
decoder layers, i.e. 768 hidden dimensions with 4
attention heads per layer for 6 layers. For genera-
tion, we constrain the model to generate sentences
with a minimum of 2 tokens, with a temperature
of 1.6, a high top-k vocabulary spread of 400 to-
kens and the top-p probability sum of 0.95. Train-
ing and generation are performed on an NVIDIA-
RTX2080ti.

3.3 Baseline Models for Comparison

We compare our results against the following
baseline models:

BC-LSTM, introduced by Poria et al. (2017)
employs a Bidirectional LSTM structure to cap-
ture contextual semantic information. However, it
lacks the capability to recognize speaker relation-
ships within the encoded content.

DialogueGCN, presented by Ghosal et al.
(2019), organizes a conversation into a graph
structure, converting the speech emotion classifi-
cation task into a graph-based node classification
problem. The method employs a graph convo-
lutional neural network to effectively classify the
outcomes.

Ide and Kawahara (2021), introduced a BART-
based multitask framework as well. The difference
between our model and their implementation is the
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Model Avg F1 Score

BC-LSTM 59.19
DialogueGCN 64.18
Ide and Kawahara (2021) 62.42

Emo-Gen BART 69.49

Table 1: The comparative performance results for emo-
tion classification of our model against the baselines.

Model BLEU dist-1 dist-2

Ide and Kawahara (2021) 32.55 6.00 30.77
Emo-Gen BART 36.46 6.46 30.65

Table 2: The comparative performance results for
emotion-aware generation.

use of only a categorical label for their multitask
generation, and that it does not adopt the context
input.

4 Results and Findings

4.1 Emotion Classification Results

By leveraging the BART pre-trained language
model, our model adeptly encodes sentences to
enhance the representation of utterances. Simul-
taneously, our multitask attention framework inte-
grates both the inherent emotional tendencies of
the utterance and contextual information. This
approach proves more effective in discerning the
speaker’s emotion, as affirmed by experimental re-
sults. Our assumptions regarding the emotional
factors within ERC find validation through these
findings.

4.2 Dialogue Generation Results

Initially, we assess the relevance of output re-
sponses to the correct response using BLEU (Pa-
pineni et al., 2002). Subsequently, we examine
lexical diversity by evaluating distinctiveness, as
proposed by Li et al. (2016). This distinctive-
ness measure is calculated through distinct-1 and
distinct-2, which focus on unigrams and bigrams,
respectively. We find that the distinct-2 value for
our method is lower than the state-of-the-art mul-
titask model, which warrants further investigation.

The model has been submitted to the SCI-
CHAT shared task for human evaluation and
benchmarking.

5 Conclusion and Future Work

In this paper, we introduce Emo-Gen BART,
an architecture that employs a modified BART
language model to enhance the capabilities of
emotion-aware conversational agents. Our ap-
proach integrates a multitask attention framework,
acting as an emotion capsule, to improve the
model’s proficiency in identifying emotional cues
during dialogue generation.

We find that this approach of accounting for
several tasks including emotion classification and
regression, can inform the model and improve
upon baseline results. We use only a single model
variation where all the loss functions are weighted
equally, however model ablations which form a
hyperparameter relationship between the various
tasks. Finally, with multitask setups which change
the nature of the architecture itself, it would be
interesting to leverage LLM predictions using
dataset specific signals.
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