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Abstract
The workshop on Scholarly Document Pro-
cessing (SDP) started in 2020 to accelerate
research, inform policy and educate the pub-
lic on natural language processing for scien-
tific text. The fourth iteration of the work-
shop, SDP24 was held at the 62nd Annual
Meeting of the Association for Computational
Linguistics (ACL24) as a hybrid event. The
SDP workshop saw a great increase in inter-
est, with 57 submissions, of which 28 were ac-
cepted. The program consisted of a research
track, four invited talks and two shared tasks:
1) DAGPap24: Detecting automatically gener-
ated scientific papers and 2) Context24: Multi-
modal Evidence and Grounding Context Iden-
tification for Scientific Claims. The program
was geared towards NLP, information extrac-
tion, information retrieval, and data mining
for scholarly documents, with an emphasis on
identifying and providing solutions to open
challenges.

1 Workshop description

Scholarly literature is the chief means by which
scientists and academics document and commu-
nicate their results and is therefore critical to the
advancement of knowledge and improvement of
human well-being.

At the same time, this literature poses chal-
lenges to NLP uncommon in other genres, such as
specialized language and high background knowl-
edge requirements, long documents and strong
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structural conventions, multi-modal presentation,
citation relationships among documents, an em-
phasis on rational argumentation, and the fre-
quent availability of detailed metadata. These
challenges necessitate the development of NLP
methods and resources optimized for this domain.
The Scholarly Document Processing (SDP) work-
shop provides a venue for discussing these chal-
lenges, bringing together stakeholders from dif-
ferent communities including computational lin-
guistics, machine learning, text mining, informa-
tion retrieval, digital libraries, scientometrics and
others, to develop methods, tasks, and resources in
support of these goals.

In addition to the shared tasks (see Section 4),
SDP invited research submissions on a diversity
of topics ranging from technical challenges posed
by scholarly texts to novel applications facilitating
scholarly work.

The first Scholarly Document Processing
(SDP) workshop was co-located online with the
EMNLP 2020 conference (Chandrasekaran et al.,
2020), and provided a dedicated venue for those
working on SDP to submit and discuss their re-
search. Following this succes and the clear ap-
petite for venues to foster discussions around
scholarly NLP, SDP 2021 co-located with NAACL
(Beltagy et al., 2021), and SDP 2022 with COL-
ING (Cohan et al., 2022) again aimed to con-
nect researchers and practitioners from different
communities working with scientific literature and
data and created a premier meeting point to facili-
tate discussions on open problems in SDP.

2 Program

The SDP 2024 workshop consisted of four
keynote talks, a research track and a shared task
track. SDP 2024 received 57 submissions, of
which 28 were accepted (49% acceptance rate).
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Since the workshop will be hybrid, there will be
both in-person and virtual presentations at the con-
ference venue and online. Topics of the presen-
tations run the gamut, and include representation
learning of scientific documents (including tables
and images), citation text as well as paper text gen-
eration, peer review processing, scientific docu-
ment summarization, AI-generated text detection,
scientific intuition and reasoning, scientific pa-
pers to proposals, entity recognition and author
disambiguation, scientific claim verification, and
many more. As expected, we see a sharp increase
in papers that employ large language models for
downstream SDP tasks. The full program with
links to papers, videos and posters is available at
https://sdproc.org/2024/program.html.

3 Keynotes

This year we had four keynote lectures from re-
searchers who are prominent in Natural Language
Processing for scholarly documents:

• Doug Downey, Associate Professor at North-
western University and Research Director at
Allen Institute for AI, USA.

• Iryna Gurevych, Professor at Technical Uni-
versity Darmstadt and head of the UKP Lab,
Germany.

• Anna Rogers, Assistant Professor, Univer-
sity of Copenhagen, Denmark.

• Heng Ji, Professor, University of Illinois at
Urbana-Champaign, USA.

Speaker Iryna Gurevych

Title “How to InterText? Elevating NLP to the
cross-document level”

Abstract While modern language models do a
great job at finding documents, extracting infor-
mation from them and generating naturally sound-
ing language, the progress in helping humans read,
connect, and make sense of interrelated long texts
has been very much limited. Funded by the Eu-
ropean Research Council, the InterText project
brings natural language processing (NLP) forward
by developing a general framework for model-
ing and analyzing fine-grained relationships be-
tween texts – intertextual relationships. This cru-
cial milestone for AI would allow tracing the ori-
gin and evolution of texts and ideas and enable a

new generation of AI applications for text work
and critical reading. Using the scientific domain as
a prototypical model of collaborative knowledge
construction anchored in text, this talk will pro-
vide an overview of UKP Lab’s past and ongoing
research demonstrating our intertextual approach
to NLP in the scientific domain. Specifically, we
will highlight two lines of our work. The first one
is related to task design, practical applications and
intricacies of data collection in the peer-review do-
main. The second one is about scientific text gen-
eration targeting (i) citation text and (ii) attitude
and theme-guided rebuttals. To conclude, we will
briefly describe our ongoing efforts towardsfine-
grained linking of multiple documents, temporal
analysis of scientific datasets and research novelty
modeling.

Speaker Heng Ji

Title “AI Plays Medicinal Chemist”

Abstract There exist approximately 166 billion
small molecules, with 970 million deemed drug-
like. Despite this vast pool, only 89 tyrosine
kinase inhibitors are currently approved across
global healthcare systems. This scarcity under-
scores the urgent need for innovative approaches,
calling upon the NLP community to contribute
significantly to medicine. However, the challenges
are manifold. Existing large language models
(LLMs) alone are insufficient due to their tendency
to generate erroneous claims confidently (hallu-
cinate). Moreover, traditional knowledge bases
do not adequately address the issue; none of the
89 kinase inhibitors are documented in popular
human-constructed databases. This gap persists
because chemistry language diverges significantly
from natural language, demanding specialized do-
main knowledge, multimodal information integra-
tion, and long context understanding. Using drug
discovery as a case study, I will present our ap-
proaches to tackle these challenges and turn an
AI agent into a Medicinal Chemist. I will share
preliminary results from animal testing conducted
on drug variants proposed by AI algorithms. Fur-
thermore, I advocate for a paradigm shift towards
‘slow science’, emphasizing the integration of
feedback loops from molecule synthesis and an-
imal testing. This new paradigm aims to evalu-
ate AI techniques in scientific contexts, moving
beyond chasing precision/recall scores at leader-
boards which are prevalent in the current computer
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science community.

Speaker Doug Downey

Title “Chasing high-precision NLP at discount
prices: Lessons for accelerating science”

Abstract Natural language processing (NLP)
has made major strides in recent years, due to the
increasing capabilities of large language models.
However, using NLP to power real applications is
still challenging: the best models are expensive to
apply at scale and are still prone to errors. I’ll de-
scribe recent lessons we’ve learned on the Seman-
tic Scholar team as we’ve built and deployed appli-
cations using NLP aimed at accelerating science,
including PDF content extraction, automatically-
constructed topic pages for science, and complex
question answering. While recent NLP break-
throughs do enable exciting new experiences, fully
delivering on the potential of this technology will
require solving multiple open research problems.

Speaker Anna Rogers

Title “Large language models as research assis-
tants: workflows and challenges”

Abstract Research practices in our and other
fields are being actively reshaped by the new tools
based on large language models. For every step
in the traditional research pipeline, from experi-
mentation to writing, commercial ‘solutions’ are
already actively marketed. This talk will discuss
to what extent the marketing is realistic, how the
research practices seem to be changing, and how
all this interacts with considerations of publication
ethics and security.

4 Shared Task Track

SDP 2024 hosted two shared tasks. Both shared
tasks had their own organizing committees con-
sisting of several members of the SDP 2024
organizers and/or other collaborators. Detailed
overview papers of the shared tasks are referred
to and followed in the proceedings.

4.1 Detecting automatically generated
scientific papers (DAGPap24)

Organizers: Savvas Chamezopoulos, Drahomira
Herrmannova, Anita de Waard, Domenic Rosati,
Yury Kashnitsky

A big problem with the ubiquity of Generative
AI is that it has now become very easy to generate

fake scientific papers. This can erode public trust
in science and attack the foundations of science:
are we standing on the shoulders of robots? The
Detecting Automatically Generated Papers (DAG-
Pap) competition aims to encourage the devel-
opment of robust, reliable AI-generated scientific
text detection systems, utilizing a diverse dataset
and varied machine learning models in a number
of scientific domains.

Building on the DagPap22 Competition Kash-
nitsky et al. (2022), this year’s dataset consisted of
30,000 scientific articles sourced from ScienceDi-
rect 1 that were processed to integrate various al-
teration methods within the human-written con-
tent. 28 teams participated in the task, with a to-
tal of 457 submissions. Out of these, 19 teams
managed to beat the SciBERT baseline on the de-
velopment set, and 12 teams managed to beat the
SciBERT baseline on the test set. Four top teams
exceeded an F1-score of 99%. For more details on
the challenge, please see the DAGPap24 overview
paper, elsewhere in this proceedings.

4.2 Multimodal Evidence and Grounding
Context Identification for Scientific
Claims (Context24)

Organizers: Joel Chan, Matt Akamatsu, and
Aakanksha Naik

Interpreting scientific claims in the context of
empirical findings is a valuable practice, yet ex-
tremely time-consuming for researchers. Such in-
terpretation requires identifying key results (e.g.,
figures, tables, etc.) that provide supporting ev-
idence from research papers, and contextualizing
these results with associated methodological de-
tails (e.g., measures, sample, etc.). In this shared
task, we released datasets to encourage the de-
velopment of models for automatic identification
of key results and additional grounding context,
given a scientific claim. Context24 consisted of
two tracks: (i) evidence identification, and (ii)
grounding context identification. For track 1, we
released a training dataset of 474 claims with key
figure/table annotations, and manually extracted
figures, tables and captions for all papers to avoid
PDF parsing issues. For track 2, given the chal-
lenging annotation process, we released a lim-
ited training set of 42 claims to encourage ex-
ploration of zero-shot or few-shot methods. We
also released full-texts for all associated papers

1https://www.sciencedirect.com/
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parsed using PaperMage (Lo et al., 2023), and
full-texts for ∼17,000 additional related papers
(i.e., papers cited by/citing the original set) to en-
courage investigation of data augmentation and
weak supervision-based approaches. Finally we
released test sets consisting of 111 and 109 in-
stances for tracks 1 and 2 respectively. For track
1, we received submissions from seven teams,
while only two participated in track 2 possibly
due to the low-resource nature of the task. We
observed modest to strong performance improve-
ments in both tracks as measured by automated
evaluation metrics indicating that models find this
task tractable but still have room to improve fur-
ther. System reports from top three participating
teams as well as an overview paper summarizing
future directions (Chan et al., 2024) are included
in the workshop proceedings.

5 Workshop Overview and Outlook

The organizers were gratified by both the size and
breadth of the response to the fourth edition of
SDP. The subjects of accepted papers ranged from
end uses of the scholarly literature to challenges
associated with automated understanding to adap-
tations of recent successes of LLMs in the broader
field of NLP. It is apparent that automated pro-
cessing of the scholarly literature is a problem that
meets with substantial interest. And it seems likely
that we are observing the beginnings of a research
community with a narrow enough focus to make
rapid progress, but a broad enough set of concerns
to offer ample opportunities for cross-pollination.

To a first approximation, we regard SDP as a
confluence of three communities: NLP, informa-
tion retrieval, and scientometrics. Given our co-
location with ACL, it is perhaps not surprising that
the majority of our submissions emphasized NLP.
As we consider future iterations of the workshop,
we are discussing ways to increase its subject di-
versity. With SDP 2024 we have begun to present
a more varied set of shared tasks, each highlight-
ing challenges unique to the automated process-
ing of the scholarly literature. As we proceed with
planning and advertising, a key objective will be
to elicit high-quality submissions from researchers
interested in the uses and meta-linguistic aspects
of scholarly communication.

6 Conclusion

The scholarly literature has long served as a rich
source of interesting and challenging problems
for computer science, and there is substantial
prior work in information retrieval, scientomet-
rics, data mining, and computational linguistics,
but many important challenges remain. In many
respects, our efforts to faithfully capture the se-
mantics of scholarly communication through auto-
mated means are still in their infancy. At the same
time, recent events regarding misinterpretation of
scholarly information accentuate the importance
of better approaches to the automated processing
of scholarly literature.

By drawing attention to these problems and
offering a forum for interested scientists from a
range of disciplines to collaborate, we hope that
this and future instances of SDP encourage the ap-
plication of recent advances in relevant fields to
this problem area, identify new use cases or im-
prove our understanding of existing ones, and ul-
timately foster solutions that improve the practice
of scholarship and serve society.
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