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Abstract

This paper reports on an innovative approach
to Emotion Recognition in Conversation and
Emotion Flip Reasoning for the SemEval-2024
competition with a specific focus on analyzing
Hindi-English code-mixed language. By inte-
grating Large Language Models (LLMs) with
Instruction-based Fine-tuning and Quantized
Low-Rank Adaptation (QLoRA), this study
introduces innovative techniques like Sentext-
height and advanced prompting strategies to
navigate the intricacies of emotional analysis
in code-mixed conversational data. The results
of the proposed work effectively demonstrate
its ability to overcome label bias and the com-
plexities of code-mixed languages. Our team
achieved ranks of 5, 3, and 3 in tasks 1, 2, and
3 respectively. This study contributes valuable
insights and methods for enhancing emotion
recognition models, underscoring the impor-
tance of continuous research in this field.

1 Introduction

Emotional analysis has come quite a long way. In
the context of natural language processing (NLP),
history reveals an evolution of the emotion anal-
ysis task. The task has always been about recog-
nizing emotions from text, evolving from those
early-day systems that were able to recognize emo-
tions from standalone text (Akhtar et al., 2019;
Chatterjee et al., 2019; Mageed and Ungar, 2017;
Shankar Biradar and Chauhan, 2021) to the current
cutting-edge challenge of Emotion Recognition in
Conversation (ERC) (Lei et al., 2023; Hazarika
et al., 2018). Well-designed simple methods have
demonstrated that recognizing the emotion of a
user’s expression enables a broad range of practical
applications in diverse domains, from e-commerce
(Gupta et al., 2013) to healthcare (Khanpour and
Caragea, 2018).

ERC plays a significant role in illustrating how
the emotion change during the interpersonal com-

munications. By contrast to the isolation of sin-
gle texts, ERC struggles with how emotions shift
through a combination of different speakers in con-
versation. Motivated by the urgent need to under-
stand the complex interactions of emotions during
dialogue, a new issue has arisen—Emotion-Flip
Reasoning (EFR) (Kumar et al., 2022a, 2024b).
EFR is a novel Endeavour aiming at identifying
precisely which utterances transform an emotion
within a person’s flow of speech. Apart from just
emotions, EFR seeks to unravel the complexities of
emotion flips, offering valuable insights into the dy-
namics of human interaction. Emotional flips can
result from internal party interactions or from ex-
ternal elements such as speaker gestures or verbal
messages.

The practical importance of EFR extends beyond
theoretical limitations. In reality, it has applications
in a variety of sectors. EFR plays a crucial part in
the development of reward and punishment sys-
tems, as well as interpretable emotion recognition
systems. Further, the widespread use of Hindi-
English code-mixed language online shows the cul-
tural change. NLP is facing new challenges in the
accurate identification of emotions in a dynamic
cultural context. Language switching during the
conversation makes the work of emotion recogni-
tion systems even more complex. Further building
an adaptable system capable of capturing the subtle
variations in emotions that emerge in such a hybrid
language setting is the need of the hour.

In order to promote research in this field, the
organisers of SemEval 2024, Emotion Discovery
and Reasoning its Flip in Conversation (EDiReF)
1 organised a shared task. The organisers created
three sub-tasks:

• Task 1: Emotion Recognition in Conversation
(ERC) in Hindi-English code-mixed conversa-
tions

1https://lcs2.in/SemEval2024-EDiReF/
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• Task 2: Emotion Flip Reasoning (EFR) in
Hindi-English code-mixed conversations

• Task 3: EFR in English conversations.

The following is an illustration of the definition
for the ERC and EFR tasks:

• Emotion Recognition in Conversation (ERC)
is focused on assigning emotions to individual
utterances or phrases within a dialogue. It in-
volves analyzing conversation data to identify
the emotional states expressed by speakers
throughout the interaction. The goal of ERC
is to accurately recognize and categorize the
emotions conveyed in each utterance.

• Emotion Flip Reasoning (EFR) aims to iden-
tify triggers for emotion flips in multi-party
conversations. A trigger can be caused by
one or more utterances, and some emotion
flips might not be triggered by other speakers
but by the target utterance itself (self-trigger).
EFR analyzes dialogue data to understand the
causes behind shifts in emotions, providing
insights into the dynamics of emotional ex-
changes in conversations.

Our team, FeedForward, participated in Semeval-
2024 task 10 and achieved rankings of 5, 3, and 3
in subtasks 1, 2, and 3, respectively2. For detailed
insights and findings regarding this task, please re-
fer to the task description paper of SemEval-2024
Task 10 (Kumar et al., 2024a).To tackle this prob-
lem, we propose state-of-the-art techniques such
as Sentext-height for emotion recognition in multi-
party conversations and ratio-wise splitting in trig-
ger datasets for the EFR task. Additionally, we
utilized instruction-based QLoRA training of 7-
billion-parameter models for both ERC and EFR
tasks.

The outline of the article is as follows: Section
2 offers an in-depth exploration of the background
study. In addition, Section 4 comprehensively dis-
cusses the proposed methodologies. Finally, the
experimental outcomes are illustrated in section 5.

2 Related work

Emotion detection in the standalone text is a well-
known challenge in the Natural Language Process-
ing domain (Akhtar et al., 2019; Chatterjee et al.,

2All proposed models are openly available at:
https://huggingface.co/collections/zuhashaik/
multi-party-dialoz-65d34c9f74e0888ef4e66da3

2019). However, unlike single text, emotion recog-
nition in conversation data requires numerous com-
plicated understandings of contextual information
and speakers (Wagh and Sutar, 2023). In accor-
dance with this, the majority of studies used deep
neural networks with memory functions to solve
sophisticated understandings of conversational text
data (Hazarika et al., 2018; Weston et al., 2014).
Furthermore, the developers of (Zhong et al., 2019)
attempt to include the role of speakers into the
conversational model by using memory networks
during two-party discussions.

The utilization of external information is also
vital in recognizing emotions in multi-party conver-
sations. The authors of (Wen et al., 2023) proposed
the DIMMN network for capturing speaker interac-
tion information during multi-party conversations,
in addition to text, audio, and video aspects during
experiments. Conventional categorical label-based
approaches fail to capture quantitative measure-
ments of emotion; to solve this issue, the authors
of (Yang et al., 2023) created a low-dimensional
cluster-level contrastive learning model incorporat-
ing linguistic and factual information. Furthermore,
the (Li et al., 2023) established a discourse link be-
tween utterances by adding symbolic information
into multi-party interactions.

ERC in low-resource code-mixed text has re-
ceived little attention. The authors of (Ghosh
et al., 2023; Saumya et al., 2022) created a Hindi-
English emotion-annotated corpus and established
a transformer-based end-to-end framework with
multitask learning. Furthermore, most existing
studies only account for emotion recognition, but
very few studies looked beyond emotion recog-
nition to interpret the results. In one such study,
(Kumar et al., 2022b; Fharook et al., 2022), the
authors introduced a novel Emotion-Flip Reason-
ing (EFR), which aims to identify past utterances
that have triggered one’s emotional state to flip at a
certain time, in addition to ERC.

3 Dataset

3.1 MaSac_ERC

The organizers of EDiReF of SemEval 2024 have
provided the MaSac_ERC dataset (Kumar et al.,
2023) for emotion recognition in Hindi-English
Code-Mixed Conversations (Task 1). The task is
to recognize emotions for speaker utterances in
conversations. The train dataset contains 343 con-
versations and a total of 8506 utterances, which
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contain 8 emotion classes—Neutral, Joy, Anger,
Sadness, Contempt, Fear, Surprise, and Disgust.
The data set is significantly skewed, and the distri-
bution of emotions across the train, validation, and
test data is shown in Figure 1.

Figure 1: Emotion distribution of the MaSac_ERC

3.2 MaSac_EFR and MELD_EFR
The organizers of EDiReF of SemEval 2024
have provided the MaSac_EFR and MELD_EFR
datasets Emotion Flip Reasoning (EFR) in Hindi-
English code-mixed conversations (Task 2) and
English Conversations (Task 3) respectively. The
goal is to find all utterances that trigger a flip in the
emotion of a speaker within a conversation. The
MaSac_EFR train dataset contains 4,893 conversa-
tions having 6,542 triggers and 92,233 non-triggers.
And the dataset distribution is clearly illustrated in
Table 1. Similarly the MELD_EFR dataset con-
tains 4,000 conversations having 5,575 triggers and
29,425 non-triggers. And the data distribution of
triggers and non-triggers is illustrated in Table 2.

Trigger Train Validation Test
Yes (1) 6542 434 416
No (0) 92233 7024 7274

Table 1: MaSac_EFR Label distribution

Trigger Train Validation Test
Yes (1) 5575 494 1169
No (0) 29425 3028 7473

Table 2: MELD_EFR Label distribution

4 Methodology

In this section, a comprehensive study of the
methodology employed, focusing on Emotion
Recognition in Conversations (ERC) in Hindi-
English code-mixed data and Emotion Flip Rea-
soning (EFR) in Hindi-English code-mixed con-
versations, as well as in English for Task1, Task2,
and Task3, respectively, for SemEval-2024 Shared
Task-10.

4.1 Task 1 : ERC in Hinglish

In this study, the focus lies on examining emotions
within Hindi-English (Hinglish) code-mixed multi-
party conversations using advanced language mod-
els. Various methods are explored, including refin-
ing BERT derivatives and translating code-mixed
utterances for emotion classification. Furthermore,
strategies like simplifying emotion labels and utiliz-
ing large language models with effective prompts
are implemented to improve performance.

4.1.1 BERT derivatives as Baseline
As is commonly known, BERT (Devlin et al., 2019)
demonstrates exceptional proficiency in sentiment
analysis across various domains in natural language
processing (NLP). However, the dataset comprises
Hindi-English code-mixed text, necessitating pre-
trained BERT derivatives capable of understanding
Hinglish.

After an extensive exploration and experi-
mentation phase with various BERT models,
several BERT derivatives trained on Hindi or
Hindi-English code-mixed datasets were iden-
tified. These include bert-base-multilingual-
cased3??, l3cube-pune’s hing-mbert-mixed-v2
(Joshi, 2023), lxyuan’s distilbert-base-multilingual-
cased-sentiments-student, and papluca’s xlm-
roberta-base-language-detection. Additionally,
google’s FNet-base (Lee-Thorp et al., 2022) was
considered due to its substantial research presence
in sentiment analysis, showcasing promising out-
comes.

In this approach, each utterance paired with its
corresponding emotion was treated as a data point
extracted from the MaSac_ERC dataset. Subse-
quently, this data was utilized to fine-tune BERT
derivatives for the emotion classification task, ir-
respective of its position within the conversation
sequence and relevant contextual nuances.

3https://huggingface.co/google-bert/bert-base-
multilingual-cased
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Figure 2: In the overview of the SP Module, the figure illustrates the complete process from slicing conversations
with the Sentext Module to obtaining a training-ready prompt from the Prompt Retrieval Module.

In this approach, all layers of the models were
retained unfrozen, converging into a feedforward
network and subsequently a dense 8-way classifier,
empowered by softmax.

4.1.2 Hinglish to English Translation
In the study focusing on Emotion Recognition in
Code-Mixed Hindi-English Conversations (ERC),
a unique methodology was employed. Rather than
following a sequential conversation analysis, the
code-mixed utterances were transliterated and then
translated using IndicXlit (Madhani et al., 2023)
and IndicTrans2 (Gala et al., 2023), respectively
from AI4BHARAT organization. The inference
of the models and the procedure of converting
Hinglish to English are accessible here.4 The
translated utterance with its corresponding emotion
was then used as a data point to fine-tune BERT
and FNet for the sequence classification task.

4.1.3 Split and concat
In the split and concat approach, the label was
coarse-grained (Neutrals, Negatives, Positives) to
study the nuances created by the labels and the
dataset complexity. Then, Fine grained to only
Negatives (Anger, Sadness, Contempt, Fear, and
Disgust) and only Positives (Joy, Surprise) were
considered.
The main aim of this approach is to create a ensem-

4The proposed methodology can be found here: https:
//github.com/Zuhashaik/Multi-Party-DialoZ

ble architecture (a classifier’s tree) that will reduce
the complexity of the dataset for the models be-
ing used. At the first level, it classify sentences as
Neutral, Negative, or Positive. Then, at the second
level, it further classify negatives and positives.

For instance, at the first level, An NNP (Neu-
Neg-Pos) classifier predicts the sentiment of the
utterance as Neutral, Negative, or Positive. If it’s
Neutral, the process stops there as we already clas-
sifed the emotion. Otherwise, it proceeds to the
corresponding output sentiment classifier (Negs or
Pos) to further classify the fine grained emotion.

4.1.4 7Bs enhanced with SP-module
When traditional approaches failed to yield
satisfactory results, primarily due to label bias and
the complexity of the Hindi-English code-mixed
language, which struggled to distinguish between
classes effectively, the focus shifted to large
language models. 7-Billion (7B) parameter Large
Language Models (LLMs) were utilized, taking
these models from the shelf and then finetuning
using Quantized Low Rank Adaptation QLoRA
(Dettmers et al., 2023) on the dataset with effective
prompts.

Sentext-height
To enhance the model’s performance, a novel
concept called Sentext-height was introduced.
Sentext-height is a new idea that comes from
context related to sentiment analysis within a
sentence. It determines how many previous
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utterance influence the emotion analysis of the
present utterance in a given conversation. With
this, it is possible to capture the emotion state
of a speaker in the past utterances, which can
contribute to finding the emotion of the present
speaker’s utterance.

Prompt-engineerning
LLMs have proven to be significantly reliable
for a wide array of tasks in the domain of NLP.
While they show significant promise, effective
usage requires a carefully curated input. Through
extensive experimentation with prompt structures
on the foundational models, a conclusion was
reached with a prompt that effectively works for
the model.
The structure of the Prompt Retrieval Module:

• System prompt: Defines the LLMs role and
expected behavior within the interaction, guid-
ing its response.
<|system|>You are an expert in sentiment
and emotional analysis, find the emotion of
the utterance in the given conversation (in
Hindi-English code mixed) from these classes,
[anger, contempt, disgust, fear, joy, neutral,
sadness, surprise].

• Utterance: This contains the present utterance
(up) with the respective speaker (sp) attached
to it before the utterance.
<|utterance|> {Speaker}:{Present_utterance}

• Conversation: This has the conversation that
is driven by sentext-height (h). It consists of
h+1 utterances with Sentext-window (up−h

to up−1) along with the current utterance up
which to be evaluated, each with their corre-
sponding speakers identified to indicate who
made those utterances.
<|conversation|> {conversation, h}

• Assistant prompt: Provides an incomplete
statement or scenario and expects LLM to
finish the very next word, making it a classifi-
cation task that we’re interested in.
<|assistant|>The emotion of {Speaker (sp)} in
the given utterance is :

In this case, the probable choices are the var-
ious emotions listed in the system prompt.
These emotions include anger, contempt, dis-
gust, fear, joy, neutral, sadness, and surprise.

The model tries to classify within these emo-
tion categories.

Data preprocessing hence concludes with the
setting the sentext-height and selection of the
appropriate prompt, collectively referred to as
the SP-module (Sentext-Prompt) and clearly
illustrated in the Figure 2.

QLoRA and Instruction Finetuning
After preparing the data with the SP-module, we
used the prompt-processed dataset to fine-tune
7Bs with Instruction-based QLoRA for classifying
emotions. We made 6 datasets, altering the
sentext-height (h) from 2 to 7. Each model will
train on every dataset, and we’ll choose the best
sentext-height based on how well the model
performs. The models employed in this proposed
study include Llama-2-7b-chat-hf (Touvron et al.,
2023), zephyr-7b-beta (Tunstall et al., 2023),
Mistral-7B-Instruct-v0.1 (Jiang et al., 2023), and
openchat_3.5 (Wang et al., 2023).

Due to the challenges posed by Catastrophic
forgetting (Luo et al., 2023) and computational
constraints, the full training of LLMs (7Bs) cannot
be carried out. Instead, QLoRA was chosen. This
method involves quantizing the model during in-
ference and then applying LoRA. With LoRA, the
model parameters are frozen, and an additional low-
rank matrix is introduced beside the attention layer
weights, rather than training all parameters. This
approach significantly reduces training time and
memory requirements, often resulting in improved
performance compared to traditional fine-tuning
methods.

Additionally, a custom classifier was designed,
where the last decoder layer in the 7B LLM is
connected to an 8-way dense network powered
by a softmax classifier. This is distinct from
the text-generation LLM, where the 7B LLM is
connected to a vocab-sized (32,000 in this case)
classifier to predict the next word of the given
input, which iterates until the end of sequence tag
<eos> arises or the token limit is reached.
The total integration of the Sentext-height, Prompt-
module and custom architecture with LoRA are
demostrated in the figure 3.

Experimental setup
In this case, all models are inferred and trained
in FP16 (Half-precision, float16). Following
extensive experiments with various sentext-height
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Figure 3: The MaSac-ERC-Z framework, figure displays how the Sentext Module and Prompt Retrieval Module
are combined with a 7-billion parameter LLM. It also shows how LoRA is incorporated into the model, with
each decoder having a low-rank matrix next to the pre-trained attention weights. This LoRA technique is applied
specifically to all 32 decoder layers.

(h={2-7}), the hyperparameters that proved
effective for the proposed model have been
identified, as outlined in Table 3. Considerable

Hyper parameter Value

Rank (LoRA config) 16
LoRA Alpha (LoRA config) 64
Dropout (LoRA config) 0.2
Learning Rate 2× 10−5

Learning Rate Scheduler Constant
Batch size 1
Gradient acumulation step 1
adam_beta1 0.9
adam_beta2 0.999
adam_epsilon 1.000× 10−8

rms_norm_eps 1.000× 10−5

Table 3: Hyper parameters for Training 7Bs

RAM and computing capabilities are leveraged,
supported by 3×32G Nvidia Tesla V100 GPUs.

4.2 Task 2 and 3 : EFR in Hinglish and
English respectively

Since both task 2 and 3 involve Emotion Flip Rea-
soning but in different languages, maintaining the
core model while adjusting the input is proposed.
When providing embeddings to the model, rich
semantic information from the text in the same
language as the dataset is ensured. This approach

enables obtaining language-aware contextual em-
beddings for the core model under development.

4.2.1 Attention-Based Utterance Fusion
In this approach, the Bert-based embeddings
(e1, e2, ..en) are extracted for each and every ut-
terance (u1, u2, ..un) in the conversation of n ut-
terances. Consider up as the present utterance
from the conversation, and the task is to determine
whether it is the trigger for the un utterance which
led to an emotion flip. Now, up and un are con-
sidered, and their embeddings ep and en respec-
tively are obtained. These embeddings are then
linearly concatenated and passed through multi-
head attention to capture intricate patterns within
concatenated utterance pairs. Subsequently, a feed-
forward network followed by a binary classifier
is applied. Experimentation has been conducted
with different BERT derivatives and the number of
heads in multi-head attention has been varied.

4.2.2 7Bs for EFR
Following the MaSac-ERC-Z framework used in
Task 1 with the 7B language model, the similar
architecture is adopted here. However, a 2-way
dense softmax classifier is incorporated instead
of 8, as the task aims for binary classification
(trigger or non-trigger). Furthermore, the focus is
solely on identifying triggers rather than analyzing
conversational emotion, so the sentext module
is omitted. Additionally, a specialized prompt
module is introduced to enhance the efficiency of
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trigger retrieval for the specific task.

Prompt Module
After extensive experimentation in the playground
of the foundational models, a prompt that works
effectively for this task was concluded.
The glance of the prompt:

• System prompt: Defines the LLMs role and
expected behavior within the interaction, guid-
ing its response.
<|system|>In your role as an expert in sen-
timent and emotion analysis, your primary
objective is to identify trigger utterances for
emotion-flips in multi-party conversations (in
Hindi-English code-mixed). Evaluate the pro-
vided dialogue by analyzing changes in emo-
tions expressed by speakers through their ut-
terances. Your task is to determine the accu-
racy of the hypothesis based on these emo-
tional shifts.
For Task 3, which is the MELD dataset in En-
glish, (in Hindi-English code-mixed) from the
system prompt is removed, and the remaining
architecture will remain the same.

• Hypothesis: This contains the hypothesis and
expecting the LLM to evaluate the hypothesis.
<|Hypothesis|> The utterance
<{present_utterance}> is a trigger for
the emotion-flip in <{speaker}’s> : <{fi-
nal_utterance}> in the conversation

• Conversation: This section contains the en-
tire conversation, ensuring no chance of miss-
ing context. The emotions are also provided
immediately after each utterance in the con-
versation, which is crucial for identifying the
emotion flip and analyzing which utterance is
the trigger.
<|conversation|> {conversation}, {emotions}

• Assistant prompt: A sentence is left incom-
plete, assuming that the LLM has already gen-
erated something related to the input task. The
expectation is for the LLM to complete this
sentence.
<|assistant|> The given Hypothesis is :

Instruction and QLoRA finetuning
As discussed, this approach follows a similar
method proposed in Task-1, the MaSac-ERC-Z
module, where a dataset is created using the prompt
module and Instruction-based QLoRA fine-tuning

is performed for the 7B model on the dataset. How-
ever, the constraint is that there are 98,775 (6,542
Triggers and 92,233 Non-triggers) and 35,000
(5,575 Triggers and 29,425 Non-triggers) data-
points from the MaSac_EFR and MELD_EFR
datasets respectively. This can significantly slow
down the trainings and take a lot of time to com-
plete. Experimentations would be impractical un-
der these circumstances. To avoid these constraints,
the dataset was sliced into an 1:n ratio of Triggers
to Non-Triggers, where n = {1,2,..}.
For instance, in the Task 2 dataset (MaSac_EFR),
there are 6,542 triggers and 92,233 non-triggers.
To preserve all triggers, the same number of non-
triggers was selected to create a 1:1 dataset, yield-
ing 13,084 datapoints from a total of 98,775. Simi-
larly, for a 1:2 ratio, 6,542 triggers were retained,
and 13,084 non-triggers were selected, and so forth
up to a 1:3 ratio. This reduction in dataset size
resulted in shorter training times leading to more
efficient model training.

5 Results

This section presents a comprehensive study on
outcomes from Task 1, Task 2, and Task 3. The
weighted-f1 score is used as the standard metric for
all tasks, as recommended by the task organizers
and utilized to evaluate the submission hosted on
Codalab.

5.1 Task 1

The baseline
In the proposed study, BERT derivatives were
utilized, among which mBERT exhibited sig-
nificant performance, yielding a weighted F1
score of 41.70. Consequently, this served as an
initial baseline for evaluating the effectiveness of
subsequent ideas and models. The corresponding
scores are provided in Table 4.

Base-Model Weighted-F1

mBERT 41.70
hing-mbert-mixed-v2 28.76
lxyuan 40.25
papluca 37.39
fnet-base 38.08

Table 4: Weighted-F1 scores of Finetuned models

Translation
Following the initial efforts, the aim was to

751



enhance performance further, considering the
intricate nature of deciphering patterns within
code-mixed languages. The approach involved
converting Hinglish (a mix of Hindi and English)
into English and using transformer-based models
to identify the emotions. After this transformation,
a weighted-f1 score of 40.03 was achieved with
bert-base-uncased and 35.79 with fnet-base. The
decline is assumed to be the accumulation of
errors across three key processes: transliteration,
translation, and classification. These processes
inherently carry a high risk of errors, which likely
impacted the classification accuracy.

The classifier tree
In the proposed work, Split and concat in Task1,
the impact of coarse and fine-grained approaches
on classification was analyzed. This examina-
tion aimed to pinpoint areas for improvement
in achieving scores above the baseline. The
primary challenge lies in classifying Neutrals
within the complex Hindi-English code-mixed
context, resulting in a weighted-f1 score of 55.16.
Additionally, categorizing fine-grained negatives
poses a significant challenge, as evidenced by a
weighted-f1 score of 39.87. However, identifying
positives proves comparatively easier, with
weighted-f1 of 91.28.

The strengths of all three classifiers were com-
bined, resulting in an aggregate score of 41.46 with
BERT-Tree. The Ensemble BERT-Tree consists of
Hing-BERT as the first-level classifier (NNP) and
mBERT for further classifying negatives (Negs)
and positives (Pos) at the second level. These
models were chosen based on their performance
scores in both coarse and fine-grained classifica-
tion tasks. Nonetheless, this represents a decline
from the baseline as discussed earlier. The decrease
may be due to the compounding errors from each
classifier that affect the final classification.

The detailed investigation of the study is out-
lined in Table 5. In the table, "Neutral-Negative-
Positive" represents the coarse grain classification,
while "Negatives (Negs)" and "Positives (Pos)" in-
dicate the fine grain emotion categories.

7Bs enhanced with SP-module
In the analysis, the proposed approaches fell short
of delivering satisfactory results, preventing the
achievement of a weighted-f1 score in the 50s. The
complexity of code-mixed languages posed a sig-
nificant challenge, and the methods struggled to
grasp the nuances of context and sentiments effec-

Base model NNP Negs Pos

mBERT 49.42 39.87 91.28
hing-mbert 55.16 11.80 79.47
lxyuan 49.71 39.01 90.69
papluca 53.80 32.89 90.35
fnet-base 48.69 26.70 89.91

W-F1 (ALL)

BERT-Tree (En) 41.46

Table 5: Weighted-F1 scores of Coarse and Fine-
Grained Emotion Classification Results, combined all to
construct a tree like classifer to classify all 8 emotions.
’En’ denotes Ensemble here.

tively.
However, upon transitioning to 7Bs for this task

and conducting extensive experimentation on vari-
ous foundational models and sentext-height (choos-
ing n between 2-7), a threshold of 50s was finally
surpassed, which elevated the system to the 5th po-
sition in the competition. Specifically, a weighted-
f1 score of 51.17 was attained using the Zephyr-7b-
beta model with a sentext-height of 3.

Based on the analysis presented, Table 6 and
figure 4 illustrates the performance of various 7B
models across different sentext-height (h) values.

7B Models Sentext-height (h)
2 3 4 5 6 7

llama2 49.0 49.5 48.3 49.0 48.3 47.9
zephyr 46.7 51.2 45.5 46.0 47.4 46.3
mistral 45.5 45.5 44.5 46.1 45.5 47.0

openchat 42.4 46.7 47.3 45.0 43.2 48.6

Table 6: Weighted-F1 scores of 7B models with differ-
ent Sentext-height (h) values.

All-Together
Bringing everything together for Task 1, the study
began with mBERT as the benchmark, followed
by efforts to refine performance through transla-
tion and ensemble techniques, which encountered
challenges and resulted in reduced scores. Fur-
ther exploration into classification strategies re-
vealed difficulties in nuanced identification, lead-
ing to mixed outcomes. Finally, incorporating SP-
modules helped to surpass the 50s score threshold,
reflecting progress in addressing the complexities
of code-mixed languages. The comprehensive re-
sults for Task 1 can be viewed in Table 7, providing
a detailed overview of the study’s findings.
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Model Model Names W-F1 Method
E

nc
od

er
-O

nl
y

mBERT 41.7 Seq-cls
hing-mbert 28.76 Seq-cls

lxyuan 40.25 Seq-cls
papluca 37.39 Seq-cls

fnet-base 38.08 Seq-cls
BERT 40.03 Translation
FNet 35.79 Translation

BERT-Tree 41.46 Ensemble

D
ec

od
er

-O
nl

y llama_h3 49.52 QLoRA
mistral_h3 45.5 QLoRA
zephyr_h3 51.17 QLoRA

openchat_h3 46.73 QLoRA
mistral_h5 46.07 QLoRA

openchat_h7 48.58 QLoRA

Table 7: The table provides weighted F1 scores compar-
ison of various methods and models. For Decoder-only
models, the sentext-height is specified after the model’s
name. "Seq-cls" denotes sequence classification.

5.1.1 Task 2 and Task 3

7Bs for EFR
In Task 1, 7Bs demonstrated remarkable perfor-
mance, motivating the extension of their use to
EFR. As outlined in the Methodology, training re-
quires a significant amount of time due to the large
number of data points. To address this, the dataset
was sliced and implemented a 1:n ratio (Triggers
: Non-Triggers), resulting in (1+n)x datapoints
(where x represents the number of triggers).

This concept was applied to Task 3 as well,
given the similar nature of Task 2 but with English-
language data, ensuring consistency in the ap-
proach across both tasks.

Task2
7B models 1:1 1:2 1:3
openchat 57.81 55.60 58.51
zephyr 66.19 66.32 76.96

Table 8: Task 2, Weighted-F1 scores of 7B models with
different splitting ratios

Task3
7B models 1:1 1:2 1:3
openchat 71.52 71.29 72.53
zephyr 70.77 71.97 71.91

Table 9: Task 3, Weighted-F1 scores of 7B models with
different splitting ratios
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Figure 4: Graphical representation of the performance
of 7B models with different Sentext-height (h) values.

For task 3, we considered the validation set and
trained with a specific ratio (3:1) and model (open-
chat_3.5) that resulted in the highest score (72.53),
achieving a weighted F1 score of 73.94 From the
demonstrated experiments, the ratio of 1:3 yielded
the highest scores in both Task 2 and Task 3, re-
sulting in securing the 3rd rank in both tasks re-
spectively. The results of the experiments with
various ratio’s and 7B models is given in the table
8 for MaSac_EFR which is task2 and table 9 for
MELD_EFR which is task3.

6 Conclusion

This paper discusses the proposed work for the
competition EDiReF SemEval-2024 hosted on Co-
dalab. The study mainly focuses on emotion and
emotion flip-trigger analysis specifically within
multi-party conversational data. Through inno-
vative approaches and the utilization of state-of-
the-art techniques such as Large Language Models
(LLMs), Instruction-based fine-tuning, and Quan-
tized Low-Rank Adaptation (QLoRA), our team
achieved promising results in Emotion Recogni-
tion in Conversation (ERC) and Emotion Flip Rea-
soning (EFR) tasks. However, obstacles persist,
especially in addressing label bias and capturing
nuanced emotions in Hindi-English code-mixed
language. The findings underscore the need for
further research to enhance model performance,
ultimately improving emotional analysis in conver-
sational data.
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A Performance of Top model for Task 1

In the following appendix, we present the perfor-
mance metrics of the instruction-tuned zephyr-7b-
beta model (zephyr_h3) with Sentext-height (h=3)
which is the top performing model with a Weighted-
F1 of 51.17 in sub task 1, Emotion Recognition in
Conversation (ERC).

A.1 Confusion Matrix

The confusion matrix in figure 5 visually repre-
sents the performance of the zephyr_h3 model in
classifying different emotions. We observed a no-
table amount of confusion primarily between the
emotions of joy and neutral, which could be at-
tributed to the prevalence of neutral expressions
in the dataset. This suggests a bias towards cate-
gorizing ambiguous or mild emotions as neutral,
potentially impacting the accuracy of our predic-
tions.
Additionally, there appears to be confusion be-
tween the emotions of anger and fear, as well as
between contempt and sadness. These overlaps
indicate potential similarities in the facial expres-
sions or textual cues associated with these emo-
tions, highlighting areas where our model may re-
quire further refinement.

A.2 Classification Report

The comprehensive classification report in table 10
for the zephyr_h3 model, showcasing precision, re-
call, F1 score, and support across various emotions.

The report further underscores the performance
of our model across different emotions. While
achieving relatively high precision for joy and neu-
tral emotions, indicating a good ability to correctly
identify these categories, our model struggles with
emotions such as disgust and fear, as evidenced by
lower precision scores. This indicates a tendency
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Figure 5: Confusion Matrix

for the model to misclassify instances of these emo-
tions as other classes. Moreover, the overall ac-
curacy of our model is moderate, indicating room
for improvement in effectively distinguishing be-
tween the diverse emotional states. These findings
emphasize the importance of addressing biases in
the dataset and further fine-tuning the model to en-
hance its ability to accurately classify a wider range
of emotions.

Emotion Precision Recall F1 Score Support
Anger 0.38 0.52 0.44 142
Contempt 0.33 0.20 0.25 82
Disgust 0.19 0.18 0.18 17
Fear 0.31 0.20 0.24 122
Joy 0.69 0.48 0.56 349
Neutral 0.58 0.72 0.65 656
Sadness 0.47 0.35 0.40 155
Surprise 0.34 0.47 0.39 57
Accuracy 0.53

Macro Avg 0.41 0.39 0.39 1580
Weighted-Avg 0.53 0.53 0.52 1580

Table 10: Classification Report

A.3 Performance summary
Our classification model demonstrates moderate
overall accuracy of 53%, with strengths in identi-
fying joy and neutral emotions, boasting precision
scores of 69% and 58% respectively. However, it
struggles with emotions such as disgust and fear,
showing lower precision scores of 19% and 31% re-
spectively. Confusion primarily arises between joy
and neutral emotions, possibly due to dataset biases
towards neutral expressions. Further refinement

is needed to enhance the model’s ability to accu-
rately classify a broader spectrum of emotions. The
macro-average F1 score is 39%, while the weighted
average F1 score is 52%, indicating room for im-
provement in capturing the nuances of different
emotional states.
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