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Abstract

Semantic Relatedness of a pair of text (sen-
tences or words) is the degree to which their
meanings are close. The Track A of the Se-
mantic Textual Relatedness shared task aims
to find the semantic relatedness for the En-
glish language along with multiple other low
resource languages with the use of pretrained
language models. We propose a system to
find the Spearman coefficient of a textual pair
using pretrained embedding models like text-
embedding-3-large and LaBSE.

1 Introduction

Semantic relatedness is defined as the degree of
closeness of textual units (sentences, words, para-
graphs) (Mohammad, 2008, Mohammad and Hirst,
2012). This makes semantic relatedness an impor-
tant metric to understand the meaning of text. A
paragraph is a string of multiple related sentences
and similar paragraphs in a sequential manner form
passages or documents which provides valuable
information. Understanding this cohesion among
sentences (Bernhardt, 1980) and passages is criti-
cal for understanding meaning and therefore gener-
ating more powerful natural language processing
systems. We consider text to be semantically close
if there is some sort of similar meaning. We can
see an example of textual relatedness in Table 1

We make an important differentiation between
Semantic relatedness and Semantic Similarity.
Semantic similarity is when two textual units are
synonymous, hyponymous, antonymous, or tro-
ponymous relation between them (Abdalla et al.,
2023). Semantic relatedness consists of when
there is a lexical relation between two units of text
conductor-orchestra, teacher-book.

Since semantic relatedness is crucial to under-
standing meaning, it has many use cases in various
NLP tasks such as question answering and text gen-
eration to produce coherent statements (Abdalla

et al., 2023). Other natural language challenges
like machine translation or information retrieval
can be reduced to a semantic distance problem.
It is also a key factor for text summarization, the
relation between sentences in text will allow for
more accurate summaries without too much loss of
context.

For Track A of the SemEval 2024 Task 1: Seman-
tic Textual Relatedness (STR) (Ousidhoum et al.,
2024b) on Codalab (Pavao et al., 2023), we aim
to create a system to automatically detect the de-
gree of semantic relatedness between pairs of sen-
tences with the OpenAI text-embedding-3-large
and LaBSE text embedding models. This is for
languages like English, as well as multiple low re-
source languages like Algerian Arabic, Amharic,
Hausa, Kinyarwanda, Marathi, Moroccan Arabic,
Spanish, Telugu.

Our code can be found on GitHub at
https://github.com/dipsivenkatesh/
SemEval-2024-Task-1

2 Background

2.1 Task and Data Description

The Semantic Textual Relatedness shared task 1

consists of three tracks.

• Track A: Supervised

• Track B: Unsupervised

• Track C: Cross-lingual

In this paper we go through our team’s system to
solve the track A of the challenge.

For the first track, we must develop a system
to automatically find the closeness of meanings
(semantic relatedness) between two sentences. We
need to generate a relatedness score between 0

1https://codalab.lisn.upsaclay.fr/
competitions/16799
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PAIRS SENTENCE 1 SENTENCE 2
1 There was a lemon tree next to the house. The boy enjoyed reading under the lemon tree.
2 There was a lemon tree next to the house. The boy was an excellent football player.

Table 1: Sentence relatedness: We can see that the sentences in pair 1 are more related than the sentences in pair 2

(completely unrelated) and 1 (maximum relations).
For this track teams are allowed to submit systems
that use the given datasets or any external datasets.
The use of pre-trained language models are also
allowed.

The datasets for training consisted of a pair of
sentences and the 0 to 1 semantic relatedness scores
graded through manual annotation. A comparative
annotation approach was used for generating these
gold label scores thereby avoiding biases of tradi-
tional rating and guaranteeing a high reliability.

2.2 Previous Work

In recent times the standard way to represent word
meanings is as vector semantics. This comes
from two major ideas, the idea to represent a word
in three dimensional vector space (Osgood et al.,
1957) and defining a word by the distribution of
words around it (Harris, 1954 and Joos, 1950). Rep-
resenting text as embeddings is an example of rep-
resentation learning (Bengio et al., 2013).

The combination of term frequency (Luhn, 1957)
and inverse document (Sparck Jones, 1972) fre-
quency led to the use of tf-idf for representing
word embeddings. Tf-idf had many faults, it did
not represent contextual word relationships or word
co-occurrence. This is fixed with in Pointwise Mu-
tual Information (PMI) (Fano and Wintringham,
1961) a measure of how frequent two events occur,
compared their occurrence if they were indepen-
dent. The problem with tf-idf and PMI embeddings
is that they are sparse vectors. Instead methods
like word2vec (Mikolov et al., 2013) and GloVe
(Pennington et al., 2014) produce dense vectors for
word embeddings. Language models have gained a
lot of traction due to their understanding of natural
language. Language models like BERT have the
ability to generate contextual embeddings. Contex-
tual embeddings are used to represent the word in
the context that it is used.

More recently, state of the art embedding mod-
els use pre-trained transformers by fine tuning the
to a certain task. This is used in text embdding
models like Sentence-BERT (SBERT) (Reimers
and Gurevych, 2019) that uses BERT along with

siamese and triplet network structures to generate
sentence embeddings.

For the Semantic Textual Relatedness shared
task track A our system, uses OpenAI’s text-
embedding-3-large to generate text embeddings.
We also use the Language-agnostic BERT Sentence
Embedding model (LaBSE) (Feng et al., 2022) to
generate embeddings for the other languages as this
model generates better representations for these
languages.

2.3 Evaluation Metrics

There are multiple ways to evaluate relatedness us-
ing the vector embeddings of the text, dot product
is one such metric. However it favors longer vec-
tors, therefore normalized dot product or the cosine
of the angle between the two vectors is used

The evaluation metric for this challenge was
the Spearman rank coefficient which compares the
the sentence relatedness predictions of the system
against the gold truth human judgements. The
Spearman rank coefficient (ρ) can be calculated
as:

ρ = 1− 6
∑n

i=1 d
2
i

n(n2 − 1)

where:

• di is the difference between the ranks of cor-
responding variables xi and yi,

• n is the number of observations.

3 System Overview

3.1 text-embedding-3-large

We use OpenAI’s latest large text embedding model
text-embedding-3-large2 to generate embeddings.
The state of the art text-embedding-3-large creates
embeddings of 3072 dimensions. The embedding
model achieves a score of 54.9% MIRACL bench-
mark (Zhang et al., 2023) and 64.6% on the MTEB
benchmark (Muennighoff et al., 2022).

2https://openai.com/blog/
new-embedding-models-and-api-updates
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Model / Language amh arq ary eng esp hau kin mar tel
LaBSE 0.79 0.46 0.41 N/A 0.72 0.48 0.50 0.80 0.78
text-embedding-3-large 0.68 0.56 0.45 0.86 0.70 0.47 0.52 0.78 0.74

Table 2: Performance comparison of sentence-transformers/LaBSE and text-embedding-3-large on training set

3.2 LaBSE

We use the Language-agnostic BERT Sentence
Embedding (LaBSE) model (Feng et al., 2022)
to generate the embeddings for most of the non-
English languages. We use the model for inferenc-
ing using the HuggingFace Transformers library
(Wolf et al., 2020).

3.2.1 Model Architecture

The model architecture of LaBSE is similar to
BERT (Devlin et al., 2019) and uses self atten-
tion to process input text. This is then pre-trained
on a large corpus that of multiple languages. Af-
ter this pre-training the model can generate fixed
length sentence embeddings. These embeddings
are designed to be language-agnostic.

4 Experimental Setup

4.1 Dataset

We use the SemRel datasets (Ousidhoum et al.,
2024a), a semantic relatedness dataset annotated
by native accross 14 languages 14 languages:
Afrikaans, Algerian Arabic, Amharic, English,
Hausa, Hindi, Indonesian, Kinyarwanda, Marathi,
Moroccan Arabic, Modern Standard Arabic, Pun-
jabi, Spanish and Telugu. These datasets consists
of multiple records of sentence pairs along with
their manually annotated relatedness score. All the
languages of Track A of the dataset consist of a
train-test split.

4.2 Embedding

We propose a system where we take a zero-shot
approach to the test set with the pre-trained embed-
ding models. We don’t train or fine-tune the models
used on the training data. We use the training data
for evaluation of model performance on the lan-
guages in this track. We can find the evaluation of
the models on the training set in table 2. Based on
this performance we use text-embedding-3-large
for Algerian Arabic, Moroccan Arabic, English,
and Kinyarwanda and LaBSE for Amharic, Span-
ish, Hausa, Marathi and Telugu.

5 Results

For evaluation, the organizers rank the system
based on Spearman rank correlation coefficient
with the golden labels. The performance of the
models on all the languages can be found in Ta-
ble 3. Our system to identify the relatedness scores
uses a zero shot method and achieves scores sim-
ilar to the baseline scores. The score for English
surpasses the baseline score.

6 Conclusions and Limitations

In our paper for the SemEval Task 1: Semantic Tex-
tual Relatedness we propose a zero-shot approach
for relatedness using the text-embedding-3-large
and LaBSE embedding models. It is importand
to consider that text-embedding-3-large is not an
open-source model and that these models may con-
tain inherent biases in them.

A Spearman Correlation on test dataset

Language Our scores
Algerian Arabic (arq) 0.5097117963
Amharic (amh) 0.8000962937
English (eng) 0.8323738277
Hausa (hau) 0.5083993463
Kinyarwanda (kin) 0.5183340316
Marathi (mar) 0.8415291711
Moroccan Arabic (ary) 0.4441887719
Spanish (esp) 0.6557116114
Telugu (tel) 0.814199637

Table 3: Spearman Correlation on test dataset
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