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Abstract

Legal argument reasoning task in civil proce-
dure is a new NLP task utilizing a dataset from
the domain of the U.S. civil procedure. The
task aims at identifying whether the solution to
a question in the legal domain is correct or not.
This paper describes the team "Transformers"
submission to the Legal Argument Reasoning
Task in Civil Procedure shared task at SemEval-
2024 Task 5. We use a BERT-based architec-
ture for the shared task. The highest F1-score
score and accuracy achieved was 0.6172 and
0.6531 respectively. We secured the 13th rank
in the Legal Argument Reasoning Task in Civil
Procedure shared task.

1 Introduction

Mastering the art of arguing a legal case is essential
for lawyers. This necessitates deep knowledge of
the particular area of law along with advanced rea-
soning capabilities, including drawing similarities
and differences. Researchers have made significant
efforts towards setting the benchmark models for
the new Natural Language Processing (NLP) prob-
lems in the domain of legal language understanding
(Chalkidis et al., 2022).

The task, Legal Argument Reasoning Task in
Civil Procedure1 (Held and Habernal, 2024), or-
ganized at SemEval-2024 aimed at classifying the
solution to a given problem as right or wrong.

Classifying an answer to a given question as
correct or incorrect is a new NLP task. In particular,
in the legal domain limited number of publicly
available corpora exist. This contributes to added
difficulty of this task (Fawei et al., 2016).

Recent advances in the field of NLP have ad-
dressed various issues, such as long texts and
under-resourced domains. These include Long
Short Term Memory (Hochreiter and Schmidhuber,
1997), and Gated Recurrent Units (Chung et al.,

1https://github.com/trusthlt/semeval24

2014). But transformers (Vaswani et al., 2017)
have taken the performance to new heights which
were not possible earlier.

In the past, various efforts have been made to per-
form domain-specific adaption of different existing
techniques and models. Some of these adaptions
include SciBERT which was pre-trained for scien-
tific texts, specifically in the bio-medical domain
(Beltagy et al., 2019). Similarly, BioBERT was
created with special emphasis on the bio-medical
area (Lee et al., 2019).

In this paper, we discuss our use of a transformer-
based model, RoBERTa, in the shared task of Legal
Argument Reasoning Task in Civil Procedure at
SemEval-2024.

2 Related Work

Researchers have used and explored various tech-
niques in the past. In the work done by Beltagy et al.
(2019); Lee et al. (2019), it was found that BERT-
based architectures did not perform very well on
problems that required specialized domain knowl-
edge. Two possible solutions were found to address
this issue. The first was to further pre-train BERT
on domain-specific corpora, and the second possi-
ble solution was to pre-train BERT from scratch on
domain-specific corpora (Chalkidis et al., 2020).

Lee et al. (2019) performed domain-adaption of
BERT in the bio-medical domain. The experiment
explored the effect of further pre-training BERT
base for 470,000 steps on biomedical articles. The
performance of the resulting model, BioBERT, was
evaluated on biomedical datasets. This led to an
improvement in performance when compared to
BERT base.

Beltagy et al. (2019) proposed a family of BERT-
based models, SciBERT, for scientific texts with
a special focus on the bio-medical domain. Two
approaches were followed for SciBERT, the first
was further pre-training BERT base, and the second
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Figure 1: Proposed Methodology

Figure 2: Label Generation for Unseen Data

approach was to pre-train BERT base on domain-
specific corpora from scratch. In the second ap-
proach, random initialization of the model was per-
formed, and a fresh new vocabulary was created.
An improvement in performance was observed in
the downstream tasks for both the approaches.

In the work carried out by Chalkidis et al. (2020),
BERT domain adaption was performed for the legal
domain. A systematic analysis was performed for
the three available techniques. The first technique
was to use BERT out of box, the second technique
was to perform additional pre-training on BERT
using domain-specific corpora, and the third ap-
proach was to perform pre-training from the start
using domain-specific corpora.

3 Dataset Description

The dataset provided by the organizers was selected
from the domain of the U.S. civil procedure and is
based on a book aimed at law students.

In the training set, there are 666 instances, out
of which 505 are labeled as 0 and 161 are labeled
as 1. For each instance in the training data, there
is a general introduction to a case, a question from
that case, a possible argument solution along with
a detailed analysis of why the argument is valid for
that case. The test set, on the other hand, contains a

question, answer and an explanation on the basis of
which a label needs to be assigned to each instance.
The assigned label will indicate whether or not the
answer to the question is right or not.

4 Methodology

It was observed that in the dataset provided by
the organizers, the number of instances in class 0
was 505, while the number of instances labeled
as 1 was 161. Hence, in order to address the data
imbalance, minority sampling was performed by
randomly picking 161 instances from those labeled
as class 0. This ensured that no bias existed in the
trained model.

For identifying whether the answer to a given
problem was correct or not, the RoBERTa Large
model was employed. The RoBERTa model was
designed by Facebook AI in 2019 (Liu et al., 2019).
RoBERTa is a pre-trained transformer model which
was trained in a self-supervised manner, i.e. only
raw texts were used to train it without the involve-
ment of human labeling.

While training the model, all the fields present
in the training data, namely, question, answer, and
analysis, were used to predict the provided label.
The weighted Adam optimizer along with cross-
entropy loss was used as the optimizer and the loss
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Table 1: RoBERTa Performance Comparison

Model F1-Score Accuracy
RoBERTa Base 0.5511 0.6020
RoBERTa Large 0.6172 0.6531

function respectively. The learning of the optimizer
was set at 1e-5. The RoBERTa model was trained
for 100 epochs with the aforementioned parameters
with a batch size of 8.

The training procedure has been summarised in
Figure 1. The fine-tuned transformer was used to
then predict the label for the unseen data as shown
in Figure 2.

5 Results and Discussion

A BERT-based transformer, RoBERTa was dis-
cussed to perform categorization of an answer as
right or wrong given a case, question, and a possi-
ble answer.

The data imbalance was handled by performing
under sampling on the majority class instances in a
random fashion. This was followed by fine-tuning
the RoBERTa Large model for 100 epochs. Af-
ter fine-tuning, the model achieved an F1 score of
0.5511 and an accuracy of 0.6020.

As shown in Table 1, the RoBERTa Base model
performed better than RoBERTa Large, when fine-
tuned for 100 epochs using the same methodology
and hyper parameters. And it achieved an F1 score
of 0.6172 and an accuracy of 0.6531.

Overall, we achieved the 13th rank in the Le-
gal Argument Reasoning Task in Civil Procedure
shared task at SemEval-2024 out of the 21 partici-
pating teams.

6 Conclusion and Future Work

Legal argument reasoning is a new NLP task, aimed
at classifying a candidate answer as correct or incor-
rect given an introduction to the topic, a question
and a candidate answer.

In this work, we describe our use of a BERT-
based architecture, RoBERTa in the Legal Argu-
ment Reasoning Task in Civil Procedure shared
task at SemEval-2024.

Ensembling techniques have shown promising
results on various NLP tasks in different domains.
Using an ensemble approach of different transform-
ers may hence improve the performance. Trans-
formers trained specifically with a focus on le-
gal transformation such as Legal-BERT (Chalkidis

et al., 2020) can improve the performance further.
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