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Abstract
This paper presents our systems for Task 7,
Numeral-Aware Language Understanding and
Generation of SemEval 2024. As participants
of Task 7, we engage in all subtasks and imple-
ment corresponding systems for each subtask.
All subtasks cover three aspects: Quantitative
understanding (English), Reading Comprehen-
sion of the Numbers in the text (Chinese), and
Numeral-Aware Headline Generation (English).
Our approach explores employing instruction-
tuned models (Flan-T5) or text-to-text models
(T5) to accomplish the respective subtasks. We
implement the instruction fine-tuning with or
without demonstrations and employ similarity-
based retrieval or manual methods to construct
demonstrations for each example in instruc-
tion fine-tuning. Moreover, we reformulate
the model’s output into a chain-of-thought for-
mat with calculation expressions to enhance
its reasoning performance for reasoning sub-
tasks. The competitive results in all subtasks
demonstrate the effectiveness of our systems.1

1 Introduction

In numerous domains, precise numerical informa-
tion within text is decisive in decision-making and
planning. Understanding and generating text- num-
bers would be beneficial for improving the model’s
performance on specific tasks. However, it poses
challenges for existing models. Also, previous re-
search indicates that current models struggle to
properly represent textual numbers (Chen et al.,
2023), often leading to inaccuracies.

Therefore, Task 7 of SemEval (Chen et al., 2024)
2024 focuses on numerically-aware language com-
prehension and generation, which includes quan-
titative understanding (Chen et al., 2023), read-
ing comprehension of the numerals in text (Chen
et al., 2021), and numeral-aware headline genera-
tion (Huang et al., 2023).

1Our code is available at https://github.com/
ChenKy23/semeval2024-Task7

We explored all the subtasks of Task 7 and de-
signed corresponding systems for each subtask.
Our work and contributions can be summarized
as follows:

For Subtask 1, We adopt the paradigm of in-
struction tuning (Chung et al., 2022) to complete all
subtasks and explore manually crafting instances.
Our results demonstrate that the instruction tuning
model (Flan-T5) (Chung et al., 2022) performs
comparably to the BERT model (Devlin et al.,
2019) on the Quantitative Understanding task.

For Subtask 2, we utilized the mT5 model (Xue
et al., 2021) pre-trained on multilingual corpus and
the Randeng-T5 (Wang et al., 2022) pre-trained on
Chinese corpus to implement the respective sys-
tems, as this task involves Chinese. Consistent
with Task 1, we designed an instruction template
for inputs and employed instruction fine-tuning.

For Subtask 3, similar instances are retrieved
and organized into the input-output format to fur-
ther enhance model’s performance in in-context
learning. Specifically, we structured the model’s
output into the format of chain-of-thought (CoT)
(Wei et al., 2022) and inserted calculation expres-
sions to improve model’s reasoning performance.
Our system achieved the highest scores of ROUGE,
BERTScore, and MoverScore in headline genera-
tion while ranking 3th in numerical reasoning task.

The remainder of this paper is organized as fol-
lows. In Section 2, we describe the related work
of our system. The system overview is presented
in Section 3. The details of the experiments, main
results, and a conclusion are drawn in Sections 4,
5, and 6, respectively.

2 Related Work

In-context Learning. As a novel paradigm, in-
context learning (Brown et al., 2020; Chung et al.,
2022) has proven to enable large language models
to adapt to unseen tasks with instruction and a few
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LM

Predict the magnitude for
[Num] in the headline:  B-
Sens streak to 4-[Num]
win over Norfolk
magnitude:

Choose a correct answer to the
following questions.
Question: A bmx bike can ride 1 m on
a quarter pipe and 90 cm on a half
pipe. This means the bmx bike will
get hotter on the?
Option 1: quarter pipe
Option 2: half pipe

Generate a headline for the news,
following this example:
news: Police are still hunting for an
armed and dangerous man...
headline: 3rd Victim Dead in Quarry
Shooting; Manhunt Still On
news: Turns out you won't even have
to leave your house...
headline:

1

Option 2

You Can Watch The
Interview at 1pm

Figure 1: The application of instruction tuning across different tasks. In our system, LM represents either the
Flan-T5 or T5 model. Different tasks employ different instruction templates, with or without demonstrations.

demonstrations, and it doesn’t conduct any param-
eter updates. Furthermore, selecting semantically
similar instances can further enhance the model’s
performance. (Liu et al., 2022; Rubin et al., 2022).
Recent work has also applied in-context learning
to fine-tuning small models (Fu et al., 2023).

Chain of Thoughts Prompt. CoT prompting (Wei
et al., 2022; Kojima et al., 2022) is considered as a
method to guide large language models (LLMs) in
multi-step reasoning. In the numerical reasoning
task of Subtask 3, the model’s output can be recon-
structed into a CoT format to enhance its reasoning
performance. It’s important to note that, unlike
existing distillation methods (Fu et al., 2023), we
don’t use a LLMs to generate CoT rationales for
each example. Instead, the original labels provided
can be used to generate CoT rationales which is a
more efficient way.

3 Overview of System

3.1 Instruction Tuning

The Instruction tuning models (Flan-T5 or T5) have
developed strong generalization abilities through
instruction fine-tuning across various tasks. Thus,
appropriate instruction can lead to better model
performance. While our system is not in a zero-
shot setting, introducing instructions during the
fine-tuning can enhance the model’s performance.
Therefore, we consider the input for all subtasks as
the instruction template T concatenated with the
query input x, i.e., T + x. In different tasks, T may
have different meanings. The objective function

Predict the magnitude for [Num] in the headline:
Phoenix Suns look to avoid [Num]-2 start tonight against Detroit Pistons
magnitude: 0

Predict the magnitude for [Num] in the headlihne:
Playstation [Num] to finally get original 'Mass Effect' with upcoming trilogy
magnitude: 1

.

.

.
Predict the magnitude for [Num] in the headlihne:
UPS will write out a check for $[Num]
magnitude: 7

Predict the magnitude for [Num] in the headlihne:
Vivid Sydney streaming live for [Num]
magnitude: 

Input

T5

4

Predic

Figure 2: An example of instruction tuning with demon-
strations from QP. According to different magnitudes, 8
instances can be selected manually.

for this process is as follows:

Linstr =
1

N

N∑

i=1

CE
(
f (xi, T ) ,

⌢
y i

)
(1)

where assume there are a total of N examples, xi
is i-th query input from the dataset, f is the output
distribution function of models, CE represents the
cross-entropy loss between predicted tokens and
target tokens, and ŷi denotes the tokens from the
i-th gold label.

It’s worth noting that the input-output formats
vary for each subtask. We have designed distinct
instruction formats for each task and employed in-
struction tuning to update the models across all
tasks. Figure 1 illustrates how we employ instruc-
tion tuned models across various subtasks.
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Operators Expressions

Copy(v) copy v from the news
Trans(e) covert e into a number which represents v

Paraphrase(v0, n) paraphrase the form of v0 to other representations in n «v0/n=v1»
Round(v0, v1) hold v0 digits after the decimal point of c, that is v1
Subtract(v0, v1) subtract v0 from v1 «v0-v1=v2»

Add(v0, v1) add v0 and v1 «v0+v1=v2»;
Span(s) select a span s from the article which represents 1;

Divide(v0, v1) divide v0 by v1 «v0/v1=v2»
Multiply(v0, v1) multiply v0 and v1 «v0*v1=v2»

Table 1: The 9 different operators can be translated into corresponding natural language expressions. Each
expression might include an additional calculated number compared to the original operator.

3.2 Instruction Tuning with Demonstrations
The form of instruction tuning can be further ex-
panded, where instructions can be subdivided into
prompt P and a list of demonstrations D. P offers
explicit guidance for the current task, while D pro-
vides the model with demonstrations of the input-
output format. This paradigm has been recently
referred to as in-context learning in related work
(Brown et al., 2020; Chung et al., 2022). Therefore,
the objective function for the extended instruction
tuning can be expressed as follows:

Licl =
1

N

N∑

i=1

CE
(
f (xi, P ;D) ,

⌢
y i

)
(2)

Based on the ways to select demonstrations, this
method can be further categorized into manual and
similarity-based instruction tuning.

Manual-based Instruction Tuning. This method
is employed in Subtask 1 and 2. As subtask 1 in-
volves various aspects, including QP, QNLI, QQA,
the different demonstrations can be provided for
each task. An example of how instruction is used
for QP is shown in Figure 2. The manual selection
of demonstrations are based on covering as many
different results as possible.

Similarity-based Instruction Tuning. Using
similarity-based retrieval for each input is more
efficient and leads to better performance (Liu et al.,
2022). We employed this method in the headline
generation task for Subtask 3. First, pre-trained
Sentence-BERT (Reimers and Gurevych, 2019)
can be utilized as an encoder to map each news
article xi to a vector vi. Then, with cosine simi-
larity function F, the distances between vi and all
other vectors can be computed. Finally, the news
article corresponding to the vector vj , which has
the closest distance, can be selected as a similar
instance. The following function can represent this

process:
vi = S(xi) (3)

F (vi, vj) = ∥vi − vj∥2(or
vi · vj

∥vi∥2∥vj∥2
) (4)

viclosest = argmin
j∈{1,2...N}∩j ̸=i

F (S(xi), S(xj)) (5)

where N represents the total number of instances
in the training set, S is the mapping function of
Sentence-BERT, F denotes the cosine similarity
function, and xi represents a news article from the
dataset.

3.3 Learning to Reasoning by CoT

As a part of Subtask 3, the numerical reasoning task
requires deducing the numbers in masked headlines
based on given news articles and approximately
20% of the questions involve reasoning and com-
putation. Related operators can be categorized into
9 types, including Copy, Add, and others. Thus,
directly predicting the numbers may be challeng-
ing. An example for NumHG (Huang et al., 2023)
can be shown as follows:

Operations = Add(Subtract(5,3), Copy(3))

While this format of the execution process cor-
rectly deduces the results, it may not be very in-
tuitive and does not provide the model with inter-
pretable rationales. Therefore, it can be converted
into a CoT format, which contains multiple imme-
diate reasoning steps. The above example can be
converted into the following CoT format:

First, subtract 3 from 5 «5-3=2»; Second, copy 3
from the news; Third, add 2 and 3 «2+3=5»;

We design corresponding natural language ex-
pressions for all 9 operators involved in the dataset
and use the program to implement this process
automatically. The complete correspondence be-
tween operators and natural language expressions
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Notation Model/Method
QP QNLI

QQA Score
comment headline RTE-QUANT AWP-NLI NEWSNLI REDDITNLI Stress Test

Original

BERT 70.44 57.46 64.40 59.20 72.29 60.42 99.91 53.20 67.17
Link-BERT 68.81 55.70 59.94 56.85 73.43 59.01 99.91 54.14 65.97
RoBERTa 60.46 58.03 60.15 57.64 79.58 58.77 98.93 51.96 65.69

Flan-T5inst 67.20 58.82 77.73 52.40 77.06 68.40 99.94 59.25 70.10
Flan-T5icl 66.68 59.68 74.74 52.07 76.85 70.40 99.94 56.17 69.57

Digit-based

BERT 65.38 54.74 57.86 56.46 71.36 60.11 99.11 53.75 64.85
Link-BERT 63.76 55.41 59.54 57.42 73.63 60.17 99.73 53.44 65.39
RoBERTa 69.25 57.65 59.40 56.69 78.90 62.38 99.91 54.34 67.31

Flan-T5inst 67.21 58.56 74.70 50.97 72.32 68.40 100.00 58.02 68.77

Table 2: The comparison between our system and previous work (Chen et al., 2023). The model used is Flan-T5-
Base. instr denotes fine-tuning with simple instruction prompts, while icl represents tuning with demonstrations.
Refer to section 3.1 and 3.2 for more details. The Original refers to the inherent representation of numbers in the
text, while Digit-based signifies the segmentation of numbers at the character level.

Model
Num Acc ROUGE BERTScore

MoreScore
Overall Copy Reasoning 1 2 3 P R F1

Flan-T5-Basedirect 64.247 68.828 55.904 43.64 20.21 39.16 45.56 45.08 45.33 58.84
Flan-T5-Baseinstr 65.180 69.327 57.629 43.94 20.23 39.46 45.87 45.30 45.60 58.90

Flan-T5-Baseinstr+truncate 65.196 69.426 57.493 44.08 20.40 39.50 46.03 45.56 45.80 58.96
Flan-T5-Baseicl 63.554 67.730 55.949 44.22 20.59 39.68 46.38 45.58 45.99 58.99

Flan-T5-XXLint8_LoRA+instr 70.686 75.262 62.352 48.57 24.40 43.66 50.86 49.62 50.25 60.32
Flan-T5-XXLint8_LoRA+icl 69.044 73.018 61.807 48.90 24.71 44.22 51.58 50.10 50.85 60.55

Table 3: The performance of different methods on the headline generation task of NumHG based on ROUGE,
BERTScore, and Num Acc. The direct indicates directly fine-tuning the model without instruction, and truncate
signifies truncating the input to a length of 512.

is shown in Table 1. Furthermore, expressions can
be inserted for each computational operation. An
external calculator (Cobbe et al., 2021) can be used
for result correction. For the mentioned example, if
the model output is 5-3=1, the external calculator
will correct it to the right result, which is 5-3=2.
Subsequently, string matching replaces the incor-
rect numerical values in the sequence.

4 Experiment Details

Datasets. Subtask 1 utilizes Quantitative 101
(Chen et al., 2023) as the dataset, encompassing
three aspects: QP (Chen et al., 2019), QQA (Mishra
et al., 2022), and QNLI (Ravichander et al., 2019);
Subtask 2 utilizes NQuAD (Chen et al., 2021),
which is a Chinese machine reading comprehen-
sion task; NumHG (Huang et al., 2023) is used in
Subtask 3, which comprises over 27K annotated
numeral-rich news articles and can be further di-
vided into headline generation and numerical rea-
soning.

Model Selection. For Subtasks 1 and 3, Flan-
T5 (Chung et al., 2022) is utilized. For Subtask
2, we employ mT5-Small (Xue et al., 2021) and
Randeng-T5-77M (Wang et al., 2022). Specifi-
cally, for Subtask 3, we experimented with Flan-T5
models ranging from Base to XXL sizes. For Flan-

T5-XL and Flan-T5-XXL, we applied 8-bit quan-
tization (Dettmersλ et al., 2022) and performed
parameter-efficient tuning using LoRA (Hu et al.,
2022). The all-mpnet-base-v2 2 can be utilized as
encoder to map the text to vector.

Hyper-Parameter Selection. Adamw (Loshchilov
and Hutter, 2017) is employed as the optimizer.
In Subtask 1, The learning rate for all four QNLI
tasks and QQA is set to 5e-7. For the QP task,
the learning rate is set to 3e-5. Unless specified,
the learning rates, dropout and warm-up rates for
remaining tasks are set to 5e-5, 1e-2 and 0.1, re-
spectively. We also applie the PEFT3 library for
parameter-efficient tuning.

Evaluation Metrics. Quantitative-101 Score
(Huang et al., 2023) is used for ranking the overall
performance in Subtask 1, while Accuracy is used
to evaluate Subtask 2 and the numerical reasoning
task of Subtask 3. For the numerical reasoning
task, based on whether the reasoning question in-
volves calculation, they can be further categorized
into simple and complex. ROUGE (Lin, 2004),
BERTScore (Zhang et al., 2020), and MoverScore
(Zhao et al., 2019) are used to evaluate the result of
the headline generation task of Subtask 3 and nu-

2https://huggingface.co/sentence-transformers/
all-mpnet-base-v2

3https://github.com/huggingface/peft
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Method/Model Accuracy

BERT Embedding Similarity 57.30
Vanilla BERT 66.41
BERT-BiGRU 67.15
BERT-CNN 63.92

NEMo 69.95
Randeng-T5-77M 89.71

mT5-Small 88.82
mT5-BaseLoRA 80.42

Table 4: The comparative results on NQuAD. Some
results come from previous work (Chen et al., 2021).
Evaluation is based on accuracy (%).

Model
ROUGE

1 2 3
Flan-T5-Baseinstr 44.67 20.90 40.27
Flan-T5-Largeinstr 47.07 22.58 42.04

Flan-T5-XLint8_LoRA+instr 48.36 23.69 43.45
Flan-T5-XXLint8_LoRA+instr 49.58 24.98 44.69

Flan-T5-Baseicl 44.88 21.02 40.57
Flan-T5-XXLint8_LoRA+icl 49.60 25.27 45.01

Table 5: The results of models at different scales on the
dev set of headline generation.

merical accuracy in headlines is also considered.

5 Main Result and Analysis

Comparison Results on Quantitative 101 As re-
sults shown in Table 2, despite the distinct ways
to handling queries, the instruction tuning Flan-T5
remains comparable to BERT. Notably, our sys-
tem performs superior on QNLI and QQA, which
have smaller datasets. The introduction of manual
demonstrations (Sec 3.2) don’t lead to improve-
ment in instruction fine-tuning. This may be asso-
ciated with the manual selection of examples and
hyperparameters. Furthermore, in contrast to the
Digit-based notations, utilizing the Original nota-
tion for numbers performs better.

Comparison Results on NQuAD As shown in
Table 4, it can be observed that the T5 tuning by
instruction outperformed the BERT significantly.
Both mT5 and Randeng-T5 are pre-trained on mul-
tilingual or Chinese corpus, which can enhance
their capability to address Chinese-related tasks
effectively. Additionally, Randeng-T5, which is
based on Chinese corpus, is superior to mT5. How-
ever, enlarging the model scale seemed to lead to
decreased accuracy on this task.

Comparison Results on NumHG Tables 5 and
6 show that larger models perform better on both
headline generation and numerical reasoning.

Table 3 shows that instruction fine-tuning in-

Method
Num Acc

Total Simple Complex
Flan-T5-Baseans_only 88.691 94.205 61.125
Flan-T5-Baseoperator 88.753 94.548 59.780

Flan-T5-Basecot 88.509 94.279 59.658
Flan-T5-Basecot+cal 88.936 94.279 62.225

Flan-T5-XXLint8_LoRA+operator 93.704 97.164 76.406
Flan-T5-XXLint8_LoRA+cot 94.010 97.359 77.262

Flan-T5-XXLint8_LoRA+cot+cal 94.173 97.359 78.240

Table 6: The performance of different methods on the
numerical reasoning task. The cot is the method pro-
posed in Sec 3.3, and cal denotes using an external
calculator (Cobbe et al., 2021) for result correction.

deed leads to better performance on text generation
compared to direct fine-tuning, which means in-
structions providing proper guidance to Flan-T5.
Interestingly, the introduction of similar demon-
strations further enhances the model’s performance
on text generation evaluation metrics but comes at
the cost of lower numerical accuracy, which can be
observed both in the model of Base and XXL.

As for numerical reasoning, the CoT method
leads to better performance on answering Complex
questions compared to other methods and external
calculator correction further amplifies this advan-
tage, as shown in Table 6. For both Base and XXL
models, the CoT method under external calculator
correction achieved the best performance. How-
ever, due to the relatively limited capabilities of
smaller models, the performance boost on Complex
tasks don’t contribute significantly to the overall
performance for the Base model.

6 Conclusion

During Task 7 of SemEval2024, we participated in
all the subtasks and implemented the correspond-
ing systems by instruction fine-tuning. We utilized
instruction fine-tuning with demonstrations to ex-
pand its format. We also reformulated the output
in the form of a chain of thought to improve the
model’s reasoning abilities. Our approach proved
to be highly effective by outstanding performance
across all the subtasks. In future work, we plan
to further explore the impact of varying instance
quantities, instruction templates, and model sizes
on the results.
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