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Abstract

The Emotion Recognition in Conversation sub-
task aims to predict the emotions of the utter-
ance of a conversation. In its most basic form,
one can treat each utterance separately with-
out considering that it is part of a conversation.
Using this simplification, one can use any text
classification algorithm to tackle this problem.
This contribution follows this approach by solv-
ing the problem with different text classifiers
based on Bag of Words. Nonetheless, the best
approach takes advantage of the dynamics of
the conversation; however, this algorithm is not
statistically different than a Bag of Words with
a Linear Support Vector Machine.

1 Introduction

Sentiment analysis has been very useful for emo-
tion detection in digital text. For example, in the
analysis of a customer review, a sentiment analysis
system can find whether the review is positive or
negative. Today, this way of finding out what the
sentiment expressed in the digital text has been pop-
ular due to its potential to have a feeling over what
people are writing about. Recent studies have been
conducted towards sentiment analysis, not only in
a one-party text (text written by one person/source)
but also within a multi-party conversational text
(Hazarika et al., 2018)(Majumder et al., 2018)(Po-
ria et al., 2019), known as Emotion Recognition
in Conversation (ERC). ERC refers to the emotion
detection of each of the phrases/utterances within a
dialogue. For instance, in a conversation between
two people (speaker 1, SP1, and speaker 2, SP2)
saying the following, SP1: “I had an awful day”,
SP2 replies “Oh no, what happened?”. SP1 may
have a “sad” emotion and SP2 may be also “sad”.
However, following the conversation SP1 answers
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“Somebody ate my sandwich!” and SP2 replies ”I
can make you a new one right now!)”. This an-
swer provokes a change in the emotion of SP1 to
“joy”. The aim of ERC is precisely the detection
of speakers’ emotional changes involved within a
dialogue. ERC research has become popular due
to the vast amount of conversation sources in so-
cial media such as opinion mining in chat history,
social media threads, debates, and understanding
consumer feedback in live conversations, among
others (Majumder et al., 2018).

To date, several studies have investigated
ERC using different approaches (Hazarika et al.,
2018)(Majumder et al., 2018) as it is summarized
by (Poria et al., 2019). (Hazarika et al., 2018) pre-
sented a framework for emotion detection in con-
versations using a recurrent neural network (RNN)
based memory network with multi-hop attention
modeling. (Majumder et al., 2018) is a method
based on an RNN that maintains information of
each party separately and this information is used
for emotion classification. Most recent studies have
been focused on more elaborated proposals about
emotion detection based on the context and the
common sense knowledge within the conversation
(Tu et al., 2022). Recently, (Jiang et al., 2024) pre-
sented a self-supervised model to better understand
the semantics within the text associated with the
order of the utterances.

In this paper, we present a model given the Task
10: Emotion Discovery and Reasoning its Flip
in Conversation(subtask 1) of the SemEval-2024
workshop (Kumar et al., 2024) which consists of ap-
plying Emotion Recognition in Conversation (ERC)
to Hindi-English code-mixed conversations. We
propose to solve the challenge as a classification
problem, using a Bag of Words (BoW) for the rep-
resentation. Despite the usage of BoW is not so
common anymore due to the current usage of more
sophisticated techniques as deep learning, our work
is built on the previous work presented in (Graff
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et al., 2023a,b), leading to a unique and customized
BoW for solving this specific problem.

The rest of the paper is organized as follows:
Section 2 presents the background; Section 3 intro-
duces a description of the model; finally Section 4
shows a brief analysis of the results and Section 5
concludes the paper.

kumar2024semeval

2 Background

Emotion recognition has been a popular research
field using Artificial Intelligence. According to
(Saxena et al., 2020), several methods are applied
for Emotion recognition including facial expres-
sion recognition, physiological signals recognition,
speech signals variation, and text semantics, among
others. Specifically, in this work, we focus on emo-
tion recognition written in a digital text. Previ-
ously, emotion recognition in the text has been fo-
cused on the selection of emotional keywords (Seol
et al., 2008) and the classification of their emo-
tional state within a conversation. However, this
keyword-based method presented some limitations
as ambiguity and the lack of semantic and syntactic
information. Emotion recognition in a conversation
has shown to be a challenge due to the way emo-
tions change over time. Other machine learning
method have been applied as ICON (Hazarika et al.,
2018) and DialogueRNN (Majumder et al., 2018),
both using RNN. ICON (Hazarika et al., 2018) gen-
erates memories from the conversation to generate
a good context for predicting emotions within a
conversational video. DialogueRNN (Majumder
et al., 2018) presented a model involving three as-
pects in a conversation: the speaker, the context of
the previous phrases, and the emotion, according to
them, taking into account these key aspects leads
to a much better context representation. Common-
sense knowledge is something difficult to pass over
a machine, for that reason new approaches added
external knowledge to help the machine to have a
context (Speer et al., 2018)(Cambria et al., 2022)
for solving new challenges as having an empathetic
dialogue system (Ma et al., 2020).

3 System overview

The subtask Emotion Recognition in Conversation
can be posed as a supervised learning problem.
Without considering that emotions are part of a
conversation, the problem can be seen as finding
the mapping between an utterance and its associ-

ated emotion, i.e., it is a classification problem. In
order to use the majority of classifiers, one needs to
transform the utterance into a format amenable to
the classifier selected. Generally, the representation
acceptable for the majority of traditional classifiers
is vectors.

Perhaps one of the most studied representations
that transform a text into a vector is the Bag of
Words (BoW); it is not so common anymore be-
cause it has been overcome by the use of deep
learning techniques such as the attention mecha-
nism (Vaswani et al., 2017). However, our partici-
pation is based solely on the use of BoW, following
a similar approach used in previous competitions
see (Graff et al., 2023a,b), and complementing it
with an approach tailored for this specific subtask.

The realm of the BoW representation is that each
token t of a text is associated with a vector vt ∈ Rd.
In this contribution, the i-th component of vt corre-
sponds to the token’s Inverse-Document-Frequency
(IDF) estimated in a collection of Hindi tweets (9.5
million), and the rest of the components of vt are
zero, i.e., ∀j ̸=ivtj = 0. The set of all tokens is
fixed, and these correspond to the vocabulary. The
vocabulary is fixed to containing only 217 = d el-
ements, and this corresponds to the most frequent
tokens found in the collection of tweets. Further-
more, given that only one component of each vec-
tor is different from zero, the set of all the vectors
constituted a basis, and each text is represented in
this vector space. Additionally, any token that is
not found in the vocabulary is discarded from the
representation.

Using this notation, a text x is represented by
the sequence of its tokens, i.e., (t1, t2, . . .); the
sequence can have repeated tokens, e.g., tj =
tk. Then each token is associated with its re-
spective vector v (keeping the repetitions), i.e.,
(vt1 ,vt2 , . . .). Finally, the text x is represented
as:

x =

∑
t vt

∥∑t vt∥
, (1)

where the sum goes for all the elements of the se-
quence, x ∈ Rd, and ∥w∥ is the Euclidean norm
of vector w. The term frequency is implicitly com-
puted in the sum because the process allows token
repetitions.

The second representation is inspired by a self-
supervised technique, particularly the procedure of
masking tokens in a text and then developing an
algorithm to predict the masked tokens.
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The idea is pursued by creating M binary clas-
sification problems where the task is to predict the
presence of a particular token; in this case, the
tokens are words (defined as a string surrounded
by spaces or punctuation symbols) or emojis. The
words are selected based on their frequency; the
most frequent words are not considered, and the
words considered started when the plot of rank vs.
frequency settles, i.e., it is when the flat part starts.
On the other hand, all the emojis are considered.
However, only the words and emojis where there
are more than 1024 positive examples in the col-
lection are kept. In total, there are 176 tweets and
2048 words.

There are 2,224 binary classification problems;
each is solved using a BoW representation where
the classifier is a Linear Support Vector Machine.
Consequently, there are M binary text classifiers,
i.e., (c1, c2, . . . , cM ). The utterance is represented
using the decision values of the M binary classi-
fiers; that is, the text lives in RM . As can be seen,
each component is associated with either a word
or emoji, and its value indicates the likelihood of
its presence in the text. We refer to this represen-
tation as Dense. Finally, the classifier used with
the dense representation is again a Linear Support
Vector Machine.

After the competition ended, we decided to in-
clude in the comparison a procedure to combine
(using Stacking (Graff et al., 2020)) the BoW and
Dense representation, namely StackBoW. The idea
is to make a convex combination of the class prob-
abilities predicted by these two classifiers. The
approach is to use the training set with k-fold cross-
validation to estimate the decision function of these
two classifiers on the training set. These decision
functions are then transformed with softmax to ob-
tain probabilities, and then an optimizer is used to
estimate the convex combination. There are 8 emo-
tions, so the optimizer needs to find 8 coefficients,
each corresponding to a class. For example, let
pb ∈ R8 be the probability given by the BoW clas-
sifier, pd ∈ R8 corresponds to the dense classifier,
and β ∈ R8 are the estimated coefficients, then the
prediction of the StackBoW is β⊙pb+(1−β)⊙bd

where ⊙ is the pointwise product.
The last system, INGEOTEC, corresponds to an

approach that takes advantage of the conversation
dynamics. It considers the current utterance, the
previous, and the next. In the extremes, either the
next or the previous are empty utterances. Let
x, xp, and xn be the dense representation, then

it is computed the similarity between the current
utterance (x) and the previous and next utterance,
as follows: sp = ρ⊙ x · xp, and sn = ρ⊙ x · xn.
At first, ρ is a vector of ones, so sp and sn are the
cosine similarity because the dense representations
have unit length.

Using sp and sn, the contribution of each repre-
sentation is computed by converting the similarity
to a probability; this is done with the softmax as
s = softmax(1, sp, sn). Using s another represen-
tation is created which is the convex combination
between x, xp, and xn, i.e., xs = s1x + s2xp +
s3xn. Using x and xs, the dense representation
used is the concatenation of them, i.e., w = [x,xs].
The final dense representation, w, is used in a lin-
ear equation combined with softmax to predict the
probabilities of each class. The probabilities ob-
tained in the previous step are combined, using
a convex combination, with the decision function
of a BoW classifier (transformed with softmax).
It is important to mention that the parameters, ρ,
the coefficients to create the final convex combi-
nation, and the parameters of the linear equation
of the dense representation w are optimized with
gradient descent.

4 Results

The systems’ performance analysis starts with
the information presented in Table 1. The table
presents the performance, in terms of F1 scores
per class, of the BoW (Class Weight) classifier,
the Dense classifier, and their convex combination,
namely StackBoW. The BoW (Class Weight) clas-
sifier is identified using the term Class Weight to
indicate that the Linear Support Vector Machine
was optimized by giving a weight inversely propor-
tional to the class frequencies to each sample. This
configuration is also used in the Dense classifier.

Table 1 is organized in three row blocks. The
first one identified with the parameter β presents
the coefficients used to make the convex combina-
tion of BoW and Dense. The second-row block
contains the performance (F1 scores per class) esti-
mated in k-fold cross-validation in the training set,
and the third block corresponds to the performance
in the test set. It can be observed from the table
that the performance of StackBoW in the k-fold
cross-validation is better than that of its compo-
nents. This improvement is not reflected in all the
cases in the test set; nonetheless, the convex combi-
nation is better than its components in the weighted
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F1 score.

(a) Weighted F1 score and its estimated confidence inter-
vals (90%) for the different systems.

(b) Difference in performance and its confidence interval
(90%) between the best system (namely, INGEOTEC) and
the rest.

Figure 1: Analysis of the weighted F1 score in the test
set obtained by different algorithms. The dashed line
corresponds to zero. An interval crossing the dashed
line indicates the difference is not statistically significant
with confidence of 90%.

Figure 1 complements the information presented
in Table 1. Figure 1a presents the performance
using the weighted F1 score on the test set for all
the systems tested and its associated 90% confi-
dence interval (the confidence intervals were es-
timated using the procedure described in (Nava-
Muñoz et al., 2023)). The figure also includes the
difference in performance (Figure 1b) between the
best-performing systems, namely INGEOTEC, and

the rest of the systems. The difference in perfor-
mance shows the 90% confidence interval. The
performance of INGEOTEC is 0.3861. The com-
parison figure includes a dash line that it is set
in zero, consequently any confidence interval that
intersect with the dash line indicates that the dif-
ference in performance is not statistical significant.
Using this information, it can be observed that IN-
GEOTEC is similar to the BoW classifier –it is
worth mentioning that BoW weights all samples
with 1, which makes it different and BoW (Class
Weight)– and StackBoW.

5 Conclusion

We have described the algorithms tested on the
Emotion Recognition in Conversation task. Most
of the approaches treat this problem by looking at
each utterance separately. The only system taking
advantage of the dynamic of the conversation is the
INGEOTEC system; this system is the one having
the best performance. Nonetheless, as Figure 1b
shows, it is not statistically different than a BoW
classifier. The BoW classifier is the simplest model
one can start experimenting with.
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Appendix A: Library Usage

This appendix aims to illustrate the use of BoW,
Dense, and StackBOW that are implemented using
EvoMSA (evomsa.readthedocs.io) (Graff et al.,
2020). The first step is to install the library, which
can be done using the Anaconda package manager
with as follows:

conda install -c conda -forge EvoMSA
conda install -c conda -forge IngeoML

Once EvoMSA is installed, one must load a few
libraries.

from EvoMSA import BoW , DenseBoW
from EvoMSA.back_prop import StackBoW
from IngeoML.utils import soft_comp_weighted_f1 ,

support

The BoW classifier is trained with the following
instruction; it is assumed that the list D contains as
elements dictionaries with two keys: text and klass;
the latter is used as the emotion.

bow = BoW(lang=’hi’).fit(D)

Let us assume that the test set is in a list of
dictionaries, G, where the utterance is in the key
text. Then, the following instruction is used to
predict the emotion of each utterance.

emotions = bow.predict(G)
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BoW (Class Weight) is initialized with the fol-
lowing instructions.

kwargs = dict(dual=’auto’, class_weight=’balanced ’)
bow = BoW(lang=’hi’,

voc_size_exponent =17,
estimator_kwargs=kwargs).fit(D)

On the other hand, the Dense classifier is trained
using the following command.

kwargs = dict(dual=’auto’, class_weight=’balanced ’)
dense = DenseBoW(lang=’hi’,

voc_size_exponent =17,
estimator_kwargs=kwargs).fit(D)

The StackBoW classifier is trained with the next
step. Finally, all the classifiers have the method
predict to forecast the emotions of any given utter-
ance.

kwargs = dict(class_weight=support)
stack_bp = StackBoW(lang=’hi’,

deviation=soft_comp_weighted_f1 ,
voc_size_exponent =17,
optimizer_kwargs=kwargs).fit(D)
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