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Abstract

In this paper, we present our submission to
the SemEval-2023 Task 3 “The Competition of
Multimodal Emotion Cause Analysis in Con-
versations”, focusing on extracting emotion-
cause pairs from dialogs. Specifically, our ap-
proach relies on combining fine-tuned GPT-3.5
for emotion classification and a BiLSTM-based
neural network to detect causes. We score 2nd
in the ranking for Subtask 1, demonstrating the
effectiveness of our approach through one of
the highest weighted-average proportional F1

scores recorded at 0.264. Our code is avail-
able at https://github.com/sachertort/
petkaz-semeval-ecac.

1 Introduction

Developing dialog systems is a complex task that
has attracted considerable attention from many
technology companies and universities over the
last 70 years since the introduction of Eliza in
1966 (Weizenbaum, 1966). Modern large language
models (LLMs) like GPT-4 (OpenAI, 2023) are
trained to avoid causing harm and often assert
their lack of personal opinions on intricate mat-
ters, which is not at all natural for conversations.
They do not respond in a way that is truly human,
and they do not understand the range of feelings
that words can cause. Recognizing the emotional
implications of an utterance provides a deeper un-
derstanding of dialog, enabling the development
of more human-like dialog systems. These sys-
tems could navigate conversations using a compre-
hensive understanding of emotional dynamics and
planning responses based on this understanding
rather than just predicting likely outcomes.

To bridge the gap between machine-generated
dialogs and rich, complex human communication,
we develop models for SemEval-2024 Task 3 “The
Competition of Multimodal Emotion Cause Analy-
sis in Conversations”1 (ECAC) (Wang et al., 2024).

1https://nustm.github.io/SemEval-2024_ECAC/

This task was previously introduced in Xia and
Ding (2019a) and later in Wang et al. (2023), where
the authors also described a multimodal dataset
called Emotion-Cause-in-Friends (ECF) for this
task.

We focus only on Subtask 1, “Textual Emotion-
Cause Pair Extraction in Conversations” (ECPE),2

where the goal is to classify emotions and extract
the corresponding textual causal spans. To accom-
plish this, we propose a two-stage pipeline: (1) first,
emotions are classified using a fine-tuned LLM,
and then (2) causes are extracted with a simple neu-
ral network consisting of BiLSTM and linear layers
(see Figure 1). Our system achieved a weighted-
average proportional F1 score of 0.264, the primary
metric in this competition’s evaluation phase on the
test set. Consequently, our team ranked 2nd out
of 15 participating teams based on this metric. We
provide an extensive analysis of the model’s perfor-
mance in Section 5.2.

2 Related Work

Recent research in the field of dialog systems and
emotion-cause extraction has seen significant ad-
vancements through various innovative approaches,
some of which we overview in this section. For
instance, Chen et al. (2023) introduce a novel tech-
nique that uses graphs to model “causal skeletons”
alongside a causal autoencoder (CAE) for refin-
ing these models by integrating both implicit and
explicit causes.

Following closely, Zhang et al. (2023) present
Dual Graph Attention Networks (DualGATs) that
leverage discourse structure and speaker context
through a combination of Discourse-aware GAT
(DisGAT) and Speaker-aware GAT (SpkGAT), en-
riched with an interaction module for effective in-
formation exchange and context capturing.

Moving to earlier work, Kong et al. (2022) pro-

2We did not participate in the multimodal track.
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Rachel

Oh that is what you want.

Monica
Yes.

Rachel

Fine!

Monica

Fine!

Phoebe
There we go. You know
what, if we were in prison,
you guys would be, like,
my *******.

LLM
: anger : anger

One-hot

: 001 : 001: 010

: Pre-trained
sentence

embeddings

Speaker vectors

Emotion labels

...

...

: BiLSTM

: Feed-forward
network

Utterances embeddings

Figure 1: The pipeline for ECPE. Utterances are classified with emotion labels Ei, and speakers are represented
with one-hot vectors Si. Utterances are then encoded with pre-trained sentence embeddings Ui and enriched with
context by BiLSTM Ūi. For each target utterance Ut, we detect whether any other utterance from the conversation
history H(Ut) is causal using a feed-forward network. Ūi, Si (of a potential causal utterance), Ūt, St, and Et

are concatenated, and then, binary classification is performed. The pipeline outputs labelled emotion-cause pairs
(Ui, Ut, Et).

pose a discourse-aware model (DAM) that inte-
grates emotion cause extraction with discourse
parsing, using a Gated Graph Neural Network
(GNN) to encode discourse structures and conver-
sation features within a multi-task learning frame-
work, enhancing the understanding of conversa-
tional context and structure.

Finally, Gao et al. (2021) focus on improving
dialog systems’ empathetic response generation
by identifying emotion causes. Their framework
combines an emotion reasoner for predicting emo-
tion and its cause with a response generator that
employs a gated attention mechanism to empha-
size important words, exploring both hard and soft
gating strategies.

3 System Overview

Our pipeline consists of two stages. Specifically,
to identify emotion-cause pairs and emotion types,
dialogs are passed through the following modules:

1. classification of utterances with emotion types
(including neutral for non-emotional utter-
ances) with a supervised fine-tuned LLM; and

2. extraction of cause utterances with a BiLSTM-
based network.

The full pipeline is shown in Figure 1. Due to
the limitations of the data, we perform the tasks
separately, and we elaborate on each of the stages
in the following sections.

3.1 Emotion classification
To categorize an utterance with an emotion label
Et, within our pipeline an LLM should consider
both the target utterance Ut, which is the tth utter-
ance in a conversation, and the preceding utterance
Ut−1. It is especially important when we deal with
very short turns, such as “Instead of... ?”, “No.”,
“Yeah, maybe...”. Indeed, it would be more accurate
to utilize causal utterances rather than antecedent
ones; however, at the initial stage, these are un-
known to us, necessitating the use of a meaningful
alternative.

For this stage, we fine-tune GPT-3.5.3 As a
system’s input, we provide the prompt consist-
ing of an instruction, Ut−1 (<UTT_1>), and Ut

(<UTT_2>) as is shown in Figure 2. This partic-
ular prompt was selected during the preliminary
prompt engineering stage. The assistant’s out-
put consists of one word – the emotion type.

We also note that preliminary experiments
showed that the LLM performed poorly in zero-
shot and few-shot settings on the emotion detection
task, at least on the ECF dataset (see Section 5.1
and Table 2). Therefore, we had to fine-tune it.

3.2 Cause extraction
The second stage is concerned with the detection of
the causal utterances for non-emotional utterances
in a binary way. Let the whole conversational his-
tory of an utterance Ut be H(Ut) = [U1, Ut], then
the set of all causal utterances is C(Ut) ⊆ H(Ut).

3gpt-3.5-turbo-1106: https://platform.openai.
com/docs/models/gpt-3-5-turbo
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Take a deep breath. Your task: given two
dialog utterances, predict an emotion of
the second utterance. Select the emotion
from the following options: neutral,
anger, disgust, fear, joy, sadness,
surprise. Do not use any other
emotions!!! Respond only with the chosen
emotion, without any additional
explanation. Remember that you can only
use listed emotions!!!

Utterance 1: <UTT_1>
Utterance 2: <UTT_2>

Emotion:

Figure 2: The prompt used to perform emotion classifi-
cation with GPT-3.5.

In addition, speakers are encoded with one-hot vec-
tors S1...Sn within each dialog.

First, we need to enrich utterance embeddings
U1...Un

4 obtained from a pre-trained model with
the context within the conversation. Bidirectional
LSTM (Hochreiter and Schmidhuber, 1997) was
chosen because it can preserve context information
in sequential settings using the content of the previ-
ous hidden state in encoding the current one. This
way, we get new utterance representations Ū1...Ūn.

Then, for each target utterance Ut with
Et ̸= neutral, we construct t representations:

Ūi ∥ Si ∥ Ūt ∥ St ∥ Et, ∀i ∈ [1, ..., t] (1)

containing one of the previous utterances or the
target utterance embedding itself Ūi as a potential
cause, its speaker vector Si, the target utterance em-
bedding Ūt, its speaker vector St, and the emotion
label Et. We pass them to a feed-forward neu-
ral network and obtain binary predictions {0, 1},
where 1 means that Ui is a causal utterance and 0
stands for the opposite. All Ui for which 1 is pre-
dicted make up C(Ut). Thus, for each Ut with Et

̸= neutral we obtain from 0 to t labelled emotion-
cause pairs (Ui, Ut, Et),where Ui ∈ C(Ut), con-
sisting of the causal utterance,5 the emotion utter-
ance, and the emotion label.

We have decided not to extract specific spans
from the utterances classified as causes, following
a thorough review of the dataset. This decision
is based on our observation that these spans of-
ten defy straightforward explanations, even from a

4We use the same notation for utterances and their embed-
dings for simplification purposes.

5We did not extract causal spans and used the whole causal
utterance in the evaluation.

human annotator perspective. Here are some exam-
ples, where the rationale behind the spans remains
unclear to us:

• The final punctuation marks are often not in-
cluded in the cause span: e.g., while the com-
plete utterance is Instead of [...]?, the identi-
fied cause span is Instead of [...]

• For the statement Me, I ... I went for the watch,
the span is I went for the watch

• For the sentence You know you probably did
not know this, but back in high school, I had
a, um, major crush on you, the cause span is
defined as you probably did not know this, but
back in high school, I had a, um, major crush
on you

We believe that this part of the task can be
more accurately defined as a causal emotion en-
tailment (Poria et al., 2021). Additionally, we note
that there is an inconsistency in the dataset’s anno-
tation: specifically, the task organizers define emo-
tion causes by identifying specific spans within an
utterance, yet the emotional responses themselves
are treated as consisting of entire utterances. For
these reasons, we have decided that it would be
methodologically more appropriate to omit the ex-
act span detection step from our pipeline.

4 Experimental Setup

4.1 Data

The dataset proposed for the shared task contains
conversations from the Friends series annotated
with emotion-cause pairs and emotion labels, in-
cluding anger, disgust, fear, joy, sadness, sur-
prise from Ekman et al. (1987), or neutral for non-
emotional utterances.

The shared task organizers highlight that 91%
of emotions have corresponding causes and one
emotion may be triggered by multiple causes in
different utterances. In addition, we have noticed
that 16% of them cause several different emotions.

The organizers did not provide a standalone de-
velopment set, so we had to split the training set
ourselves using a ratio of 9:1 relative to the dialogs.
The final data splits are shown in Table 1.
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Set # dialogs # utterances # EC
Training 1,236 12,346 8,565
Development 138 1,273 799
Total 1,374 13,619 9,364

Table 1: Distribution of dialogs, utterances, and
emotion-cause pairs (“EC”) across the split sets.

4.2 Training and architecture details
We fine-tune GPT-3.5 with the default hyperparam-
eters recommended by OpenAI6 using two epochs,
which is the number automatically chosen by the
platform.

The cause extractor model is initialized with
mean pooling from the penultimate layer’s hidden
state of the pre-trained bert-base-uncased.7 Our
neural network consists of three BiLSTM layers,
one hidden linear layer accompanied by batch nor-
malization, and a ReLU activation function.

For training, we employ the Adam optimizer
with the learning rate of 1e-4, weight decay (L2-
norm regularization) of 1e-5, and cross-entropy
as the loss function. We train the model for 200
epochs using a batch size of 32.

As a framework for training and evaluation, we
use PyTorch8 (Paszke et al., 2019).

4.3 Evaulation measures
As proposed in the shared task, we apply the
weighted average (w-avg.) F1 score by emotion
type for evaluation. The specific implementation
of F1 score for the ECPE task can be found in Xia
and Ding (2019b). In this setting, an emotion-cause
pair is considered as correctly predicted if the in-
dex of an emotion utterance, an emotion type, and
the index of the cause utterance match the entry in
the gold dataset. There are two strategies related
to causal span detection: strict F1 (the same span)
and proportional F1 (overlap).9

5 Results

Our final submission was evaluated on the test set
and achieved the following results:

• w-avg. proportional F1: 0.264;

• w-avg. strict F1: 0.104.
6https://platform.openai.com/docs/

api-reference/fine-tuning/create
7https://huggingface.co/bert-base-uncased
8https://pytorch.org
9For the details on the metrics, refer to https:

//github.com/NUSTM/SemEval-2024_ECAC/tree/main/
CodaLab/evaluation.
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Figure 3: Performance of our emotion classifier on our
development set.

Julie
Oh, thanks, sweetie.

Ross
No problem.

I cannot wait for you
to meet my friends .

True emotion: neutral
Predicted emotion: joy

Figure 4: An example of a dialog where our model
classified neutral utterance as joy.

As a result, we score second out of fifteen teams
participating in Subtask 1 according to the main
shared task metric – w-avg. proportional F1.

5.1 Emotion classification performance

Table 2 overviews the performance of emo-
tion classification using GPT-3.5 across different
paradigms: zero-shot, few-shot, and fine-tuning.
We note that zero- and few-shot settings use the
same prompt (see Figure 2), with the few-shot set-
ting including one handpicked example per each
emotion type (see Appendix A). As expected, fine-
tuning yields the best results on all emotion types
and overall. Interestingly, few-shot prompting per-
forms worse than zero-shot, which suggests that ex-
amples hamper the model’s understanding of emo-
tion types instead of improving it.

Utterances of disgust type turn out to be the most
difficult to predict correctly: one of the possible
reasons is that they are insufficiently represented
in the training set (amounting to only about 6%
of emotional utterances). However, the zero-shot
and few-shot settings also show the poorest perfor-
mance on disgust.
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Approach neutral anger disgust fear joy sadness surprise macro w-avg.
Zero-shot 0.61 0.43 0.30 0.32 0.54 0.47 0.50 0.45 0.54
Few-shot 0.57 0.49 0.31 0.34 0.54 0.37 0.41 0.43 0.51
Fine-tuning 0.70 0.57 0.42 0.51 0.63 0.52 0.66 0.57 0.64

Table 2: F1 scores on emotion classification with GPT-3.5 across different approaches.
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(b) Break-down of distance between emotion and cause on our
development set (on correctly identified emotions only).

Figure 5: Performance of the cause extractor.

Monica
A new pair of shoes for the
Chan ... Chan man! Yes!

Chandler

Yes! I have... I have never
seen a roll like this in my life!

Monica

That is right baby! Okay, what
do I want now?

Chandler
Okay, ah umm, ah, a 8. Ah, a 6?

Monica
Pick a number ! That is your
only job !

Emotion: anger

Figure 6: An example of a dialog with annotated causes
for anger (green for causes correctly identified by our
model, and red for causes that our model failed to rec-
ognize).

Our analysis of the emotion classifier’s perfor-
mance across different emotion types shows that
the model often incorrectly classifies neutral ut-
terances as indicative of joy (see Figure 3). After
further investigation, we have found that a large
number of these incorrectly categorized cases con-
tain greetings (“Hi!”) and expressions of gratitude
(“Thank you!”, “You’re welcome!), which, accord-
ing to our dataset, should be neutral, yet our clas-

sifier interprets them as joy. This implies that text
alone may not be enough to identify an emotion,
given that such utterances can express joy or remain
emotionally neutral. There are other controversial
cases, such as a conversation between two lovers
shown in Figure 4, where the statement “I cannot
wait for you to meet my friends” is actually more
likely to express joy rather than neutrality.

5.2 Analysis

We also evaluate our model on its ability to identify
the causes of utterances expressing different emo-
tions, as shown in Figure 5a. Based on this analysis,
the greatest challenge for our model is determining
causes of anger. Similarly, manual analysis shows
that this task is difficult for humans as well. As an
example, Figure 6 highlights a scenario where the
source of anger in Monica’s utterance is not only
attributed to the preceding utterance from Chandler
but is also caused by the utterance that came before
Chandler’s, as well as the context of Monica’s own
statement. Intricacies like this one highlight the
controversies present in the dataset.

Additionally, we have looked into how well our
model performs in determining the emotion’s cause
based on how close it is to the emotional utterance,
as we show in Figure 5b. First of all, it transpires
that most emotional utterances are self-caused. Fur-
thermore, our analysis shows that there is a clear
correlation between the cause’s distance from the
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emotional utterance and our model’s identification
accuracy: the further away the cause, the lower the
model’s performance.

In the course of our analysis, we have discov-
ered instances where emotions appear before their
causes. This observation suggests that the organiz-
ers’ definition of a cause in dialog contexts is non-
trivial, as, typically, we would expect that some-
thing happens and triggers an emotion. However,
in the case of the preceding emotion, the cause is
fundamentally different: it is a reason in terms of
linguistics and it explains the emotion, but it does
not trigger it (for the difference between CAUSE

and REASON, please refer to Ruppenhofer et al.,
2006).

Overall, accurate identification of emotions and
their causes within utterances proves to be a com-
plex challenge, not only for models but also for
humans. All issues mentioned above point to im-
portant problems in the dataset that need to be care-
fully thought through and fixed to enhance both the
accuracy and reliability of ECPE efforts.

6 Conclusions

Our work presents a novel approach to emotion-
cause pair extraction in conversations, using the
capabilities of an LLM (specifically, GPT-3.5) for
emotion classification. This methodology is further
enhanced by the use of a BiLSTM-based neural
network for extracting causes. Our system outper-
forms most of the submissions to the shared task,
scoring 2nd in the overall ranking according to
the main metric of weighted-average proportional
F1. For future enhancements to our pipeline, we
consider the following improvements:

• Firstly, data annotation itself can be expanded
and improved, potentially via the use of an
LLM for annotation.

• Secondly, speaker representations can be im-
proved to enhance the understanding and pro-
cessing of the dialogs.

• Finally, more accurate methods of LLM-based
cause extraction can be developed further.

Limitations

Due to OpenAI’s policy, we are unable to share
our fine-tuned model. Therefore, those wishing
to reproduce our experiments will need to do the
fine-tuning independently. Overall, the usage of an
open-source solution instead of a proprietary LLM

can be one of the future directions. Also, it may
be applied using a more specific framework like
InstructERC (Lei et al., 2024).

Furthermore, our research is limited to the emo-
tions present in the provided task data. Conse-
quently, adding new emotions would require fur-
ther fine-tuning. Due to the shared task rules, we
have to develop our system based only on the pre-
sented dataset that is limited to a single concrete
domain (Friends series) and the English language.
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A Prompt for Few-shot

Take a deep breath. Your task: given two dialog utterances, predict an emotion of the second
utterance. Select the emotion from the following options: neutral, anger, disgust, fear, joy,
sadness, surprise. Do not use any other emotions!!! Respond only with the chosen emotion,
without any additional explanation. Remember that you can only use listed emotions!!!

Examples:

Utterance 1: Alright , so I am back in high school , I am standing in the middle of the
cafeteria , and I realize I am totally naked .Utterance 2: Oh , yeah . Had that dream .
Emotion: neutral

Utterance 1: Do not you realise what you are ... you are doing to yourself ?
Utterance 2: Hey , you know , I have had it with you guys and your cancer and your emphysema
and your heart disease .
Emotion: anger

Utterance 1: Oh , hey , do not do that ! Cut it out !
Utterance 2: It is worse than the thumb !
Emotion: disgust

Utterance 1: I am not moving out .
Utterance 2: You would tell me if you were moving out right
Emotion: fear

Utterance 1: So , what do you think ?
Utterance 2: I think It is the most beautiful table I have ever seen .
Emotion: joy

Utterance 1: No , wait , oh , what are we sorry about ?
Utterance 2: I do not know ... right , he is the pig !
Emotion: sadness

Utterance 1: No , wait , oh , what are we sorry about ?
Utterance 2: How did I not see this ?
Emotion: surprise

Utterance 1: UTT_1
Utterance 2: UTT_2
Emotion:

Figure 7: The prompt used to perform emotion classification with GPT-3.5 in the few-shot setting.
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