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Abstract

Semantic textual relatedness is crucial to Nat-
ural Language Processing (NLP). Methodolo-
gies often exhibit superior performance in high-
resource languages such as English compared
to low-resource ones like Marathi, Telugu, and
Spanish. This study leverages various machine
learning (ML) approaches, including Support
Vector Regression (SVR) and Random For-
est, deep learning (DL) techniques such as
Siamese Neural Networks, and transformer-
based models such as MiniLM-L6-v2, Marathi-
sbert, Telugu-sentence-bert-nli, and Roberta-
bne-sentiment-analysis-es, to assess semantic
relatedness across English, Marathi, Telugu,
and Spanish. The developed transformer-based
methods notably outperformed other models in
determining semantic textual relatedness across
these languages, achieving a Spearman corre-
lation coefficient of 0.822 (for English), 0.870
(for Marathi), 0.820 (for Telugu), and 0.677
(for Spanish). These results led to our work
attaining rankings of 22th (for English), 11th

(for Marathi), 11th (for Telegu) and 14th (for
Spanish), respectively.

1 Introduction

Semantic textual relatedness measures the concep-
tual and contextual similarity of two sentences. It
specifies how alike the two sentences are in terms
of meaning. Determining semantic textual relat-
edness is crucial for various language-processing
tasks, including contemporary technology, search
engines, chatbots, virtual assistants, plagiarism de-
tection, paraphrasing, question answering, text gen-
eration, and other related applications. It is possi-
ble to determine how comparable two natural lan-
guage sentences are based on the quantity and qual-
ity of matched elements in each sentence. These
matches offer essential insights into the relationship
between and degree of semantic similarity between
the two sentences and the likelihood of successful
word matching in semantically equivalent text pairs.

Another critical aspect of semantic relatedness is
understanding the context of sentences. Singnifi-
cant research has been done in this area, specifically
in SemEval competition from 2012 to 2017 (Agirre
et al., 2012, 2013, 2014, 2015, 2016; Cer et al.,
2017). Most proposed methodologies perform bet-
ter in high-resource languages like English and
Spanish but could be better in other low-resource
languages like Telegu, Marathi, and Bengali. In
certain studies, translating from a low-resource lan-
guage to English is conducted (Wu et al., 2017)
prior to semantic analysis, contributing to subop-
timal performance. Other factors include the fail-
ure of specific methods to capture the meaning of
phrases and idioms within sentences effectively
(Śpiewak et al., 2017), as well as a tendency for
some approaches to focus excessively on individ-
ual word meanings (Śpiewak et al., 2017). This
work addresses these shortcomings by proposing
a transformer-based model, which gives us a good
result in finding semantic textual relatedness. The
main contributions of this work are:

• Investigated several ML, DL, and transformer-
based models to find the semantic relatedness
in various texts of four languages.

• Explored various pre-trained transformer-
based methods with necessary tuning to iden-
tify semantic textual relatedness in English,
Spanish, Telegu, and Marathi.

The code will be publicly available at
https://github.com/ashrafulparan2/
SemanticCUETSync-at-SemEval-2024-Task-1.

2 Related Work

Numerous studies have been accomplished on
semantic relatedness in high-resource languages.
Hasan et al., 2020 presented the process for calcu-
lating semantic similarity and proposed a feature-
based metric for building semantic vectors. Their
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knowledge feature-based method found similar-
ity measure of 0.82. Abdalla et al., 2021 pro-
posed a dataset to explore questions on what
makes sentences semantically related. Reimers and
Gurevych, 2019 suggested using a sentence trans-
former model, which creates a 768-dimensional
dense vector space from sentences and paragraphs.
The relatedness of two sentences can be assessed
using this model. Their approach achieved the best
score of 0.8492 with SRoBERTa-STSb-base model.
Three transformer-based clinical semantic textual
similarity models intended to detect semantic re-
latedness in medical data were presented by Yang
et al., 2020. Chen et al., 2022 proposed a semi-
supervised sentence embedding technique called
GenSE, which effectively uses large-scale unla-
beled data. It achieved promising results on several
STS datasets with an average correlation score of
0.8519. Meanwhile, Gatto et al., 2023 evaluated
sentence similarity among texts using large lan-
guage models (LLM). According to their research,
ChatGPT and other models are proficient in rec-
ognizing textual similarity within particular areas.
In addition to the transformer models, Verma and
Muralikrishna, 2020 introduced a deep learning
model, specifically a Recurrent Neural Network
(RNN). This model utilized document embedding
vectors to infer the meaning of small paragraphs
comprising one, two, or three sentences.

Significant challenges arise when representing
sentences with low-resource languages (LRLs),
such as Telugu, Marathi, and Bengali. Further-
more, limited datasets make the process of tex-
tual similarity detection more challenging in LRLs.
Joshi et al., 2023 focused on two low-resource In-
dian languages (Hindi and Marathi), and their pro-
posed model was evaluated on real text classifica-
tion datasets to show embeddings obtained from
synthetic data, which will be an effective training
strategy for low-resource languages. They achieved
the highest score of 0.83 utilizing the MahaBERT
and LaBSE models. A cross-lingual model for find-
ing similarity between sentences was proposed by
Deode et al., 2023a. Their system obtained an ac-
curacy of 0.82 for finding semantic relatedness in
low-resource languages like Hindi, Marathi, Kan-
nada, Telugu, Malayalam, Tamil, Gujarati, Odia,
Bengali, and Punjabi. Tang et al., 2018 proposed
a multilingual framework for finding semantic tex-
tual similarity in low-resource languages utilizing
rich annotation data from a high-resource language.
Their shared sentence encoder approach archived

score of 0.825 for Spanish language.

3 Dataset and Task Description

The dataset is developed by Ousidhoum et al.
(Ousidhoum et al., 2024a) to evaluate the seman-
tic textual similarity to perform the shard task
at SemEval-2024. It includes data for Telugu,
Marathi, English, and Spanish, which assess se-
mantic relatedness between sentences. There are
labeled and unlabeled data in the dataset. Labeled
data is used for Track-A; each row has two sen-
tences and a score that ranges from 0 to 1, repre-
senting the semantic relatedness of the sentences.
Moreover, the dev, test, and train categories are
applied to every language dataset. Table 1 shows
the distribution of dev, test, and train sets for the
English, Marathi, Telugu, and Spanish datasets,
respectively.

Language Dev set Test set Train set
English 250 2600 11000
Marathi 294 299 2400
Telegu 130 297 2340
Spanish 140 600 1562
Total 814 3796 17302

Table 1: Dataset statistics for Track-A

The task for Track-A (Ousidhoum et al., 2024b)
calculates the semantic relationship and provides a
score (degree of semantic relatedness) between 0
to 1. Figure 1 illustrates few examples of the task
of sentence relatedness with the score.

4 System Overview

Various textual features will be extracted to employ
ML and DL models. Several transformer models
are exploited for the task, including MiniLM-L6-
v2, Marathi-SBERT, Telugu-Sentence-BERT-NLI,
and Roberta-BNE-Sentiment-Analysis-ES, to as-
sess semantic relatedness. Figure 2 illustrates the
schematic structure of the proposed approach.

Textual Feature Extraction: Feature extrac-
tion is necessary for ML and DL models to learn
from text. We used TF-IDF (Takenobu, 1994) to
extract the features to apply different ML algo-
rithms. Word2Vec (Mikolov et al., 2013) and Fast-
Text (Grave et al., 2018) embeddings were used to
extract features for DL models.

ML-based Approaches: This work employed
traditional ML approaches, including SVR and
RF. Following dataset preprocessing, we trained
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Figure 1: Track-A task sample with Similarity score for
English, Spanish, Telugu and Marathi

Figure 2: Schematic process of finding semantic textual
relatedness

the model using the SVR for the English lan-
guage. Similarly, we utilized the RF, configuring
"n-estimators = 100" during training. A Baggin-
gRegressor model is employed with the RF as the
base estimator, with "n-estimators = 10" set for the
base estimator.

DL-based Approaches: This work explored a
Siamese Neural Network (SNN) architecture im-
plemented in PyTorch to perform the task. The
SNN model was applied exclusively to the English
dataset. The text is transformed into vectors and
subsequently passed through LSTM layers. The
similarity between the two texts was determined
using cosine embedding loss, and optimization was
carried out using the ‘Adam’ optimizer. We set
learning rate = 10, hidden-dim = 128, embedding-
dim = 128 and max-length = 1000 and ran it for 10
epochs. Table 2 shows the several ML parameters

and DL hyperparameters used for the models.

Classifier Parameters Value
SVR kernel rbf

degree 3
gamma scale
C 1.0

RF n-estimator 100
Bagging+RF n-estimator 10
SNN epoch 10

lr 9e-5
hidden-dim 128
embedding-dim 128
max-words 10000
max-length 1000

Table 2: Several ML parameters and DL hyperparame-
ters of the employed models

Transformer-based Models: This work de-
veloped the task solutions in four languages:
English, Marathi, Telugu, and Spanish. Thus,
four different kinds of transformers were ex-
plored, including all-MiniLM-L6-v2 (Wang et al.,
2020), telugu-sentence-bert-nli (Deode et al.,
2023b), marathi-sentence-similarity-sbert (Joshi
et al., 2023) and dccuchile-bert-base-spanish-wwm-
uncased (Cañete et al., 2023). MiniLM-L6-v2 is a
sentence transformer that maps sentences and para-
graphs to a 384-dimensional dense vector space
and can be used for tasks like clustering or seman-
tic search. Similarly, telugu-sentence-bert-nli is
a TeluguBERT model trained on a large dataset.
MahaSBERT(marathi-sentence-similarity-sbert) is
also fine-tuned on the STS dataset. Before applying
these models, we have used other transformer mod-
els such as msmarco-distilbert-cos-v5, all-mpnet-
base-v2, and all-MiniLM-L12-v2 for English. For
evaluating Marathi, we also used pre-trained mod-
els like stsb-xlm-r-multilingual , marathi-roberta,
and marathi-sentence-bert-nli. Similarly, we have
fine-tuned transformer models like LaBSE and
telugu-sentence-similarity-sbert for Tamil. Finally,
for Spanish, we also used roberta-bne-sentiment-
analysis-es and stsb-xlm-r-multilingual. We called
all these models from Huggingface1 sentence
transformers library. All models were trained
on the task datasets. MahaSBERT and Telugu-
BERT usually perform well for low-resource lan-
guages. Dataloader was used from a torch to pre-
pare the data before passing it to the model. We

1https://huggingface.co/sentence-transformers
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followed a similar approach to train the correspond-
ing transformer model for all languages. Table
3 demonstrates the hyperparameters used to train
transformer-based models.

Models LR WD WS
all-Minilm-L6-v2 9e-5 9e-2 750
all-Minilm-L12-v2 9e-5 9e-2 750
marathi–sbert 9e-5 5e-2 500
telugu–bert-nli 9.5e-5 5e-5 750
bert-base-spanish 9e-5 9.5e-7 700

Table 3: Tuned hyperparameter for the transformer-
based models, where LR, WD, and WS denotes learning
rate, weight decay and warmup steps, respectively

5 Experiments

During the development, this study utilized Python
3 (3.10.12) and Python-based packages from
PyTorch2 framework to implement sentence trans-
formers (MiniLM-L6, MarathiSBERT, TeluguS-
BERT, SpanishSBERT). To implement the models,
29GB of RAM, 16GB of VRAM, and 73.1GB of
storage space were used. We utilized NVIDIA
Tesla P100 GPU from Kaggle3. We used pandas
(2.1.4) and numpy (1.24.3) to analyze and prepare
the data. The ML models were developed with the
scikit-learn (1.2.2) packages, and the DL models
were trained with Keras (2.13.1) and TensorFlow
(2.13.0). The PyTorch (2.0.0) packages, transform-
ers (4.36.2), and sentence transformers (2,6,1) were
used to implement transformer models.

The superiority of the models is determined
based on the Spearman rank correlation coefficient
(ρ) (Sennrich et al., 2015), which measures how
well the system predicted rankings of test instances.
This work also measures the Kendall correlation
(τ ) and Pearson correlation (R).

6 Results and Analysis

Table 4 exhibits the evaluation results of ML, DL,
and transformer-based models for four languages:
English, Marathi, Telegu, and Spanish.

The results demonstrate that the ML models per-
form poorly. DL models are slightly better, but
they need to be better. Transformer-based models
demonstrated exceptional performance across all
languages. For the English language, Mpnet-v2,
Distilbert, and MiniLM-L12 scored 0.821, 0.821,

2https://pytorch.org/
3https://www.kaggle.com/

Language Models ρ τ R

SVR 0.161 0.105 0.181
RF 0.177 0.115 0.153
Bagging +
RF

0.178 0.114 0.156

SNN 0.418 0.284 0.473
English MiniLM-

L12
0.815 0.614 0.821

Mpnet-v2 0.821 0.620 0.832
Distilbert 0.821 0.619 0.829
MiniLM-
L6

0.822 0.620 0.832

Stsb-xlm 0.764 0.566 0.779
Marathi Marathi-

Roberta
0.810 0.619 0.810

Marathi-
BERT-nli

0.866 0.684 0.866

Marathi-
SBERT

0.870 0.688 0.875

Telugu-
SBERT

0.761 0.567 0.795

Telegu LaBSE 0.804 0.608 0.814
Telugu-
BERT-
nli

0.820 0.617 0.827

Roberta-
bne

0.659 0.479 0.713

Spanish Stsb-xlm 0.655 0.473 0.707
Spanish-
BERT

0.677 0.503 0.719

Table 4: Performance of the employed models on the
test set

and 0.815, respectively. The top-performing model
for English was MiniLM-L6, with a maximum
score of 0.822. For the Marathi language, Stsb-xlm,
Marathi-BERT-nli and MarathiRoberta received
scores of 0.764, 0.866, and 0.810, respectively.
The MarathiSBERT model performed best, with
a Spearman correlation score of 0.870. For the
Telugu language, Telugu-SBERT and LaBSE had
scores of 0.761 and 0.804, respectively. The best
model for this language is Telugu-BERT-nli, which
has a Spearman correlation rank of 0.804. For
Spanish, Roberta-bne and Stsb-xlm have scores of
0.659 and 0.677, respectively, but Spanish-BERT
outperforms both by 0.677. Figure 3 illustrates
the summary of the best-performed models in four
languages of the task.

Transformer-based outperformed other models
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Figure 3: Performance summary of the best model in
each task language

by a wide margin for four languages in the task.
One explanation is its ability to capture informa-
tion’s bidirectional context. In addition, it produces
contextual word representations that make poly-
semy understandable and enables capturing minute
variations in meaning depending on context. Since
these transformer-based model has been pre-trained
on various linguistic tasks using a sizable dataset,
fine-tuning these models improves results.

6.1 Error Analysis

Transformer models can recognize sentence pat-
terns more apparently with better textual features.
Thus, these models outperformed ML and DL tech-
niques. Figure 4 depicts some example scores (ac-
tual and predicted) regarding two sentences in task
languages.

Based on annotations using Best-Worst Scaling,
actual scores were computed by deducting the num-
ber of times a phrase pair was selected as the least
related from the fraction of times it was selected as
the most related. The predicted and actual scores
are incredibly close in samples 1, 2, and 4. How-
ever, the predicted score is more significant for
sample 3. This may happen when a sentence is
shorter than the longer sentence and contains simi-
lar terms. In this case, the model has a more chal-
lenging time figuring out the Spearman correlation
between these two uneven-length sentences.

7 Conclusion

This study explores the efficacy of various ma-
chine learning (ML), deep learning (DL), and
transformer-based models for analyzing semantic
relatedness within texts across four languages: En-

Figure 4: Sample prediction with Similarity scores: Ac-
tual (AS) and Predicted (PS)

glish, Spanish, Telugu, and Marathi. Experimental
assessments reveal subpar performance of both ML
and DL models across all languages. However,
transformer-based models exhibit superior capabil-
ities in discerning semantic relatedness within the
given task. Specifically, the MiniLM-L6 model
excels for English, MarathiSBERT for Marathi,
TeluguSBERT for Telugu, and SpanishSBERT for
Spanish, achieving peak ρ scores of 0.822, 0.870,
0.820, and 0.677, respectively. The study suggests
that augmenting training data could enhance the
performance of current models. Additionally, lever-
aging advanced techniques such as Large Language
Models (LLM) and Generative Pre-trained Trans-
formers (GPT) holds promise for further improve-
ment.
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