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Abstract

Detecting machine-generated text is a critical
task in the era of large language models. In this
paper, we present our systems for SemEval-
2024 Task 8, which focuses on multi-class clas-
sification to discern between human-written
and maching-generated texts by five state-of-
the-art large language models. We propose
three different systems: unsupervised text sim-
ilarity, triplet-loss-trained text similarity, and
text classification. We show that the triplet-loss-
trained text similarity system outperforms the
other systems, achieving 80% accuracy on the
test set and surpassing the baseline model for
this subtask. Additionally, our text classifica-
tion system, which takes into account sentence
paraphrases generated by the candidate models,
also outperforms the unsupervised text similar-
ity system, achieving 74% accuracy.

1 Introduction

The rapid evolution of large language models
(LLMs) has significantly impacted the dynamics
of information exchange, blurring the lines be-
tween human and machine-generated text. State-
of-the-art LLMs are available to the public on
a large scale, allowing users to generate human-
like text with minimal effort. This advancement
poses a dual-edged sword: while offering unprece-
dented capabilities in generating human-like text,
it also raises critical concerns about privacy(Huang
et al., 2022), ethics (Smiley et al., 2017; Kamocki
and Witt, 2022), and misinformation (Pan et al.,
2023; Goldstein et al., 2023; Stiff and Johansson,
2022) —especially given the LLMs’ tendency to
produce plausible yet factually baseless content,
known as hallucinations (Dziri et al., 2022; Das
et al., 2022). Distinguishing between human and
machine authorship has thus emerged as a major
challenge, bearing implications for content cred-
ibility and ethical standards in digital communi-
cation. As a response to the need for effective

detection methods that can discern the origin of
text in this new landscape, the SemEval-2024 Task
8 (Wang et al., 2024) presents an exciting challenge
of AI-generated text detection over three different
subtasks: Subtask A: Binary Human-Written vs.
Machine-Generated Text Classification, Subtask
B: Multi-Way Machine-Generated Text Classifica-
tion, and Subtask C: Human-Machine Mixed Text
Detection.

In this paper, we work on Subtask B, which fo-
cuses on multi-class classification to distinguish be-
tween human-written and machine-generated text
by five state-of-the-art LLMs. These models are
ChatGPT, text-davinci-003, LLaMa (Touvron
et al., 2023), Cohere, Dolly-v2 (Conover et al.,
2023), and BLOOMz (Muennighoff et al., 2023).

We propose three different systems to address
this task: unsupervised text similarity, triplet-loss-
trained text similarity, and text classification.

We show that the triplet-loss-trained text similar-
ity system outperforms the other systems, achiev-
ing 80% accuracy on the test set and surpassing the
baseline model for this subtask. Additionally, our
text classification system, which takes into account
sentence paraphrases generated by the candidate
models, also outperforms the unsupervised text sim-
ilarity system, achieving 74% accuracy. However,
the unsupervised text similarity system performs
poorly, achieving only 29% accuracy on the test
set. We note that the latter is the only system that
we submitted to the task, and the other systems are
post-evaluation improvements. The main contribu-
tions of this paper are:

• An unsupervised text similarity system that
computes cosine similarity to measure text
similarity, which assesses the angle between
vector representations of texts.

• A sentence transformer trained with triplet
loss to learn the distinctions between the given
texts.
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• A RoBERTa classifier that makes decisions
based on the given paragraph.

• A RoBERTa classifier which takes into ac-
count sentence paraphrases generated by the
candidate models.

2 Background and Related Work

Recent research has resulted in significant advance-
ments in Natural language generation (NLG) mod-
els (Vaswani et al., 2017) and generative pre-trained
transformer (GPT) models (Devlin et al., 2019; Qiu
et al., 2020) However, with potential threats posed
by these models, research on identifying machine-
generated text has also surged (Jawahar et al., 2020;
Valiaiev, 2024). Initially, methods employing tra-
ditional machine learning models such as logistic
regression were proposed (Ippolito et al., 2020).
Nevertheless, the limitation of the machine learn-
ing model, which requires extensive re-training
(Valiaiev, 2024), and the rise of the pre-trained
transformer models, have prompted researchers to
adopt the large models. Relatively smaller lan-
guage models such as RoBERTa (Liu et al., 2020)
have achieved state-of-the-art performance across
various domains including social media, news ar-
ticles, and online reviews (Uchendu et al., 2020;
Adelani et al., 2020; Fagni et al., 2021). In addi-
tion to this, other approaches based on contrastive
learning and similarity metrics (Boenninghoff et al.,
2019) have also emerged. Such research efforts
continue with the ongoing evolution and adoption
of text-generative models.

3 Dataset

We work with M4 (Wang et al., 2023), a dataset for
SemEval-2024 Task 8, which consists of 71,027
data samples for the training set, 3,000 data sam-
ples for the development set, and 18,000 data sam-
ples for the test set. Each sample is labeled with
one of the six labels: Human, ChatGPT, Davinci,
Cohere, BLOOMz, or Dolly. Figure 1 shows an
example of the given dataset, which consists of id,
text, model, label, and source.

Wang et al. (2023) prompted these models to
write a passage given some information from the
source. The sources of the texts are diverse, in-
cluding Wikipedia, WikiHow (Koupaee and Wang,
2018), Reddit, arXiv, and Peer-Read (Kang et al.,
2018).

4 System Overview

In this section, we provide a comprehensive
overview of the three approaches we explored: un-
supervised text similarity, triplet-loss-trained text
similarity, and text classification.

4.1 Approach 1: Unsupervised Text Similarity
The first strategy we submitted is based on com-
puting cosine similarity to measure text similarity,
which assesses the angle between vector representa-
tions of texts. A label for multi-class classification
is assigned based on the highest cosine similarity
score.

4.1.1 Model Architecture
The text data is encoded using a pre-trained sen-
tence transformer model (Reimers and Gurevych,
2019) without any additional training, followed
by computing the averaged pooling embedding
across all the training instances of each class. Sub-
sequently, we calculated the cosine similarity be-
tween the text and the average-pooled embedding
for each class, assigning the text to the class with
the highest cosine similarity. This approach effec-
tively categorizes the semantic similarity of texts
based on topics and classifies texts with divergent
writing styles (Ibrahim et al., 2023).

4.2 Approach 2: Triplet-Loss-Trained Text
Similarity

Text similarity models can also be trained on the
provided training data.1 For this approach, we train
a sentence transformer model with a triplet loss,
which requires three inputs during training: an-
chor, positive, and negative samples (xi, xi+, xj−).
This loss function aims to minimize the distance be-
tween the anchor and positive data (xi, xi

+) while
simultaneously maximizing the distance between
the anchor and negative data(xi, xj−) (Ren and
Xue, 2020). We conduct this training to enhance
the vector representations of texts for multi-class
classification.

4.2.1 Constructing Triplets
To construct the dataset with three inputs, we adopt
the concept of hard positive xi

+ and hard negative
xj

− sampling. Hard positive involves selecting
a text with the lowest similarity within the same
class i, whereas hard negative involves choosing
a text with the highest similarity from different

1This approach is a post-evaluation improvement and was
not submitted to the task.
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Id Text Model Label Source

557 Have you ever wanted to surprise someone with a unique and personalized cake?
Look no further than an iPhone cake! With a few simple steps and some creativity,
you can make a one-of-a-kind dessert that will impress anyone who sees it. Follow
these steps to make your own iPhone cake: 1. Prepare 2 rectangular package cakes
that can be easily form-fitted to fit with round corners. If you can’t find rectangular
cakes, you can simply cut and shape the cakes after baking to create the desired
size and shape. . . . 10. Use several colors of fondant to create some of the apps
all devices have. Work with these small pieces of colored fondants. You can use a
toothpick to stick these apps into the cake, or use water and a brush to brush them
onto the cake. In conclusion, making an iPhone cake is not as difficult as it may
seem. This cake will be a hit with anyone, from your kids to your coworkers, and
will impress them with your creativity. Just follow these simple steps and enjoy the
final result!

ChatGPT 1 wikihow

Figure 1: An example of the given dataset consists of id, text, model, label, and source. Note that some part of the
text from the middle is truncated with . . . for brevity.

Type Text Label

Anchor How to Play Forza Motorsport This wikiHow teaches you how to play Forza ... Human
Positive Perfumes are a blend of different levels of scent, also called “notes”. When you spray a ... Human
Negative Forza Motorsport is a popular racing game that provides players with the ability ... ChatGPT

Table 1: An example of the triplet dataset which consists of anchor, positive, and negative. These pairs are chosen
in a mini-batch for training. Anchor and positive data have the lowest similarity within the same class, and negative
data shows the highest similarity to anchor within different classes.

classes. This concept maximizes the distinction
between various classes (Robinson et al., 2021; Xu
and Bethard, 2021). As the metric for similarity,
we employ cosine similarity to select hard positive
xi

+ and hard negative samples xj− within a mini-
batch. An example of the triple dataset is shown in
Table 1.

4.2.2 Model Architecture
We first fine-tuned the same pre-trained sentence
transformer model as in approach 1 (Reimers and
Gurevych, 2019) using the triplet data and Triplet-
MarginLoss. Then we attached a six-way classifi-
cation head to the transformer using a linear layer
and CrossEntropy loss. Figure 2 illustrates the
overall framework, including triplet learning and
classification.

4.3 Approach 3: Text Classification
We also explored a simple text classification ap-
proach where a classifier takes the given passage as
the input and predicts one of the six possible labels
(human or one of five LLMs) as output.2

We explored a variant of this text classification
approach where we augment the input by asking
each of the five LLMs to generate a short text. We
mask a random sentence in the input paragraph and

2This approach is a post-evaluation improvement and was
not submitted to the task.

Data (Text,Label)

Sentence Transformer

Cosine Similarity

Triplet Loss

Linear Classifier

NegativeAnchor Positive

Batch

Figure 2: The overall framework of our triplet learning
system proposed for Semeval-2024 Task 8.
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then prompt the models to fill in the mask with a
sentence that has a meaning similar to the original
sentence in their own style. Due to computational
limitations, we were unable to run Dolly due to
its memory requirements and did not have enough
resources to generate sentence paraphrases for all
the over 70,000 instances in the training set. There-
fore, we randomly chose 4,000 instances of each
class for training, and generated paraphrases for all
models other than Dolly.

4.3.1 Model Architecture

For both text classification models, we train a trans-
former that takes text as input and produces one
of the six possible labels (human or one of five
LLMs) as output. Due to the limitation of the num-
ber of input tokens for the transformer model we
use (RoBERTa), we had to truncate the inputs to
keep 512 tokens of the given paragraph and, for
the input-augmented model, 128 tokens from each
sentence paraphrase.

5 Experiments

5.1 Experimental Setup

For the unsupervised text similarity approach, we
used the paraphrase-distilroberta-base-v1
sentence transformers model from the Hugging-
Face library (Wolf et al., 2020). This model is
based on the DistilRoBERTa architecture for clus-
tering or semantic search. We computed the cosine
similarity between the text embeddings using the
PyNNDescent library3 to facilitate an approximate
nearest neighbor search in a huge dataset.

For the triplet-trained text similarity approach,
we used the same sentence transformers model but
trained it on the training data. We explored dif-
ferent hyper-parameter combinations, varying two
learning rates (1-e5 and 3e-5) and two batch sizes
(16 and 32) across 5 epochs and 10 epochs. Our
final embedding model was trained using a learning
rate of 1e-5 and a batch size of 16 for 10 epochs.
For the six-way multi-class classification learning,
we experimented with several classification head
formulations: ReLU activation functions, dropout
layers, and linear layers. The final classifier was
trained with a linear layer and CrossEntropy loss.
For this multi-class classification, we utilized a
learning rate of 1e-5 and a batch size of 32 for 10
epochs.

3https://github.com/lmcinnes/pynndescent

Split Metrics UnSim TripSim TextCls ParaCls

Test A 0.29 0.80 0.72 0.74
Test P 0.37 0.82 0.79 0.81
Test R 0.29 0.80 0.72 0.74
Test F1 0.24 0.79 0.71 0.73

Table 2: Accuracy (A), precision (P), recall (R), and F1
score of unsupervised text similarity (UnSim), triplet-
trained text similarity (TripSim), text classification
(TextCls), and paraphrase-augmented text classification
(ParaCls).

For the text classification approach, we used the
roberta-large model (Liu et al., 2020) from the
HuggingFace library (Wolf et al., 2020). We used
a learning rate of 1e-6 and 5e-7 respectively with a
batch size of 8, and early stopping set to 3.

5.2 Results

Table 2 shows the performance of our different ap-
proaches – unsupervised text similarity (UnSim),
triplet-trained text similarity (TripSim), text classi-
fication (TextCls), and paraphrase-augmented text
classification (ParaCls) – in terms of accuracy (A),
Precision (P), Recall (R), and F1 score. The sub-
mitted approach, UnSim, shows low metrics scores:
29% accuracy for the test dataset. Both the sim-
ple text classifier and the paraphrase-augmented
text classifier performed better, achieving 72% and
74% accuracy on the test set, respectively. The
paraphrase augmentation provided some additional
information to the model, with a statistically sig-
nificant improvement (McNemar’s test (McNemar,
1947), p < 0.05) over not using sentence para-
phrases. The best model was the text similarity
model trained with triplet loss, which achieved 80%
accuracy and 82% precision on the test dataset, sur-
passing the baseline model for this subtask. This
improved performance underscores that the embed-
ding obtained from triplet loss effectively learned
the text distinctions by maximizing the differences
between positive and negative samples.

We provide a breakdown by label for the text
classification models, as shown in Table 3.

6 Conclusion

In this paper, we presented several different sys-
tems for SemEval 2024 Task 8’s text classification
between human and five distinct machines. Our
submitted model, which relied on unsupervised
embeddings coupled with cosine similarity, was
poor at handling the diverse writing styles over the
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Model Label P R F-1

TextCls Human 1.00 0.44 0.61
TextCls ChatGPT 0.52 1.00 0.68
TextCls Cohere 0.99 0.61 0.75
TextCls Davinvi 0.70 0.51 0.59
TextCls BLOOMz 0.76 1.00 0.86
TextCls Dolly 0.80 0.77 0.78

ParaCls Human 0.99 0.39 0.56
ParaCls ChatGPT 0.52 0.95 0.67
ParaCls Cohere 0.97 0.66 0.78
ParaCls Davinvi 0.77 0.64 0.70
ParaCls BLOOMz 0.93 0.99 0.96
ParaCls Dolly 0.67 0.80 0.73

Table 3: Detailed breakdown of results on the test set
for the text classification models.

same topics that were present in the data, resulting
in low classification scores. Our text classifica-
tion approaches and our triplet-trained text similar-
ity approach all outperformed the simple unsuper-
vised model. The triplet loss learning especially
improved performance over the submitted model,
with its pretraining allowing it to better maximize
the distinctions between texts.

For future work, we plan to adapt our systems to
other classification tasks. We also plan to explore
other methods for training the triplet loss model,
such as using a larger model or using a different
loss function. Additionally, using a larger dataset
for the text classification models could improve
their performance.

7 Limitations

We note that our systems are not perfect and have
several limitations. For instance, we did not have
enough resources to generate sentence paraphrases
for all instances in the training set. We also did
not have enough resources to run Dolly due to its
memory requirements. Additionally, we did not
explore other methods for training the triplet loss
model, such as using a larger model or using a
different loss function. Finally, we acknowledge
that we did not try using LLMs for the classification
of machine-generated text, which could potentially
improve the performance of our systems.
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