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Abstract
This work describes the system submitted by
the SINAI team to the subtask A of Task 8 of
SemEval 2024, as well as two additional sys-
tems evaluated during the training phase of the
shared task. We claim that the perplexity score
of a text may be used as a classification signal.
Accordingly, we conduct a study on the util-
ity of perplexity for discerning text authorship,
and we perform a comparative analysis of the
results obtained on the datasets of the task. The
results of this study motivated us to use as clas-
sification features the word embeddings vectors
of the input texts and its corresponding perplex-
ity score. Likewise, the submitted system is
a fine-tuning version of the XLM-RoBERTa-
Large model. The analysis of the results of the
evaluation shows large differences among the
language probability distribution of the training
and test sets. Nonetheless, the results show that
perplexity can be used as feature for identifying
machine generated text, hence our claim holds.

1 Introduction

In recent years, the use of generative models has in-
creased considerably. The capabilities of this mul-
tifaceted tool include summarizing texts, retrieving
information through searches, rephrasing texts for
specific purposes and so on. However, it is im-
portant to recognize the potential threats associated
with their application in certain contexts. For exam-
ple, hallucinations in Natural Language Generation
(NLG) models present significant problems, as they
damage performance, raise safety issues for its use
in the real world and hallucinations introduce pri-
vacy violation risks (Ji et al., 2023). Likewise, the
very ability to generate natural language represents
a threat, since it is increasingly indistinguishable
from natural language. Therefore, the development
of systems with the capacity to discern the author-
ity of a given text, determining whether it is of
human origin or generated by a generative model,
is arising peremptory.

The language used by humans follows a probabil-
ity distribution that differs so far from the distribu-
tion of the automated generated language (Rosen-
feld et al., 1996). Perplexity measures the uncer-
tainty value of a sample in a probability distribution.
Accordingly, it is used in Natural Language Pro-
cessing (NLP) as a metric to evaluate the effective-
ness of linguistic models, for instance in text gen-
eration and machine translation tasks (Geluykens
et al., 2021; Vaswani et al., 2018; Wang et al.,
2019). Hence, it can be used to assess whether
a text was generated by a machine, whose perplex-
ity would be low, or written by a human, whose
score would be large, since it may differ from that
text automatically generated. We thus claim that
perplexity can be used as a classification signal
to enhance the finding of machine-generated texts
(Meister and Cotterell, 2021).

In this work, we present the model submitted by
the SINAI team to subtask A of task 8 of SemEval
2024 (Wang et al., 2024). Our proposal is based on
the fuse of the word embeddings vectors stemmed
from the fine-tuning of XLM-RoBERT-Large lan-
guage model and the perplexity score of the input
text. We use the Multimodal-Toolkit library (Gu
and Budhkar, 2021) to fuse this two set of features.

After obtaining relevant results in the train-
ing phase and finding a clear difference between
machine-generated and human-written texts, the
results obtained have not been satisfactory. In part,
this is due to the difference between the training
and test datasets, which is analyzed later. Nev-
ertheless, the exploration of the results obtained
by merging textual content and associated perplex-
ity raises the idea of using more novel linguistic
models to calculate textual perplexity (see section
7).

The rest of the paper is organized as what fol-
lows: section 2 presents the works that support our
proposal. Section 3 describes the data of the task,
and section 4 is focused on the systems evaluated
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and the submitted one. Section 5 presents the re-
sults reached during the training phase, and Section
6 the official reached ones as well as an analysis of
them. We summarize the conclusions in Section 7.
We release the source code at GitHub.1

2 Related Work

The language generation capacity of large language
models is unceasing improving (Crothers et al.,
2023). Hence, machine-generated text detection
is key as a fundamental countermeasure to miti-
gate the misuse of NLG models, accompanied by
notable technical challenges and a multitude of un-
resolved issues.

We find a wide range of strategies to differentiate
human-written text from machine-generated text
(Jawahar et al., 2020) from the most simple ones
based on bag-of-words models to the latest ones
grounded in the fine-tuning of linguistic models.

The paper (Mitrović et al., 2023) has shown
that different observable patterns make up gen-
erative models of language, either grammatically
or through the meaning of sentences. For exam-
ple, perplexity is usually lower in texts generated
by artificial intelligence and their texts rather ex-
press feelings and use unusual words. This paper
also shows a difference in performance between
perplexity-based and machine learning-based clas-
sification, the latter being better than perplexity-
based classification. However, it shows the capac-
ity of perplexity score to distinguish among natural
language text and machine-generated text.

3 Data and Task Description

Task 8 is focused on the identification of machine-
generated text. In this work, we manage the sub-
tasks of monolingual (English) and multilingual
classification.

The dataset for the monolingual English task
consists of 119,757 training instances, comple-
mented by another 5,000 evaluation instances
(Wang et al., 2023). In the multilingual task, the
corpora comprise a total of 172,417 instances, with
an allocation of 4,000 instances for the evaluation
phase. This multilingual dataset is composed of
77.48% English text, with Bulgarian as a secondary
language. The rest of the training dataset also incor-
porates languages such as Chinese, Indonesian, and

1https://github.com/sinai-uja/SemEval-2024-Task-8-
Identification-of-machine-written-text/tree/main

Urdu. In addition, the evaluation dataset includes
texts in Russian, German, and Arabic.

Each instance includes the text, along with its
corresponding source according to five categories:
Wikihow, Wikipedia, Reddit, Arxiv, Peerread. In the
multilingual task, we can find additional sources:
Bulgarian, Urdu, Indonesian, and Chinese. Also
has a category that attributes the text to a specific
large language model: ChatGPT, Cohere, Bloomz,
Davinci, Dolly, or Human in another case. The
gold label is 1, if the text is machine-generated and
0 otherwise. The dataset presents an even distri-
bution, with cases annotated as human or machine
being approximately equal in the training and de-
velopment corpora.

4 System Description

Our proposed system to subtask A of task 8 is based
on the wide success of fine-tuning methods on lan-
guage models and in our claim of using perplexity
as a feature to separate texts written by humans
from machine-generated texts. (Min et al., 2023).

We use the XLM-RoBERTa-Large base as a lan-
guage model, and we first assess its performance
by fine-tuning the training data on it. Then, we
evaluate the use of the perplexity as a classifica-
tion signal, and the third one, which we submit to
the shared-task, is based on joint use the resulting
features of the fine-tuning phase and the perplexity
score of each sentence.

In the next subsections, we argue the use of per-
plexity as feature in Section 4.1, we present all the
systems studied in Section 4.2 and we describe all
the implementation details in Section 4.3.

4.1 Perplexity as Feature

According to (Mitrović et al., 2023), the perplex-
ity of human-written text tends to be higher than
the one of machine-generated text. We evaluate
this assertion by calculating the perplexity of the
documents from the training and development sets.
Table 1 shows the perplexity of texts written by
humans and machines. The results for monolingual
and multilingual subtasks confirm a substantial gap
in perplexity in both classes, which entails that per-
plexity can be used as a classification signal. We
use the python Language Model Perplexity library
(LM-PPL)2 to calculate the perplexity. From all
the large language models available to calculate the
perplexity, we use GPT2 (Radford et al., 2019).

2https://pypi.org/project/lmppl/

2
1506



Figure 1: System diagrams used in developing phase.

Perplexity by classification Mean
Human Monolingual 32.3613
Machine-Generated Monolingual 16.1494
Human Multilingual 35.8514
Machine-Generated Multilingual 20.9105

Table 1: Text perplexity for different classifications.

The results of Table 1 entails that the perplexity
score can be use as classification signal, since it
separates samples from the two classes. Accord-
ingly, we propose a system based on the joint use of
word embedding vectors and perplexity as feature.

4.2 Machine-Generated Text Detection
systems

We have developed and evaluated three different
systems. The first system is only based on fine
tuning (system one), the second one only uses the
perplexity score of the input sentences (system two)
and the third one fuses the two set of features (sys-
tem three). Figure 1 depicts the three systems.

System one based on fine-tuning and system
two based on the use of perplexity as a classifier
have been developed for the monolingual data only.
Once the results of them have been obtained, the
final system proposed for the task has been tested
for the monolingual and multilingual subtasks.

System one - fine-tuning It is based on fine-
tuning the XLM-RoBERTa-Large language model

on the data of the task.

System two - perplexity For one of our systems
only used the perplexity as a classifier, we estab-
lished a threshold range based on the average per-
plexity of the dataset. The final choice of this strat-
egy is to assign texts with perplexity at or below
20 as machine-generated, while those above this
threshold are considered to be human-written.

Proposed system - fine-tuning and perplexity
It is built upon two distinct features: word embed-
ding vectors and the perplexity score of the input
texts. The textual data is processed using the XLM-
RoBERTa-Large transformer, and the result is sent
to the combination module with the numerical fea-
tures, in our case the perplexity.

The combination module uses the Multimodal-
Toolkit library, and in particular the option3 that
separately encodes the two set of features and con-
catenate them before the final classification layer.

We submitted the classification results of our
system based on fine-tuning and perplexity for the
monolingual and multilingual subtasks.

4.3 Training and Implementation Details

We use Python to develop the proposed system and
all the models evaluated during the development
phase of the task. Likewise, we use the Transform-
ers HuggingFace library (Wolf et al., 2020).

3Option name: individ-
ual_mlps_on_cat_and_numerical_feats_then_concat.
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Optimized models Epochs Learning Rate Weight Decay Adam Epsilon PP threshold

System one - fine-tuning 10 1.19e-05 6.18e-03 1.98e-07 -
System two - perplexity - - - - 20
Proposed system - Monolingual 10 6.89e-06 4.99e-02 1.13e-10 -
Proposed system - Multilingual 1 1.28e-05 8.67e-12 2.67e-07 -

Table 2: The values used for the hyperparameters of each model.
.

We optimize all the hyperparameters that drive
the training of the models which involve transform-
ers using the Optuna library (Akiba et al., 2019)
following a grid search approach. This search has
been performed using the English dataset, and once
the optimized hyperparameters for each of the sys-
tems have been obtained, the same hyperparame-
ters have been used for the multilingual task. For
the sake of the reproducibility of the experiments,
we describe the value exploration strategy of the
values of the hyperparameters as what follows:

• Epochs [8, 16]: They represent the count of
iterations required to traverse the entire train-
ing dataset for model training within a single
cycle.

• Learning Rate [5e-6, 5e-5]: They govern the
rate at which an algorithm updates or learns
the parameter estimate values.

• Weight Decay [1e-12, 1e-1]: It constitutes
a regularization technique that introduces a
minor penalty term to the loss function.

• Adam Epsilon [1e-10, 1e-6]: It is a short posi-
tive value to forestall division by zero during
the optimization process.

Table 2 shows the selected values, for the three
systems that we evaluated during the development
phase. We clarify that we independently optimized
them, since they differ in their architecture (system
one vs. proposed system) and the training objective
(monolingual vs. multilingual).

5 Development results

Once we optimized the hyperparameters of each
model, we assessed the performance of each sys-
tem on the development data. We use accuracy
as an evaluation measure, since it is the evalua-
tion measure of the shared-task. Table 3 shows the
results of this initial evaluation.

As detailed previously, the results of systems
one and two are based on monolingual data, while

System Accuracy

System one - fine-tuning 0.8002
System two - Perplexity 0.6894
Proposed system - Monolingual 0.8698
Proposed system - Multilingual 0.6789

Task baseline monolingual 0.7400
Task baseline multilingual 0.7200

Table 3: Results in train phase with the dev. dataset.

the proposed system has been tested on both sets
(see section 4.2).

As we indicated below, system one is only
grounded in fine-tuning the XML-RoBERTa-Large
model on the training data. The results are over the
task baseline, which means that the incorporation
of knowledge from the domain with the optimal val-
ues of the hyperparameters may reach competitive
results and to overcome the task baseline.

The system that only uses perplexity as a clas-
sification signal reached poorer results than the
baseline system. However, its performance is close
to 70% accuracy, which means that the perplexity
may be used as a feature to discriminate among
human written text and machine-generated text, as
we claim.

The proposed system jointly uses words and per-
plexity as features. In the monolingual scenario,
this fusion of features reaches strong results far
away from the task baseline. Nonetheless, the
results for the multilingual scenario were not as
strong as the monolingual one. According to the
results of the monolingual data, we use as proposed
system the one based on the fusion of words and
perplexity as features.

6 Analysis and Discussion

The final results revealed unexpected differences
compared to the results observed during the de-
velopment phase. In the system that jointly uses
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perplexity and text, the accuracy achieved in the
monolingual task was 0.744631, which was lower
than expected based on performance during devel-
opment. In contrast, a poorer result was observed
on the multilingual task, which achieved an accu-
racy of 0.801689 on the final test data set. Both
results are lower than the baseline obtained by the
competitors, with 0.8846 accuracy for the monolin-
gual test and 0.8088 for the multilingual test.

Recognizing these discrepancies, our initial ac-
tion consisted of an examination to determine the
causes. The main advantage of our system resides
in the incorporation of perplexity as classification
signal along with the textual data. Consequently,
our analysis primarily focused on examining the
perplexity to elucidate possible factors contributing
to the observed errors, as well as observing which
class is more difficult to recognize, human-written
or machine-generated texts.

Perplexity Performance Analysis The main lim-
itation of our system is the use of perplexity. This
metric depends on the characteristics of the refer-
ence large language model used for its calculation.
Hence, we argue that there is a large disparity be-
tween the large language model used to generate
the training and development sets and the docu-
ments of the test set.

We analyzed the perplexity of the documents of
the test set, and we show them in Table 4. The
results show a large discrepancy between the per-
plexity reached on the training dataset and the ones
obtained on the test data. We stand out for the unex-
pectedly high perplexity of the machine-generated
text, which is also over the human-written text.
This is a sign that the large language model used
to generate the documents of the test set may be
more sophisticated than the one used to prepare the
training dataset, or at least it was not the same large
language model. This unexpected tendency to per-
plexity between the training and test data is behind
the degradation of the performance of our proposed
system on the test data, since the perplexity is a
relevant feature of our porposed system.

We also explain the better performance of our
proposed system in the multilingual subtask with
the behavior of the perplexity on the test data.
Although machine-generated text reaches again
higher perplexity than human-written text, the dif-
ference is thin. Hence, the behavior of the perplex-
ity is nearer to our claim, and the performance of
our proposed system is thus stronger on multilin-

Mean Perplexity
Human M. Generated

Train Monolingual 32.3613 16.1494
Train Multilingual 35.8514 20.9105
Test Monolingual 35.8071 44.7824
Test Multilingual 58.4526 59.0258

Table 4: Mean perplexity in the test set for each task in
comparison with the train datasets

gual data.
Before generating the final results, we analyzed

the prediction distribution to determine whether
our system showed any tendency to predict a class
in particular. In the monolingual tasks, we ob-
served 17,978 instances of correct predictions, with
only 22 false positives, with false positives being
texts written by humans predicted to be machine-
generated. Similarly, in the multilingual tasks, we
found only 19 false negatives, the main finding was
the occurrence of many false positives. Most of the
predictions were obtained as machine-generated.
We also highlight that the proposed system does not
have any false negatives, which means that it is able
to identify all the machine-generated text. How-
ever, since the disparity among the large language
models to generate the training and test sets, we
will keep working on reducing the false positives.

7 Conclusion

We have described the system submitted to subtask
A of task 8 of SemEVAL. The system is grounded
in the claim that perplexity may be a discrimi-
nant feature in identifying machine-generated texts.
Hence, our submitted system is built upon the fine-
tuning of a XML-RoBERTa-Large language model
on a fusion of words and perplexity as features.
The results reached during the development phase
convinced us that our claim holds.

The official results show that the fusion of words
and perplexity as features were not as good as the
assessment on the development set. According to
our analysis results, it may be caused by the use
of a different large language model to generate the
text documents. It pushes us to study the influence
of the reference large language model used for the
calculation of the perplexity and also to analyze the
possibility of combining different perplexity cal-
culated using a wide diverse set of large language
models.
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