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Abstract

Recent developments in the field of NLP have
brought large language models (LLMs) to the
forefront of both public and research attention.
As the use of language generation technologies
becomes more widespread, the problem arises
of determining whether a given text is machine
generated or not. Task 8 at SemEval 2024 con-
sists of a shared task with this exact objective.
Our approach aims at developing models and
strategies that strike a good balance between
performance and model size. We show that it
is possible to compete with large transformer-
based solutions with smaller systems. Our code
can be found on GitHub. 1

1 Introduction

Recent developments in the field of NLP have
brought large language models (LLMs) to the fore-
front of both public and research attention. With the
introduction of GPT-3 (Brown et al., 2020), made
accessible to the public through ChatGPT, the gates
were open to the generation of high-quality text
through AI. This leads to a sort of arms race both
in integrating AI into customer-facing products, as
well as in developing the models themselves, lead-
ing, among others, to Facebook’s Llama (Touvron
et al., 2023) and the open source model Mistral
(Jiang et al., 2023).

Many fields have seen a dramatic increase in the
use of LLMs, including arts, education, software
development, and many more. Initial public reac-
tion to the popularisation of LLM-powered chat in-
terfaces already highlighted its potential problems
for plagiarism detection in scientific, educational
and other contexts (Dehouche, 2021). In a land-
mark development, the 5-month-long strike of the
Writer’s Guild of America2 resulted in an agree-

1https://github.com/cicl-iscl/TueCICL_
SemEval2024

2https://www.vox.com/culture/2023/9/24/
23888673/wga-strike-end-sag-aftra-contract

ment which included safeguards for writers against
the use of artificial intelligence.3

The widespread use of language generation tech-
nologies is only expected to grow. However, this de-
velopment is accompanied by a surging need to au-
tomate the process of flagging machine-generated
text.

Crothers et al., 2023 offers a comprehensive
survey of machine-generated text detection strate-
gies. Statistical methods, with global text vector
representations, were among the early strategies
adopted to tackle the issue. These feature vec-
tors include, for example, TF-IDF, frequency fea-
tures investigating word or n-gram distributions,
readability-related features such as the Gunning-
Fog index, or linguistic features such as POS-tag
distributions and coreference resolution relation-
ships within a text. The subsequently introduced
neural approaches show better performance, even
when paired with the aforementioned text represen-
tation strategies. Most prominently, transformer
fine-tuning has established itself as more or less
of a standard, with RoBERTa (Liu et al., 2019)
in particular being the most strongly represented
model. Zero-shot approaches, optionally coupled
with fine-tuning, have also seen experimentation,
but have been observed to generalise poorly across
domains.

Task 8 at SemEval-2024 (Wang et al., 2024)
is a shared task built around the idea of detect-
ing machine-generated texts across a variety of
domains and setups. It is structured across three
subtasks (subtask A, subtask B, subtask C), our
team decided to only tackle subtasks A and C. Sub-
task A is a binary classification task, with the ob-
jective of determining whether a text is human- or
machine-generated. The subtask has a monolingual
(English) and a multilingual track - our team only

3https://www.nbclosangeles.com/news/local/
hollywood-writers-safeguards-against-ai-wga-
agreement/3233064/
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submitted for the monolingual track. Subtask C is a
boundary detection task: here, texts have a human
segment followed by a machine-generated segment.
The objective of the subtask is to correctly predict
the boundary index.

Our approach for both tasks was to try to ob-
tain competitive solutions with low resource cost.
For this reason we deployed two different model
classes: LSTM-based models (Hochreiter and
Schmidhuber, 1997) and Multilayer Perceptrons
(MLP) (Popescu et al., 2009) and relied on various
strategies of representing the input texts, either at
the token or at the text level. We experimented
with character-level approaches, systems relying
on pretrained Word2vec (Mikolov et al., 2013) em-
beddings, and linguistically motivated features at
the text level through spaCy (Honnibal et al., 2020)
and the TextDescriptives (Hansen et al., 2023) pack-
age.

2 Methods and experimental setup

2.1 Subtask A

For subtask A, our intuition was that surface-level
and stylistic features would be more effective than
semantics in discriminating between human and
machine-generated text. To build on this idea, we
developed three approaches.

The first approach involved training a character-
level LSTM. We expect the stylistic features of the
texts to be good indicators of the generator, and
working at the character level is known to capture
this information well. For example, character n-
gram models have been used successfully in the
field of authorship attribution, which relies heavily
on style (Stamatatos et al., 2013).

First, input texts are tokenized at the character-
level, all tokens are mapped to their lowercase
variants, and lastly numerals and punctuation are
mapped to a <NUM> and a <PUNCT> special token
respectively. White-space elements (space, tab,
newline) are also mapped to a special token <WS>.
At this point, the tokenized and transformed inputs
are fed through an LSTM, and the representation
of the last token is used for prediction.

The second approach is constructed along the
lines of the first in terms of technical setup, but
deals with words rather than characters. Large
transformer-based solutions benefit from vast
amounts of pre-training, but at a heavy compu-
tational cost – using pretrained embeddings as
model inputs appeared to be a good compromise

between heavy models and training from scratch,
as was the case with the character-level LSTM. We
used the pretrained Word2vec embeddings from
the Wikipedia2Vec (Yamada et al., 2020) project
to map texts to vectors, but maintained the other
steps, such as mapping numerals, punctuation and
white-space to special tokens.

The third approach is not recurrent in its nature –
instead, we used the TextDescriptives pipeline
(Hansen et al., 2023) through Spacy (Honnibal
et al., 2020) to obtain 66 lingustically motivated
features to globally represent the text. Such lin-
guistic features have a long tradition in NLP, for
example in the field of readability analysis (for ex-
ample Vajjala and Meurers, 2012), and have been
observed to be valid and cheap-to-compute rep-
resentations in a variety of settings. Since they
are most well known for capturing the style of a
text, rather than semantics, they appear to be very
well suited for the present task. Additionally, we
computed the mean perplexity of the document
using GPT-2 (Radford et al., 2019) and added it
to the feature vectors. This follows the idea that
the perplexity of a document assigned by a LLM
should be higher for human written texts than for
machine generated texts (Chaka, 2023). Our third
approach computes this global feature vector for
the input text, then generates a prediction through
a simple MLP. The model consists of 3 linear lay-
ers with Tanh activation functions in between and
was trained for 2000 epochs with a learning rate of
0.0003.

Lastly, we formulated a joint model which takes
as input the final representations (the last hidden
states) of each of the three previous approaches,
thus generating a single prediction.

Model Type L* H**
Character-level LSTM 2 512
Word2vec LSTM 2 512
Language features MLP 3 256
Joint model FFN - 512

Table 1: Summary of models for subtask A. * Number
of layers. ** Hidden size.

2.2 Subtask C

For subtask C, which required predicting the bound-
ary position in texts between a human and a
machine-generated segment, we adopted the same
guiding principles in developing our solutions as
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we had done in subtask A. The overarching ob-
jective was to arrive at competitive models while
remaining within a certain size constraint.

An additional challenge for this subtask, aside
from an increase in difficulty in the objective itself,
was the relative scarcity of training data. While in
subtask A the training set had over one hundred
thousand records, the training material in subtask
C consisted of just below four thousand texts. As
such, any strategy that did not involve pretraining
would be severely disadvantaged in this setting.

Our first approach for this subtask was also a
character-level solution, with the same general
setup as in subtask A. For generating a prediction,
however, the representations at every token are eval-
uated, and a classification is performed. In this
sense, the model is predicting whether any given
character is in the human or the machine-generated
segment of the text. The first token predicted to
be machine-generated is taken to be the boundary
position. Importantly, the LSTM we implemented
for this subtask is bidirectional, meaning at every
token the model has awareness of both the left and
right contexts.

To offset the relative lack of training items, to-
gether with the absence of any model pre-training
in this case, we trained this model on both subtask
A and subtask C data for 5 epochs, then trained
further on only task C data for 3 further epochs.
This improved performance significantly on the
development set.

We also implemented a Word2vec solution along
the lines of what was described for subtask A. We
opted for a bidirectional LSTM, and enhanced the
training data as described earlier, though the effects
of this were less prominent owing to the use of
pretrained embeddings.

We also built a joint model over the aforemen-
tioned character- and Word2vec models. This con-
sisted in a FFN whose inputs were the concatenated
representations at the word level. For the character-
level model, this meant averaging the representa-
tion at every character for any given word.

Model Type L* H**
Character-level LSTM 2 512
Word2vec LSTM 2 512
Joint model FFN - 256

Table 2: Summary of models for subtask C. * Number
of layers. ** Hidden size.

3 Results

3.1 Subtask A

Model Dev Test Ranking
Baseline 0.72 0.88 20
Character-level 0.85 0.55 127
Word2vec* 0.82 0.72 85
Language features* 0.63 0.88 21
Joint model* 0.83 0.69 96

Table 3: Results for SemEval-2024 Task 8, subtask
A. Dev and Test columns report the accuracy on the
respective data partitions. The ranking column refers
to the model ranking in the shared task competition.
The scores and ranking of the unofficial submissions
were not provided by the organisers and computed by
us. There was a total of 137 submissions.
* unofficial submissions

Table 3 shows the results for each model on sub-
task A. On the development set, almost all models
outperform the transformer baseline provided by
the organisers. The best performing model was the
character-level model, with an accuracy of 0.85 –
this was our final submission for the shared task.

While the two recurrent models and the joint
model do not differ very much from one another,
the FFN built on linguistically motivated global
feature vectors sets itself apart in that it is the worst
performing model on the development set.

The character-level model only achieves an ac-
curacy of 0.55 on the test set, while the Word2vec
and joint models achieve 0.72 and 0.69 respectively
– all falling short of the baseline. Surprisingly,
the language feature model is head and shoulders
above the rest when it comes to the test set, with
an accuracy of 0.88 that matches the baseline. Our
assumption is that this is due to a conceptual differ-
ence between development and test set. A possible
reason could be that the domain for human-written
texts in the test set were student essays only. The
development set on the other hand consisted of
human-written texts from multiple domains. The
linguistic features prevalent in the student essays
seem to be more distinctive for classifying the doc-
uments compared to the texts from multiple do-
mains.

3.2 Subtask C

Table 4 outlines our results for subtask C. In this
subtask, we were unable to match the transformer
baseline.
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Model Dev Test Ranking
Baseline 3.53 21.54 14
Character-level* 8.35 45.83 28
Word2vec* 7.02 38.35 27
Joint model 6.36 34.88 25

Table 4: Results for SemEval-2024 Task 8, subtask
C. Dev and Test columns report mean absolute error
(MAE) on the respective data partitions. The ranking
column refers to the model ranking in the shared task
competition. The scores and ranking of the unofficial
submissions were not provided by the organisers and
computed by us. There was a total of 33 submissions.
* unofficial submissions

Our official submission, the joint model,
achieved a mean standard error of 6.36 on the de-
velopment set, falling short of around 3 points from
the baseline provided by the organisers. The differ-
ence is even more dramatic when it comes to the
test set, where the gap widens to around 13 points.
This is also far off from the best performing solu-
tions in the shared task, which achieved a MAE of
15.7.

The character and Word2vec models failed to
outperformed both the baseline and the joint model
for the development set, and this remains the case in
the test set. This reinforces the idea that extracting
as much information as possible from the texts is
key to performance in this subtask.

Overall, the models developed for subtask C
have proven to be somewhat unrefined. The test
set seems to be particularly punishing towards so-
lutions that do not generalize well, but the results,
while highlighting the shortcomings of our mod-
els, also point toward the potential that these ap-
proaches can have, with more attention dedicated
to them.

4 Conclusion and Discussion

Our objective for Task 8 at Semeval-2024 was to
compete with large-scale solutions with models
that could run on commonplace systems like mid-
range laptops. For this purpose, we discarded LLM-
based solutions that are prevalent in the related
work in the field, opting instead for LSTMs and
MLPs whose size can more easily be controlled.

While our team did manage to keep model size
under control (none of the proposed solutions re-
quire more than 1 GB of memory), the systems we
proposed performed less than ideally in the task
itself. On both subtasks we participated in, our

best models failed to match the transformer base-
line in the test set, despite positive results in the
development set.

Despite the final results, we believe our approach
to be valid. Our development processes likely
ended up producing models that were overly tuned
to the development set. With more time, it would
be possible to produce more refined and generaliz-
able solutions. Trying different training strategies,
like contrastive learning, or different architectures,
such as mixture-of-experts systems, might be a
good direction to follow in future work.

To most problems that arise in the field of NLP,
researchers and companies increasingly respond
with huge models that require dedicated servers
to run. But for many users, keeping their data
safely on their own machines is a priority, thus
discarding many of the contemporary LLM-based
services. System designers should aim to strike a
compromise between size and performance, and
prioritise users being able to own their workflows
when possible. Like our attempt did for this shared
task, we believe researches should consider these
objectives when proposing new solutions.
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