
Proceedings of the 18th International Workshop on Semantic Evaluation (SemEval-2024), pages 148–154
June 20-21, 2024 ©2024 Association for Computational Linguistics

NIMZ at SemEval-2024 Task 9: Evaluating Methods in Solving
Brainteasers Defying Commonsense

Zahra Rahimi, Mohammad Moein Shirzady, Zeinab Sadat Taghavi and Hossein Sameti
Department of Computer Engineering, Sharif University of Technology, Tehran, Iran

{zarahimi, mohammad.shirzady99, sameti}@sharif.edu,
zeinabtaghavi1377@gmail.com

Abstract
The goal and dream of the artificial intelligence
field have long been the development of intel-
ligent systems or agents that mimic human be-
havior and thinking. Creativity is an essential
trait in humans that is closely related to lateral
thinking. The remarkable advancements in Lan-
guage Models have led to extensive research on
question-answering and explicit and implicit
reasoning involving vertical thinking. How-
ever, there is an increasing need to shift focus
towards research and development of models
that can think laterally. One must step out-
side the traditional frame of commonsense con-
cepts in lateral thinking to conclude. Task 9
of SemEval-2024 is Brainteaser (Jiang et al.,
2024), which requires lateral thinking to answer
riddle-like multiple-choice questions. In our
study, we assessed the performance of various
models for the Brainteaser task. We achieved
an overall accuracy of 75% for the Sentence
Puzzle subtask and 66.7% for the Word Puzzle
subtask. All the codes, along with the links to
our saved models, are available on our GitHub1.

1 Introduction

With recent advancements in deep learning and es-
pecially language models, extensive research has
been conducted about reasoning in various natural
language processing tasks, including question an-
swering. These reasoning methods adopt vertical
thinking. However, lateral thinking is another type
often associated with creativity. In the 9th task of
SemEval, Brainteaser (Jiang et al., 2024), a task
of answering multiple-choice riddle-like questions
is defined. To answer these questions, the model
needs to employ lateral thinking. This method of
thinking differs from vertical thinking in that the
reasoning process is not linear. To arrive at a con-
clusion, one must examine the subject from a per-
spective beyond the usual conventional thinking

1https://github.com/z-rahimi-r/
NIMZ-at-SemEval-Task-9-BRAINTEASER

paradigms (Waks, 1997). An example of a compar-
ison between the two types of thinking is provided
in Figure 2 in the Appendix. Lateral thinking de-
mands a mind that is open, flexible, and creative.
Equipping AI models with cognitive abilities such
as lateral thinking can enhance problem-solving,
adaptability, and coping with new situations and
challenges.

In this work, we have evaluated the performance
of three categories of models on answering brain-
teaser questions. We trained and evaluated two
language models, BERT (Devlin et al., 2019), and
RoBERTa (Liu et al., 2019), the model presented
in Yasunaga et al. (2021) (QA-GNN), and a T5
(Raffel et al., 2019) model for sentence puzzle and
word puzzle subtasks. In the QA-GNN method, the
ConceptNet knowledge graph (Speer et al., 2017)
is used as the source of commonsense knowledge.
Through the brainteaser task, we gained insights
into two types of thinking - vertical and lateral.
We also learned the significance of implementing
lateral thinking in AI systems to bridge the gap
between human and AI performance. Furthermore,
this task piqued our interest in the captivating sub-
ject of creativity in artificial intelligence models.
We achieved an overall accuracy of 75% and ranked
20th for the Sentence Puzzle subtask. For the Word
Puzzle subtask, we ranked 19th and achieved an
overall accuracy of 66.7%. All the codes, along
with the links to our saved models, are available on
our GitHub.

2 Background

The goal and dream of the artificial intelligence
field has long been the development of intelligent
systems or entities with human-like behavior and
thinking. According to existing research, there
are two types of thinking in humans: vertical and
lateral. Most of the existing research focuses on
vertical thinking. Vertical thinking involves a logi-
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cal and sequential approach, while lateral thinking
requires creativity and flexibility to explore prob-
lems from unique and unconventional perspectives
(Waks, 1997). The Brainteaser dataset (Jiang et al.,
2023) contains 1100 riddle-like English questions
requiring lateral thinking. The nature of questions
often defies commonsense when approached with
vertical thinking. The Brainteaser task includes two
subtasks: sentence puzzle and word puzzle. The
details of the dataset are presented in the Table 1.

Most research focuses on vertical thinking, us-
ing commonsense for implicit and explicit rea-
soning tasks such as commonsense question an-
swering. Commonsense intelligence is intuitively
reasoning about everyday situations and events,
which requires knowledge of how the world works
(Choi, 2022). In the task of commonsense question
answering, two popular methods are fine-tuning
language models and using graph neural network
(GNN) models. In recent years, the use of knowl-
edge graphs, the primary sources of commonsense
knowledge, has increased. Commonsense knowl-
edge stored in language model parameters is mainly
descriptive and taxonomic knowledge, often ex-
plicitly stated in the language content that these
models have been trained on (Hwang et al., 2021).
The method presented in COMET (Bosselut et al.,
2019) can be a means to teach language models
other types of knowledge. The success of COMET
can be attributed to the combination of neural and
symbolic representations of knowledge, as well as
the use of language to represent symbolic knowl-
edge (Choi, 2022). The COMET model is fine-
tuned on the ATOMIC knowledge graph (Hwang
et al., 2021). This knowledge graph serves as a
customized textbook for language models to learn
commonsense knowledge and how the world works
(Choi, 2022).

In the second popular category of methods, a
knowledge graph is used as the complementary
source of knowledge with the help of graph neu-
ral networks as the medium to harvest this knowl-
edge (Feng et al., 2020; Wang et al., 2022; Zhang
et al., 2022). One advantage of using graph neu-
ral networks is their interpretability. In QA-GNN
(Yasunaga et al., 2021), the RoBERTa LM is used
with graph neural networks. Each answer option
is checked independently in their method to deter-
mine if it is the answer. For each answer option, a
subgraph is extracted from the ConceptNet. This
subgraph consists of the entities in question and
the answer option, all the entities within two hops

Sentence Puzzle Word Puzzle

Train 507 395

Test 120 96

Table 1: Dataset Statistics

from question and answer entities on the Concept-
Net graph, and the relations between them. In the
presented method, the question and the answer op-
tion are concatenated and encoded using RoBERTa
LM (Liu et al., 2019), then placed as a context
node in the subgraph. Since some nodes in the
subgraph are more related to the question and its
answer, the RoBERTa LM is used to calculate a
score for each node in the subgraph. This score
is used as an additional feature to the node em-
beddings to increase the influence of more related
entities. Training is done through the message-
passing method. Finally, the score of each option
being the answer is calculated and the answer op-
tion with the highest score will be the final answer
to the question. The approach described in Zhang
et al. (2023) is similar to QA-GNN but with one
key difference. While QA-GNN evaluates each
answer option independently using a local graph,
this method also includes a global graph that allows
for simultaneous evaluation and comparison of all
answer options, leading to refined probabilities. Re-
fining the probabilities of each answer option in
this way can produce a more accurate result. They
consider this method similar to how humans elimi-
nate less likely options. The most similar available
study to the Brainteaser task is Riddlesense (Lin
et al., 2021), where a riddle dataset is presented.
To solve the riddles, one needs advanced natural
language understanding, commonsense, and coun-
terfactual reasoning skills, which are complex cog-
nitive processes. They have trained and evaluated
several language models, GNN-based models, and
text-to-text models on the Riddlesense dataset.

2.1 MCQA in LLMs

Inference from LLMs for multiple choice question
answering is done using two methods: Multiple
Choice Prompting (MCP) and Cloze Promting (CP)
(Robinson et al., 2022). MCP involves presenting
a question with several answer options to an LLM
and asking it to select the most appropriate answer
from the given choices. The other method, CP, in-
volves creating a sentence or passage with a blank
that the model needs to fill in with an appropriate
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word or phrase. Robinson et al. (2022) criticizes us-
ing cloze-style prompts for evaluating LLMs, sug-
gesting that this approach may not fully leverage
these models’ capabilities for MCQA tasks. How-
ever, the evaluation of LLMs with the MCP method
has the problem that the order of presenting the op-
tions can change the final answer of the LLM. They
have evaluated different LLMs, and based on the
results, the model’s size and providing examples
(few-shot inference) to the language model can im-
prove its performance and reduce the dependence
of the final answer on the order of options.

2.2 How creative are LLMs?

Margaret Boden’s criteria for creativity _novelty,
value, and surprise_ are utilized to evaluate the
creative capabilities of LLMs. Franceschelli and
Musolesi (2023) discusses how much SOTA LLMs
satisfy these criteria. LLMs can indeed produce
valuable content, as evidenced by their impact and
the quality of their outputs. The novelty of an idea
or product is being dissimilar to existing examples,
the reference of which can either be the person who
comes up with it (psychological creativity) or the
entire human history (historical creativity). Novelty
in LLMs can occur accidentally or as a result of out-
of-distribution production or careful prompts, and
the degree of novelty is inherently limited by the
models’ design, focusing on probabilistic outputs
based on historical data. The definition of surprise
is how unexpected an idea is. Three types of sur-
prise are defined: Combinatorial creativity, which
is producing an unfamiliar combination of familiar
ideas; Exploratory creativity, which is finding new
and undiscovered solutions within the current style
of thinking; and Transformational creativity, which
is related to changing the current style of thinking.
The autoregressive nature of LLMs makes the pro-
duction of surprising content by them unlikely and
only limited to combinatorial creativity, making
truly surprising or transformational creativity chal-
lenging to achieve. True creativity requires self-
awareness and self-evaluation capabilities, which
current LLMs lack (Franceschelli and Musolesi,
2023).

3 System Overview

In this section, we will present the systems used
to tackle the brainteaser task. The three main
approaches in question-answering tasks are fine-
tuning language models, graph neural networks,

and text-to-text transformers. So, we decided to
evaluate the performance of these models on the
brainteaser task. Although the role of common-
sense in this task is as a distractor (Jiang et al.,
2023), we decided to evaluate the impact of us-
ing commonsense knowledge through Concept-
Net knowledge graph and graph neural networks.
While the answer may challenge commonsense in
the Brainteaser questions, it does not violate it. All
the models are trained for sentence puzzles and
word puzzles separately. The general sketch for
each type of system is presented in Figure 1.

3.1 Language models: BERT and RoBERTa

We trained and evaluated two language models,
BERT-Base (Devlin et al., 2019) and RoBERTa-
Large (Liu et al., 2019) on the Brainteaser dataset.
The training was done on two different in-house
splits of the training data, and the model with the
best performance on the validation data was saved
for final evaluation on the test set. During the train-
ing and inference phase for the two language mod-
els of BERT and RoBERTa, the probability of each
option being the answer is checked separately. To
do that, the question and the answer option are
concatenated with the token [SEP] placed between
them and given to the language model as input. The
score of that option being the answer, is calculated
using the output representation of the [CLS] token
through a linear layer. Finally, the option that has
the highest probability will be the answer to the
question.

3.2 LM + GNN: QA-GNN

The QA-GNN model (Yasunaga et al., 2021) uses
RoBERTa LM and graph neural networks for rea-
soning. The knowledge source used in this method
is the ConceptNet knowledge graph (Speer et al.,
2017). In this method, a separate subgraph is ex-
tracted for each answer option. The question and
answer option are concatenated, and the resulting
embedding from RoBERTa is used as a context
node in the graph. This node is only connected
to the entities belonging to the answer option and
the question (it is not connected to other entities
extracted from the knowledge graph). To train the
QA-GNN model, pre-processing must be done on
the dataset first. For each question and answer op-
tion pair, their entities and all of their neighbor en-
tities up to two hops in the ConceptNet knowledge
graph are extracted, along with the relations be-
tween them. Training is done through the message-
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Figure 1: The three categories of methods evaluated for brainteaser task. a-Approach1: Fine-tuning LMs like
BERT and RoBERTa; b-Approach: LM+GNN method, the blue circles are question and choice entities, and the
green circles are extracted knowledge-graph entities; c-Approach: Fine-tuning a T5 model.

passing method. The score of each answer op-
tion, being the final answer, is calculated using
the concatenation of the RoBERTa LM representa-
tion, context node representation learned through
message-passing, and the pooled graph represen-
tation, through a linear layer. Finally, the option
that has the highest score will be the answer to the
question. The interested reader can refer to the
original paper for more in-depth details.

3.3 Text-to-Text model
The third method we evaluated was the T5 text-to-
text model (Raffel et al., 2019). In this method,
the input question and the context, which includes
all the options concatenated together, are passed to
the T5 model as input. The answer will be in the
form of a span extracted from the context, mean-
ing the options. This model considers all options
and makes a final decision, setting it apart from
previous models.

4 Experimental Setup

We have trained and evaluated base and large sizes
of BERT, RoBERTa, and T5 models using the
Hugging-Face transformers library, with different

hyperparameters to find the best setting. To train
the QA-GNN model, we followed the procedure
provided by the code available on the GitHub of Ya-
sunaga et al. (2021). After preprocessing the Brain-
teaser dataset, the QA-GNN models were trained
for 100 epochs with early-stopping. In the infer-
ence phase of the T5 model, in some cases, the
extracted span was incomplete and did not include
the letter of the answer option, in these cases the
"none of above" option was selected. The code for
the in-house train-dev split and the hyperparame-
ters used for training the best-performing models
are available in the notebooks on our GitHub1.

4.1 Evaluation metrics
For each original question in the dataset, two addi-
tional adversarial variants are created: semantic re-
construction and contextual reconstruction. Seman-
tic reconstruction rephrases the original question
and does not change anything else. In contextual
reconstruction, the context of the question does not
change, but the surface form of the question and
its answer options are changed. An example from

1https://github.com/z-rahimi-r/
NIMZ-at-SemEval-Task-9-BRAINTEASER
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in

es Chat-GPT 0.608 0.593 0.679 0.507 0.397 0.627 0.561 0.524 0.518 0.439 0.292 0.535

RoBERTa-Large 0.435 0.402 0.464 0.33 0.201 0.434 0.195 0.195 0.232 0.146 0.061 0.207

E
va

l. BERT-Base 0.7 0.775 0.725 0.7 0.6 0.733 0.7187 0.75 0.531 0.7187 0.4375 0.6666

QA-GNN 0.75 0.725 0.775 0.7 0.675 0.75 0.4375 0.4687 0.4375 0.4062 0.2187 0.4479

Po
st

E
va

l. RoBERTa-Large 0.85 0.8 0.85 0.8 0.75 0.8333 0.7187 0.6875 0.5625 0.625 0.375 0.6562

T5-Large 0.55 0.625 0.525 0.5 0.275 0.5666 0.5937 0.5625 0.5312 0.4375 0.25 0.5625

Table 2: Results on Test set. The baselines are zero-shot results

the dataset is available in Table 3 in the Appendix.
The purpose of designing these two variants is to
test the robustness of the model. If the model has
not memorized the content and is capable of lateral
thinking, it will correctly answer these two adver-
sarial variants of each question (Jiang et al., 2023).
Models are evaluated using two accuracy metrics:
instance-based accuracy metric and group-based
accuracy metric. In instance-based accuracy, each
question is evaluated separately. In group-based
accuracy, a question is evaluated with its adver-
sarial variants, and only if all three are answered
correctly, it is scored One. Otherwise, it is scored
Zero.

5 Results

We evaluated models from different categories on
this task. Due to the riddle-like and unique nature
of the questions, it was difficult for the models to
generalize to new questions of the test set. We
achieved an overall accuracy of 75% and ranked
20th for the Sentence Puzzle subtask. For the Word
Puzzle subtask, we ranked 19th and achieved an
overall accuracy of 66.7%. The QA-GNN model
performed best for the sentence puzzle in the eval-
uation phase. Still, for the word puzzle, the BERT-
base model had the best performance, and QA-
GNN performed poorly, which could be due to
the absence of reasoning paths on the knowledge
graph between the concepts of the answer option
and the question. The results of the two phases,
evaluation and post-evaluation, are presented in the
Table 2. Some wrongly predicted examples for the
Word Puzzle subtask are presented in Table 4 in the
Appendix.

6 Conclusion

In this study, we evaluated the performance of three
main categories of popular methods in the question-
answering task on the two subtasks of Sentence
Puzzle and Word Puzzle of the SemEval- task 9
Brainteaser. We have achieved an overall accu-
racy of 75% for the Sentence Puzzle subtask and
66.7% for the Word Puzzle subtask. The nature
of the Brainteaser questions is such that they chal-
lenge commonsense and require lateral thinking
and intellectual creativity to be solved. Models
other than LLMs tend to perform poorly in gener-
alizing to new and different examples, especially
when it comes to tasks that require creativity, such
as puzzles and brainteasers. While LLMs tend to
perform better, they still have limited capability
when it comes to being creative. Regarding the
suggestions for future work, we believe utilizing
the chain-of-thought (Wu et al., 2023) method and
teaching LLMs to reason step by step with the in-
context-learning method can be effective. Another
idea is to develop two modules for LLMs or AI
agents. The first module will aid in the creative
production of knowledge, while the second module
will check the rationality of the produced knowl-
edge and its consistency concerning the context
of the desired problem. As mentioned earlier, the
autoregressive nature of current LLMs and reliance
on probabilistic solutions have limited their ability
to produce creative content. So, there is a need
to design new architectures and different training
methods to overcome this limitation. This can be a
helpful step towards enhancing creativity and lat-
eral thinking in AI systems.
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Adv. Strategy Question Answers

Original How could a cowboy ride into town on Friday, stay two days, and ride out on Wednesday? His horse is named Wednesday.
While in town, he stays in bed for two days.
Friday and Saturday are holidays.
None of the above.

Semantic
Reconstruction

How could a cowboy come into town on Friday, stay two days, and then ride away on Wednesday? His horse is named Wednesday.
While in town, he stays in bed for two days.
Friday and Saturday are holidays.
None of the above.

Context
Reconstruction

How can a pilot take off in Los Angeles on Tuesday, fly for 48 hours, and land in Tokyo on Tuesday? The pilot’s airplane is named Tuesday.
He flies straight for 24h and flies quickly for hours left.
There was a one-week long holiday.
None of the above.

Table 3: A sentence-based lateral thinking puzzle and its adversarial variations from Brainteaser (Jiang et al., 2023)

Question Choice List

What do you call a toothless bear? A brown bear.
A polar bear.
A gummy bear.
None of above.

What kind of birds always make noise? Humming bird.
Hawk.
Owl.
None of above.

What is the best key for a satisfying meal? A joykey.
A turkey.
A hockey.
None of above.

What lacks legs and feet but has toes? Cabbages.
Tomatoes.
Onions.
None of above.

Table 4: Examples of wrong predictions of Word Puzzle

Figure 2: Comparing Vertical Thinking tasks (PIQA
(Bisk et al., 2019) and RiddleSense (Lin et al., 2021)) to
the BRAINTEASER lateral thinking task. (Jiang et al.,
2023)

A Appendix

An example from the dataset is available in Table
3. Also, a few wrongly predicted examples for
the Word Puzzle subtask are presented in Table
4. Figure 2 depicts a comparison of Vertical and
Lateral thinking.
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